Lecture 25: Section 6.4

o The Gram-Schmidt orthogonalization

e Applications of the Gram-Schmidt process



The Gram-Schmidt orthogonalization

Let {vi,...,v,} be abasis for a subspace H of R". Define
uy =V
wy =y, Y2m)
(ug - uy)
ws = vy — (v3-my) (v -llz)u2
(ug - uy) (uz - up)
u=v, — (vp '“l)u o (vp '“2)u2 _ (vp - up_1) u
(ur -wy) (uz - w) (wp—1 - wp—1)
Then {uy, ..., u,} is an orthogonal basis for H. In addition
Span{uy,...,u} = Span{vy,..., v} forl <k<p

An alternative description of the Gram-Schmidt process:

up = vy, u = vy — Proj Span {u; } V25 u3 = v3 — Proj Span {uy,u;} V3

..y Uy =Vp —Proj Span {ul,...,u,,,]}vl)



Applications of the Gram-Schmidt process

QR factorization

Let A be a k x n matrix with linearly independent columns. Then A = QOR, where
@ the columns of Q (k x n) form an orthonormal basis for Col A
@ R is an upper triangular matrix with positive entries on its diagonal (so invertible)

Q can be obtained by applying the Gram-Schmidt on the columns of A, followed by
normalization. We have R = Q"A.

Least-squares problems

If the columns of A are linearly independent and A = QR, then

ATaAx =ATb < =R7'0™

v

Orthogonal diagonalization of symmetric matrices

LetA = AT, let Ay, ..., \ be the eigenvalues of A, and Vi, . .., Vi be bases for the
corresponding eigenspaces Nul (A — \;I). To orthonormalize V; we can use the
Gram-Schmidt, and get the orthonormal basis ; for Nul (A — N\;I).
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