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Inverse, LU factorization, determinant

[An~[1A7Y] (zero row means no inverse)

LU factorizition

Let U be an echelon form of A, obtained by only row replacement operations. Then
A = LU, with L unit lower diagonal.

”

Let B be an echelon form of A. Then

detA = by1byy .. .byy (diagonal entries of B)

detAT =detA,  det(AD) = detAdetD,  det(A~') = (detA)~!




Subspace, basis, dimension

Let V be a vector space, H a subset of V. H is a vector space (and so subspace) if
@ 0cH
Q@ uveH = u+veEH
@ ccR,ueH = oucH
or
@ H = Span{vy,...,v,} for some vectors vi,...,v,
or
@ incase V=R", H = Nul A for some k x n matrix A

Basis, dimension

U ={uy,...,u,}is abasis for H (and dim H = g) iff
@ U spans H
@ U is linearly independent

U ={uy,...,u,}is abasis for R" iff A = [u; ...w,] is invertible



Null space, column space

ueNuA < Au=0

uec ColA <& Ax =uhas a solution

The pivot columns of A form a basis for Col A
Write the solution of Ax = 0 as

X=XV + .. - Xiy Vg

with x;,, ..., x;, free varaibles. Then vy, ..., v, form a basis for Nul A

Let B be an echelon form of A. Then the nonzero rows of B form a basis for
RowA = Col AT

Number of columns of A = rank A 4 dim Nul A, (rank A = dim Col A)
rank AT = dimRow A = rank A



Coordinate systems, change of coordinates

Coordinate system
LetV = {vy,...,v,} be a basis for H. Letx € H.

ay
X=0o1V] + ... +ayv, = [X]V|::|€Rn

QO

aqq Qip gy Qlp
[w]y = e U]y = s P=
Qpl Qnn Qpl ... Opp
U ={uy,...,u,} is abasis for H iff P is invertible. With 0 = P~!, we have
[x]y = P[x]u and Xl = O[x]y forallx € H.
LetH=R", U=[uy,...,u;],V=1[vi,...,vs]. ThenU = VP,so P = V~'U and

Q = U~'V. In other words, [V U] ~ [I P],and [U V] ~ [I Q].
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