MATH 556 - PRACTICE EXAM QUESTIONS

1. Due to the symmetry of form, this joint pdf factorizes simply as

oo = {voo {2} (Voo {2} = st e

and hence the variables are independent. Now

/wexp{—;}dx =2
0

so therefore \/c| = %, and hence ¢; = %.
Now random variable U, defined by

U:%(X—Y).

hasrange U = R (X and Y are positive but unbounded random variables. Hence, for v € R, the
cdf of U, Fy, is given by

FU<u>:P[U<u]=PB<X—Y> <u] — [[ 15y (@) dady
Ay

where 4, = {(z,y) € Rt x RT : (z —y) /2 <u}. The boundary of the region 4, is determined
by the three lines
z=0,y=0andy = x — 2u

This region is shaded in black in the figures below in the two cases © < 0 and u > 0 respectively;
in these pictures the shaded region extends over all  and y above and to the left of the line
y=x— 2u.

u<0 u>0
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Integrating first dx for a fixed y, we see that the integral is always = 0 to z = y+2u, irrespective
of whether u < 0 or u > 0. However, the lower limit of the outer dy integral is y = —2u if u <0,
and is zero if u > 0. Combining these together we have the lower limit of

l(u) = max {0, —2u}

Fo(u) = /l;{/oy+2uiexp{;(ery)}d:v}dy

and hence

= eXp{—l(g)} - %exp{—u} /l:) exp{—y}dy

_ exp{_“;‘)}—;exp{—<u+1<u>>}

If u <0,l(u) = —2u, and hence

Fy(u) =e" — 56” = 56”

and if u > 0, [(u) = 0, and hence

1
Fy(u)=1— e
2
Thus
%e“ u <0 1
firlw) = —sep{-jul} ueR
%B_U u>0
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2. Joint pdf is constant on the ellipse £, thus the normalizing constant is the reciprocal of the area of

the ellipse, that is 1/(wab). The range of the random variables can be re-written
X@= {(x,y) t—a<z<a,—b(l- x2/a2)1/2 <y<b(l- 3:2/@2)1/2}
and hence, by double integration,

a b(17952/a2)1/2
[[rev @ dzay = [ 3] cady { dr
—a —b(1—22/a2)'/?

13

= / 2c2b (1 — xg/a2)1/2 dx

—a

3
= abcy / 2cos?t dt (setting x = asint)

us
2

VB

= (leQ/ (cos2t +1) dt

jus
2

1 2
= abey [2 sin 2t + t} = wabey

NE]

and hence ¢ = 1/ (wab) .

(a) For the marginal pdf of X, fx, for fixed z,

)

(b) By symmetry of form, we must have for the marginal for Y’

1/2

2
fy(y):%(l—yQ/bQ) —b<y<hb,
and because the two functions
1/2 1/2
(1—x2/a2) / (1—y2/b2) /

are symmetric about zero, we must have that

Eyy [X] = Ey, [Y]=0.
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Finally for the covariance, we have that

COUfX,Y [X7 Y] - EfX’Y [XY] — By [X] Ey, [Y] = EfX,Y [XY}
a b(liw2/a2)1/2
B / /b(l 2/ 2)1/2 xny7Y (C(:, Z/) dy dx
a b(17x2/a2)1/2 ] i d
- /a /b(lz2/a2)1/2 yay Tab xz

b(lfo/aQ)l/2

[.l5] x
- v L
—a 2 *b(l*CEQ/GQ)I/Q ﬂ'ab

= 0

Hence X and Y are uncorrelated.

(c) X and Y not independent as there exists at least one pair (z,y) € R? such that

fxy (@, y) # fx(x)fy(y)

(for example, any point within the rectangle (—a,a) x (—b, b) that is outside the ellipse has
joint probability density zero, but fx (z) > 0 and fy (y) > 0).
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3. (a) Need expectations, variances and covariance. We have for X
Ep [X]=0 Ep [X?]=1  Varg [X]=1
and for Y
Ep, Y] =EBp [X?] =1 Ep, [V]=Ep [X'] =3 Varg, [Y]=2
and for the covariance
Erey [XY]=E; [X?] =0..Covs, [X,Y]=0-0x1=0
and hence the correlation is also zero.

X and Y are not independent (merely uncorrelated); we have the joint distribution non-zero
only on the line y = x?, whereas fx and fy are positive on the whole of R x RT.

(b) (i) By elementary properties of independent standard normal random variables (using
mgfs for example)
X1 — X2 ~ Normal (0,2)

and thus
Y1 =X —Xo+1~ Normal(1,2)

(ii) By properties of the multivariate normal distribution, using multivariate transforma-
tion results
Y ~N(bX)

Z:AAT:[ (1) _21H_11 g}:{—z _j]

and hence the covariance is

where

Yig=-2

and the correlation is
Yo -2 1

\/211><222:\/2><4:_\@
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4. (a) Note first that

1
fX(x)— (1+£C)2 x>0
and zero otherwise. Then
00 1/x1
P[XlXQ < 1] = / / le,XQ(:cl,xg) dmgdazl
0 0

e’} 1/z1 1 1 0 T9 1/351 1
/0 /0 (a2 (1 a2 /0 [1+x2]0 (a2
> 1/CL‘1 1 /OO X1

_ dr, = | —2 4
.A1+Umu+mﬂxl o (T+app

1 o ”+/W1 P S
_= _—_——— —_—— €Tr1 = _——= -
2(1+1)2], Jo 204z ! 2 2

(b) Using the multivariate transformation theorem
(a) We have that Y®) = R x R, and

31
g1(t1,t2) = ——— go(t1,t2) = /13 + t3
NGRS v
(b) Inverse transformations:
Z1

Yi=—F—i—=
\/ Z% + Z22 = {

Yo =\/Z} + Z3

g7 (1, t2) = tity g5 ' (t1,t2) = /1 — 13t

(c) Range: we have that -1 <Y} <land Y, > 0, so Y@ = (—1,1) x R
(d) The Jacobian for points (y1,2) € Y? is

71 = Y1Ys
Zy = /1—Y2Y,

and thus

82’1 82’1
= - Y2 'l
D _ oy1 Oy _ D 1 (g1 p0)] = Y2
Y12 02 0 - VI— 2 ; JVI-
oy1 Oy %
(e) For the joint pdf we have for (y;,y2) € Y@, by independence of Z; and Z,
2 Y2
My W, y2) = fz,2 <y1y2, V1 —y1y2> X 172/2
-y
_ lyexp{-y3/2}
T /1yt
and zero otherwise, where, by inspection,
1
le(yl):ﬁ -l<yi <1 fra(y2) = yoexp {—y3/2} y2 >0

Note that Y] and Y3 are independent, as their joint pdf factorizes into the respective marginal
pdfs at all points of R?.

MATH 556 PRACTICE EXAM : SOLUTIONS Page 6 of 9



5. (a) (i) Asn— oo, forzeR

( ! ><1 S Fy (@) —0

1+e®

and so the limiting function is not a cdf, and no limiting distribution exists.
(i) If U, = X,, — logn. Then U = (—o0, o) and the cdf of U, is

Fy,(u)=PlUp, <u]=P[X, —logn <u|=P[X, <u+logn] = Fx, (u+ logn)

1 n 1 n e U n
Fy, (y) = (He_u_logn) = <1+e—u/n> - (1_ n+e—U>

Thus as n — oo, for all

Fy, (u) — exp {—e ™"} Fy, (u) = Fy (u) = exp {—e "}

and so

and the limiting distribution of U,, does exist, and is continuous on R.

Thus, for large n,

P[X,, > k] = P[U,, > k+logn] = 1-Fy, (k+logn) ~ 1—Fy(k+logn) = 1—exp {—e_k_log"}

(b) Let X; denote the score on roll i. Then

24 (4x 1) +6

A4 (4x1)+36 22

0 Varfxi [Xi] = Efxi [XZZ] = 6 3

and denote these quantities 1 and o respectively.

(i) The expectation and variance of T} are 100x = 0 and 1000? = 2200/3.
(ii) The Central Limit Theorem gives that for the iid {X;} collection

n
Z Xi—nu
i=1

no?

~ AN (0,1)

where AN denotes Asymptotically Normal (as n — oo). Thus
. 22n
T,=S X, ~AN (0,222

and
(iii) Using the Weak Law of Large numbers, we can deduce that

M, 25 =0

as n — oo, that is, the sample mean random quantity converges in probability to zero,
that is, the probability distribution of M,, becomes degenerate at zero.
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6. (a) (i) The Poisson distribution mgf is
Mx(t) =exp {A(' —1)}.
Now, if Z, = (X = \)/ v\, we use the mgf result for linear functions, that is if
Y =aX + b= My(t) = " Mx(at).

Here, a = 1/\ﬂand b= —V\ so

t t2 t3
Mz (t) = e~V exp {)\(@t/ﬁ - 1)} = exp {—)\1/2t + A [)\1/2 + oY + e + ] }

U t2
= exp{2+m+...}—>exp{2} as A — o0

so therefore
Z 7~ Normal(0,1)
as A — oo.

(ii) Let T; = X; +Y;. Then, by properties of Poisson random variables, we have that
T; ~ Poisson (Ax + \y). Hence

T = Z (Xi +Y;) ~ Poisson (n(Ax + Ay)) .
=1

so that
EfT [T} :n(Ax—i-)\y) VanT [T] :n(Ax—i-)\y)
T
But M = —, so
n
n(Ax—i-)\y) TL()\XJrAy>
EfM [M] = T =Ax + Ay VarfM [M] = T

which are both finite. Hence, by the Weak Law of Large Numbers

ML}EfM[M]:)‘X_‘_)‘Y::U

(b) (i) T, = max{Xy,..., X, } so
Fr,() = {Fx(®)}" = (1-¢™)"  tert
(ii) In the limit as n — oo we have the limit for fixed t as

Fr.(t)—0 forallt

Hence there is no limiting distribution.
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(iii) If U,, = AT}, — logn, we have from first principles that for u > —logn

Fy,(u) = P[U, <u]=P[N,—logn <]

= P [Tn < i(u+logn)}

- P (i (u—l—logn)>

_ (1 _ e—(u+1ogn))”

- (-5

Fy, (u) — exp {—e "} asmn — 00

so that

which is a valid cdf. Hence the limiting distribution is

Fy(u) =exp {—e"} ueR
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