Testing Correlation

We use p to denote the true correlation between X and Y.
We can test the hypothesis that p = 0 (that is, that X and Y
are uncorrelated using r. For testing

HO P = 0

H, : p#0
we can use the test statistic

V(A =r?)/(n-2)

If Hg is true, then approximately

t=

t ~ Student(n — 2)



Alternately, we could use

1I 1+r
z==lo
2 %%\ 1-,

and then, if Hp is true, as (approximately)

1 14p 1
Z~N|=I —
<2Og(1—p>’n—3>

when p = 0, so that (approximately)

Vn—32Z ~ N(0,1)




A related quantity is the
Coefficient of Determination

or R? Statistic
2 SS,, — SSE 1 SSE

ss, SS,

Note that the total variation in y is recorded via

n

S5y = Z(y/' - }7)2

i=1

and the random variation is recorded via

SSE= (vi— %)
i=1



Therefore the variation explained by the linear regression is

SSR =SS, —SSE  as  SS, =SSR+ SSE

Thus
2 SSR _ Variation explained by Regression
SS,, Total Variation
r? is a measure of model adequacy, that is, if r?> ~ 1, then the

linear model is a good fit.



Simple Linear

Regression Example: Blood Viscosity vs PCV.
We have
> n=32
» r=0.879
» R?2=r?=(0.879)2 = 0.772
Test of p =0:

t = r — 10.087

V(A =r?)/(n-2)

We compare with a Student(n — 2) = Student(30) distribution;
the p-value is 3.73 x 10711, so there is strong evidence that

p#0.




2.1.6 Prediction

After the linear model is fitted, it can be used for forecasting
or prediction. That is, given a new x value we can predict the
corresponding y.

As before, we see that at any value of x,, the prediction ¥, is
)A/p = fo + ﬁlxp

This is the best predictor of y at this x value.



We can also compute the standard error of this prediction; if
the value of the random error variance o2 is known, then

Ay 1 (xp — X)?
S'e'(yP) =0 n + Ssxx

If o is unknown, we estimate o by & = s as defined previously

52 — 55E(BO731)
n—2

so that

(xp — X)?

ese(¥p)=s 1+
SEVR) TR T T Ss



Note: This prediction is the expected value of y at x = x,.
That is, we have worked out

Var[/\;p] = Var[ﬁo + Elxp]

to compute the s.e. for \A/p.

But we can actually predict an error corrupted version of Y, ,
Y,;‘ say, where

ST

Yo =Ypt+e€p

where €, is a new random error.



But
Var[?;] = Var[\A/p +ep] = Var[?p] + Varlep] = Var[\A/p] +0?

that is, there is an extra piece of variation due to ¢p.

Thus

Ak 1 (XP _?)2 ~
es.e(y;) = s\/l +o+ o5 > es.e.(Vp)



Prediction Intervals

Simple Linear
Regression

A 100(1 — «)% prediction interval for the mean value at
X = Xp is

N 1 (Xp_7)2
Vp £ Stoo(n—2)s - + e

whereas for an individual new value (predicted with error) at
X =Xp is

A 1 (Xp — X)?
Yp & Sty yo(n — 2)5\/1 + - + T



Prediction Intervals

Sirmale Uiy Viscosity Data: Prediction for Mean

Regression o
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