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Abstract. We discuss static Klein-Gordon-Maxwell-Proca systems in the

critical case of 4-dimensional closed manifolds in the continuation of Hebey-

Truong [10]. We prove phase stability for all possible phases in the nonpos-
itively curved case, and in the positively curved case when the phase lies in

some set that we show to be maximal in the case of the round sphere.

We investigate in this paper phase stability for the electrostatic Klein-Gordon-
Maxwell-Proca system in 4-dimensional closed manifolds. The full Klein-Gordon-
Maxwell-Proca system (in short KGMP) is a massive version of the more traditional
Klein-Gordon-Maxwell system. It provides a dualistic model for the description of
the interaction between a charged relativistic matter scalar field and the electro-
magnetic field that it generates. The external vector field (ϕ,A) in the system
inherits a mass and is governed by the Proca action which generalizes that of
Maxwell. Let (M, g) be a closed 4-dimensional Riemannian manifold. Writing the
matter scalar field in polar form as ψ(x, t) = u(x, t)eiS(x,t), choosing the nonlinear-
ity in the model to be pure and critical in terms of Sobolev embeddings, the full
Klein-Gordon-Maxwell-Proca system is written as

∂2u
∂t2 + ∆gu+m2

0u = u3 +
((

∂S
∂t + qϕ

)2 − |∇S − qA|2)u
∂
∂t

((
∂S
∂t + qϕ

)
u2
)
−∇.

(
(∇S − qA)u2

)
= 0

−∇.
(
∂A
∂t +∇ϕ

)
+m2

1ϕ+ q
(
∂S
∂t + qϕ

)
u2 = 0

∆gA+ ∂
∂t

(
∂A
∂t +∇ϕ

)
+m2

1A = q (∇S − qA)u2 ,

(0.1)

where ∆g = −divg∇ is the Laplace-Beltrami operator, ∆g = δd is half the Laplacian
acting on forms, and δ is the codifferential. In its electrostatic form we assume A
and ϕ do not depend on the time variable. Looking for standing waves solutions
ψ(x, t) = u(x)e−iωt, letting ϕ = ωv, there necessarily holds that A ≡ 0 and the
system reduces to the two following critical equations{

∆gu+m2
0u = u3 + ω2 (qv − 1)

2
u

∆gv +
(
m2

1 + q2u2
)
v = qu2 .

(0.2)

In the above, m0,m1 > 0 are masses (m0 is the mass of the particle, m1 is the
Proca mass), and q > 0 is the electric charge of the particle. The Proca formalism
comes with the assumption m1 > 0. The system (0.2), in Proca form in closed
manifolds, has been investigated in Druet and Hebey [5] and Hebey and Wei [11]
in the case of 3-dimensional manifolds, and Hebey and Truong [10] in the critical
dimension n = 4 (4 is the dimension for which the second equation in (0.2) is also
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critical by the u2v term). A sequence
(
uαe

iωαt
)
α

of standing waves is said to have

finite energy if ‖uα‖H1 = O(1). We keep here the origin of the writing in polar
form and always assume in the sequel that the amplitude u of a standing wave
ueiωt is nonnegative. A priori bounds were proved in Hebey and Truong [10]. We
aim here in proving phase stability with the objective of getting more phases and
more geometries by relaxing the a priori bound compactness property in Hebey and
Truong [10]. Given a sequence (ωα)α of phases, we consider the family of equations{

∆gu+m2
0u = u3 + ω2

α (qv − 1)
2
u

∆gv +
(
m2

1 + q2u2
)
v = qu2

(0.3)

We define phase stability as follows.

Definition 0.1. A phase ω ∈ (−m0,+m0) is said to be stable if for any sequence
of phases (ωα)α converging to ω, any sequence

(
uαe

iωαt
)
α

of finite energy standing

waves, uα ≥ 0, and any sequence (vα)α of gauge potentials, solutions of (0.3) for
all α, there holds that, up to a subsequence, uα → u and vα → v in C2 as α→ +∞,
where u and v solve (0.2) with phase ω.

When a phase ω is stable, (0.2) is automatically compact in the finite energy
setting. But phase stability implies more and actually measures how much (0.2) is
robust with respect to perturbations of ω. We let Rg(Sg) be the range interval

Rg(Sg) =
[
min
M

Sg,max
M

Sg

]
, (0.4)

where Sg is the scalar curvature of g. The first result of this paper,Theorem 0.1,
establishes that phases are stable as long as they do not enter in resonance with the
ambient geometry through the condition m2

0−ω2 6∈ 1
6Rg(Sg). The second result of

the paper, Theorem 0.2, establishes that this condition is sharp.

Theorem 0.1. Let (M, g) be a closed 4-dimensional manifold, and m0,m1, q > 0
be positive real numbers. Any phase ω ∈ (−m0,+m0) such that m2

0−ω2 6∈ 1
6Rg(Sg)

is a stable phase for (0.2), where Rg(Sg) is given by (0.4). In particular, if g has
nonpositive scalar curvature, then any phase ω ∈ (−m0,+m0) is stable.

A priori bounds were established in Hebey and Truong [10] under the condition
that m0 and ω satisfy that m2

0 − ω2 < 1
6 minM Sg, and thus that m2

0 − ω2 sits

on the left part of R+\ 1
6Rg(Sg). While a priori bounds are stronger than phase

stability, the condition required to obtain such bounds is quite restrictive. It does
not cover the full phases ω by missing the right part of R+\ 1

6Rg(Sg), and it implies
that the background space has positive scalar curvature, which is not required by
Theorem 0.1. Basically, Theorem 0.1 establishes that by relaxing the a priori bound
property to the stable phase property, we gain more phases and more geometries
with respect to what was handled in Hebey and Truong [10]. Theorem 0.1 coupled
with Theorem 0.3 in Hebey and Truong [10] provide a complete description of
the various compactness properties one can associate to (0.2). Theorem 0.2 below
complements the above picture by showing that both Theorem 0.1 and Theorem
0.3 in Hebey and Truong [10] are optimal.

The second part of Theorem 0.1 obviously includes the model cases of flat torii
(T4, g) and compact hyperbolic spaces (H4, g). Any phase ω ∈ (−m0,+m0) is
stable for these manifolds. The model case of the round sphere (S4, g) is contained
in the first part of Theorem 0.1. In the case of the round sphere (S4, g), Sg = 12 and
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Theorem 0.1 asserts that any phase ω ∈ (−m0,+m0) is stable except, possibly, if

m0 ≥
√

2 and ω is one of the two solutions of m2
0−ω2 6= 2. Theorem 0.2 asserts that

these two solutions are indeed unstable phases, and thus that the set in Theorem
0.1 is maximal in the case of the round sphere.

Theorem 0.2. Let (S4, g) be the round 4-sphere, and m0,m1, q > 0 be positive real
numbers with m2

0 ≥ 2. Let ω ∈ R be such that m2
0 − ω2 = 2. Then ω is an unstable

phase for (0.2) which gives rise to resonant states in the sense that for such ω’s
there exist a sequence

(
uαe

iωαt
)
α

, uα ≥ 0, of standing waves, and a sequence (vα)α
of gauge potentials, solving (0.3) for all α, such that ωα → ω and ‖uα‖L∞ → +∞
as α→ +∞.

Theorems 0.1 and 0.2 complement each other. They are distinct in nature.
Theorem 0.1 has to do with a priori estimates. Theorem 0.2 has to do with con-
structive approaches. They are proved by using two different methods. Theorem
0.1 is proved by passing through the C0-theory for blow-up, the analysis of the
range of influence, and then by getting a contradiction through a Pohozaev type
identity. Theorem 0.2 is proved by going into the finite dimensional Lyapounov-
Schmidt reduction method. We prove Theorem 0.1 in Sections 1 to 3. We prove
Theorem 0.2 in Section 4. We refer to Hebey and Truong [10] for the physics origin
of the problem and the building of the equations.

1. A priori L∞-estimates

We let (M, g) be a smooth compact Riemannian 4-manifold, and m0,m1, q > 0
be positive real numbers. Following a very nice idea going back to Benci and
Fortunato [1], we introduce the map Φ : H1 → H1 solution of

∆gΦ(u) +
(
m2

1 + q2u2
)

Φ(u) = qu2 (1.1)

for all u ∈ H1. We refer to Hebey and Truong [10], see also Section 4, for the
existence and regularity of the map Φ in the critical dimension n = 4, in the
Riemannian context. We let ω ∈ (−m0,+m0),

(
uαe

iωαt
)
α

be an arbitrary sequence

of finite energy standing waves, uα ≥ 0, and (vα)α be an arbitrary sequence of gauge
potentials, satisfying that{

∆guα +m2
0uα = u3

α + ω2
α (qvα − 1)

2
uα

∆gvα +
(
m2

1 + q2u2
α

)
vα = qu2

α .
(1.2)

for all α, and that ωα → ω in R as α → +∞. Obviously, vα = Φ(uα), and by
the maximum principle, there holds that 0 ≤ vα ≤ 1

q in M for all α. We aim

in proving that, passing to a subsequence, the uα’s and vα’s converge in C2 as
α→∞. By standard elliptic regularity theory, it suffices to prove that, passing to
a subsequence, ‖uα‖L∞ = O(1). We proceed by contradiction and assume that

‖uα‖L∞ → +∞ . (1.3)

The second equation in (1.2) is critical (of maximal homogeneity 3 in 4-space dimen-
sion) and it acts as an auto-inductive perturbation (the perturbation depends on
the solution itself) of the first nonlinear Schrödinger equation through its potential
term

hα = m2
0 − ω2

α (qvα − 1)
2

= m2
0 − ω2

α (qΦ(uα)− 1)
2
.

(1.4)
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Since 0 ≤ vα ≤ 1
q for all α, the hα’s are bounded in L∞. Noting that the vα’s are

bounded in H1 ∩ L∞, they converge, up to a subsequence, in Lp for all p, and so
do the hα’s. We let h be the limit of the hα’s, e.g. in L2, so that

‖hα‖L∞ = O(1) and hα → h in L2 (1.5)

as α → +∞ (and, as we easily infer, the convergence in (1.4) holds in Lp for all
1 < p < +∞). No further control is a priori available on the hα’s, and this is going
to be a serious issue in what follows. There holds that h ∈ L∞ and

h ≥ m2
0 − ω2 (1.6)

in M . In particular, ∆g + h is coercive, where h is as in (1.5), and by Robert [14],
the C0 and C1-estimates on the Green’s function of ∆g + h hold true. Following
standard terminology, we define a bubble (Bα)α as a sequence of functions in M
given in dimension 4 by

Bα(x) =
µα

µ2
α +

dg(xα,x)2

8

(1.7)

for all x ∈ M and all α, where (xα)α is a converging sequence of points in M ,
and (µα)α is a sequence of positive real numbers converging to 0 as α→ +∞. We
refer to the xα’s in (1.7) as the centers of (Bα)α, and to the µα’s as the weights of
(Bα)α. Then, see Druet-Hebey-Robert [6] and Hebey [9], the H1-theory for blow-
up, as developed in Struwe [15], can be applied. And, even more, the upper control
of the C0-theory developed in Druet-Hebey-Robert [6] (see also Druet-Hebey [4]
and Hebey [9] for more recent expositions) also holds true. By the H1-theory we
get that there exist a solution (u∞,Φ(u∞)) of (0.2) with phase ω, k ∈ N?, and
k-bubbles (Biα)α, i = 1, . . . , k, such that, up to a subsequence,

uα = u∞ +

k∑
i=1

Biα +Rα (1.8)

in M for all α, where ‖Rα‖H1 → 0 as α→ +∞, and

µj,α
µi,α

+
µi,α
µj,α

+
dg(xi,α, xj,α)2

µi,αµj,α
→ +∞ (1.9)

as α→ +∞, for all i 6= j, where the xi,α’s are the centers of (Biα)α, and the µi,α’s
are the weights of (Biα)α. To state the C0-theory, in the form we are going to use,
we need to introduce some more notions. Given i, j ∈

{
1, . . . , k

}
, i 6= j, we let si,j,α

be given by

s2
i,j,α =

µi,α
µj,α

dg (xi,α, xj,α)
2

8
+ µi,αµj,α (1.10)

for all α, and then we define the range of influence ri,α of the blow-up point xi,α
by

ri,α =


min
j∈Ai

si,j,α if u∞ ≡ 0

min

{
min
j∈Ai

si,j,α;
√
µi,α

}
if u∞ 6≡ 0 ,

(1.11)

where

Ai =
{
j ∈ {1, . . . , k} , j 6= i s.t. µi,α = O (µj,α)

}
. (1.12)
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If Ai = ∅ and u∞ ≡ 0, we adopt the convention that ri,α = 1
2 ig, where ig is the

injectivity radius of (M, g), and if Ai = ∅ and u∞ 6≡ 0, we adopt the convention
that ri,α =

√
µi,α. From now on we order the blow-up points such that

µ1,α ≥ · · · ≥ µk,α (1.13)

for all α. It follows from the structure equation (1.9) that
ri,α
µi,α

→ +∞ (1.14)

as α→ +∞. If j ∈ Ai and i ∈ Aj , we let λi,j > 0 be given by

λi,j = lim
α→+∞

µj,α
µi,α

. (1.15)

Given i ∈ {1, . . . , k}, we define

Bi =
{
j ∈ {1, . . . , k} , j 6= i s.t. dg (xi,α, xj,α) = O (ri,α)

}
if ri,α → 0 ,

Bi =
{
j ∈ {1, . . . , k} , j 6= i s.t. xj ∈ Bxi

(
1

2
ig

)}
if ri,α 6→ 0

(1.16)

and, for j ∈ Bi, we let zi,j be given by

zi,j = lim
α→+∞

r−1
i,α exp−1

xi,α (xj,α) . (1.17)

All the limits involved in these definitions are assumed to exist, which is always
possible passing to a subsequence. We let δi > 0 be such that for any i and any
j ∈ Bi,

|zi,j | 6= 0⇒ |zi,j | ≥ 10δi . (1.18)

We also define Ci to be the subset of Bi given by

Ci =
{
j ∈ Bi s.t. zi,j = 0

}
∩ Aci , (1.19)

where Aci is the complementary set of Ai, and thus the set consisting of the j’s
which are such that µj,α = o(µi,α). Then, passing to a subsequence, and for any i,
there exist a subset Di of Ci and a family (Ri,j)j∈Di of positive real numbers such

that for any j1, j2 ∈ Di, j1 6= j2,

dg (xj1,α, xj2,α)

sj1,i,α
→ +∞ (1.20)

as α→ +∞, and such that for any j ∈ Ci there exists a unique j′ ∈ Di such that

lim sup
α→+∞

dg (xj,α, xj′,α)

sj′,i,α
≤ Ri,j′

20
and lim sup

α→+∞

sj,i,α
sj′,i,α

≤ Ri,j′

20
, (1.21)

where Ci is as in (1.19). We let µα = µ1,α be given by

µα = max
i=1,...,k

µi,α . (1.22)

As shown in Druet and Hebey [4], see also Hebey [9] for an exposition in book
form, the C0-theory then gives that for any i ∈ {1, . . . , k}, there exists C > 0 and
a sequence (εα)α of positive real numbers converging to zero such that, passing to
a subsequence,∣∣uα −Biα∣∣ ≤ C (Hi

α + εα
)
Biα + C

(
µi,αr

−2
i,α +

∑
j∈Di

Bjα

)
≤ CBiα

(1.23)
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in Bxi,α (4δiri,α) \
⋃
j∈Di Bxj,α

(
Ri,j
10 sj,i,α

)
, where xi is the limit of the xi,α’s as

α→ +∞, Hi
α is given by

Hi
α(x) =

(
1 + ln

1

dg(xi,α, x)

)
dg(xi,α, x)2 (1.24)

in M\{xi,α}, and Hi
α(xi,α) = 0 for all α and all i, δi is as in (1.18), the Di’s and

Ri,j ’s are as in (1.20)–(1.21), and ri,α is the range of influence of xi,α as in (1.11).
When ri,α → 0 as α → +∞, it follows from (1.23) that there exist C > 0 and a
sequence (εα)α of positive real numbers converging to zero such that∣∣uα(x)−Biα(x)

∣∣ ≤ εαBiα(x) + C
(
µi,αr

−2
i,α +

∑
j∈Di

Bjα(x)
)

(1.25)

for all x ∈ Nα and all α. From (1.23) and standard elliptic theory we then get that
for any i ∈ {1, . . . , k}, there exists C > 0 such that, up to a subsequence,

|uα| ≤ Cµi,αr−2
i,α and |∇uα| ≤ Cµi,αr−3

i,α (1.26)

in Bxi,α (2δiri,α) \Bxi,α
(

1
2δiri,α

)
, where δi is as in (1.18), and ri,α is the range of

influence of xi,α as in (1.11). We also get that there exists C > 0 such that, up to
a subsequence, for any j ∈ Di,

|uα| ≤ Cµj,αs−2
j,i,α and |∇uα| ≤ Cµj,αs−3

j,i,α (1.27)

in Bxj,α (5Ri,jsj,i,α) \Bxj,α
(

1
5Ri,jsj,i,α

)
, where the Di’s and Ri,j ’s are given by

(1.20)–(1.21). Still by the C0-theory, we can prove that given i ∈ {1, . . . , k}, if

ri,α = o
(√

µi,α
µα

)
, then, up to a subsequence,

r2
i,αµ

−1
i,αuα

(
expxi,α (ri,αz)

)
→ 8

(
1

|z|2
+Hi(z)

)
(1.28)

in C2
loc (B0 (2δi) \ {0}) as α→ +∞, where

Hi(z) =
∑

j∈Ai∩Bi,i∈Aj

λi,j

|z − zi,j |2
+Xi (1.29)

is a smooth function in B0 (2δi) satisfying that Hi(0) 6= 0, δi is as in (1.18), the
λi,j ’s are as in (1.15), the zi,j ’s are as in (1.17), and the Xi’s are nonnegative real
numbers given by

Xi =

(
lim

α→+∞
r2
i,αµ

−1
i,α

)
u∞ (xi) +

∑
j∈(Ai\Bi)∪Θi

(
lim

α→+∞

ri,α
si,j,α

)2

, (1.30)

where we adopt the convention that the first term in the right hand side of (1.30)
is zero if u∞ ≡ 0, that the second term is zero if (Ai\Bi) ∪ Θi = ∅, and where
Θi = {j ∈ Ai s.t. i 6∈ Aj}.

2. Sharp estimates on the range of influence

We let (M, g) be a smooth compact Riemannian 4-manifold, and m0,m1, q > 0
be positive real numbers. We let ω ∈ (−m0,+m0),

(
uαe

iωαt
)
α

be an arbitrary se-

quence of finite energy standing waves, uα ≥ 0, and (vα)α be an arbitrary sequence
of gauge potentials, satisfying that they solve (1.2) for all α, and that ωα → ω in R
as α→ +∞. We assume that (1.3) holds true, and we want to get a contradiction.
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We follow the analysis in Druet and Hebey [4] but we need to face the lost of C1-
control on the hα’s in (1.4) which is going to lead to quite serious difficulties. As
in the preceding section, we order the blow-up points such that (1.13) holds true.
We aim in proving that the following proposition holds true.

Proposition 2.1. Let i ∈ {1, . . . , k}. If ri,α = o
(√

µi,α
µα

)
, where ri,α is the range

of influence of xi,α as in (1.11), and µα is as in (1.22), then, up to a subsequence,(
m2

0 − ω2 − 1

6
Sg(xi) + o(1)

)
r2
i,α ln

1

µi,α
= 2Hi(0) + o(1) , (2.1)

where Hi is as in (1.29), ω is the limit of the ωα’s, and xi is the limit of the xi,α’s.
Moreover, there holds that ∇Hi(0) ≡ 0 if we assume in addition that m2

0 − ω2 6∈
1
6Rg(Sg). In case ri,α 6= o

(√
µi,α
µα

)
, there holds that(

m2
0 − ω2 − 1

6
Sg(xi) + o(1)

)
µ2
i,α ln

ri,α
µi,α

= O (µi,αµα) + o

(
µ2
i,α ln

1

µi,α

)
, (2.2)

where µα is as in (1.22).

We prove Proposition 2.1 by finite inverse induction on i. We let i ∈
{

1, . . . , k
}

,
and in case i < k, we assume that

for any j = i+ 1, . . . , k , (2.1) holds true

for j as soon as
√
µαrj,α = o

(√
µj,α

)
.

(Hi)

If i = k we do not assume anything. Assuming (Hi) we aim to prove that (2.1)
holds true for i. Let i ∈

{
1, . . . , k

}
, i < k, be arbitrary. Assuming that (Hi) holds

true we get that for any j ∈ Di,

s−2
j,i,α = O

(
ln

1

µj,α

)
(2.3)

where Di is as in (1.20)–(1.21). Indeed, if j ∈ Di, then j > i. Moreover, for
any j ∈ Di, we have that i ∈ Aj so that sj,i,α ≥ rj,α, and we clearly have that

s2
j,i,α = o

(
µj,αµ

−1
i,α

)
= o

(
µj,αµ

−1
α

)
. The first equality is obvious. For the second

one we remark that if i > 1, then for j ∈ Di,
dg(xi,α, xj,α)2 = o

(
r2
i,α

)
= o

(
µi,αµ

−1
α

)
since 1 ∈ Ai. In particular,

√
µαrj,α = o

(√
µj,α

)
, and (2.3) is a direct consequence

of (Hi) since Hi(0) 6= 0. In what follows we introduce the subsets Ωi,α of M given
by

Ωi,α = Bxi,α (δiri,α) \
⋃
j∈Di

Ωi,j,α , (2.4)

where
Ωi,j,α = Bxj,α (Ri,jsj,i,α) (2.5)

for all j ∈ Di, δi is as in (1.18), and the Di’s and Ri,j ’s are given by (1.20)–(1.21).
It follows from (1.20) that the Ωi,j,α’s are disjoint for α sufficiently large, and it
is easily checked that sj,i,α = o(ri,α) for all j ∈ Di. We also have that Di = ∅ if
i = k so that no Ωi,j,α’s have to be considered in that case. We define Xα to be
the smooth 1-form given by

Xα(x) =

(
1− 1

6(n− 1)
Rc]g (x) (∇fα(x),∇fα(x))

)
∇fα(x) , (2.6)
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where fα(x) = 1
2dg (xi,α, x)

2
, and Rc]g is the (0, 2)-tensor field we get from the

(2, 0)-Ricci tensor Rcg thanks to the musical isomorphism. We let Xα(∇uα) be
given by Xα(∇uα) = (Xα,∇uα), where (·, ·) is the pointwise scalar product for
1-forms. Applying the Pohozaev identity in Druet and Hebey [4] to the uα’s in Ωi,α
with the 1-forms Xα, we get that∫

Ωi,α

hαuαXα(∇uα)dvg +
1

8

∫
Ωi,α

(∆g (divgXα))u2
αdvg

+
1

4

∫
Ωi,α

(divgXα)hαu
2
αdvg

= Qα −
∑
j∈Di

Qjα +R1,α +R2,α −
∑
j∈Di

Rj2,α ,

(2.7)

where, if ν = να stands for the unit outer normal to ∂Ωi,α, the Qα’s are given by

Qα =
1

4

∫
∂Bxi,α (δiri,α)

(divgXα) (∂νuα)uαdσg

−
∫
∂Bxi,α (δiri,α)

(
1

2
Xα (ν) |∇uα|2 −Xα(∇uα)(∂νuα)

)
dσg ,

(2.8)

the Qjα’s are given by

Qjα =
1

4

∫
∂Ωi,j,α

(divgXα) (∂νuα)uαdσg

−
∫
∂Ωi,j,α

(
1

2
Xα(ν) |∇uα|2 −Xα(∇uα)(∂νuα)

)
dσg ,

(2.9)

where Ωi,j,α is as in (2.5), the R1,α’s are given by

R1,α = −
∫

Ωi,α

(
∇Xα −

1

4
(divgXα) g

)]
(∇uα,∇uα)dvg , (2.10)

the R2,α’s are given by

R2,α =
1

4

∫
∂Bxi,α (δiri,α)

Xα (ν)u2?

α dσg

− 1

8

∫
∂Bxi,α (δiri,α)

(∂ν (divgXα))u2
αdσg ,

(2.11)

and the Rj2,α’s are given by

Rj2,α =
1

4

∫
∂Ωi,j,α

Xα (ν)u2?

α dσg −
1

8

∫
∂Ωi,j,α

(∂ν (divgXα))u2
αdσg . (2.12)

We split the proof of Proposition 2.1 in several lemmas. All what follows is up to a
subsequence. The first lemma is contained in Druet and Hebey [4]. We note that
for Xα as in (2.6),

|Xα(x)| = O (dg (xi,α, x)) , divgXα(x)− 4 = O
(
dg (xi,α, x)

2
)
,

|∇ (divgXα) (x)| = O (dg (xi,α, x)) , and

∆g (divgXα) (x) =
4

3
Sg (xi,α) +O (dg (xi,α, x)) .

(2.13)
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Then we compute the right hand side in (2.7).

Lemma 2.1. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)
holds true. Let

Iiα =

∫
Ωi,α

hαuαXα(∇uα)dvg +
1

8

∫
Ωi,α

(∆g(divgXα))u2
αdvg

+
1

4

∫
Ωi,α

(divgXα)hαu
2
αdvg ,

(2.14)

where Ωi,α is as in (2.4) and Xα is as in (2.6). Then

Iiα =
(
−128ω3Hi(0) + o(1)

)
µ2
i,αr
−2
i,α + o

(
µ2
i,α ln

1

µi,α

)
(2.15)

if ri,α = o
(√

µi,α
µα

)
, and Iiα = O (µi,αµα) + o

(
µ2
i,α ln 1

µi,α

)
otherwise, where ri,α

is the range of influence of xi,α as in (1.11), Hi is as in (1.29), and µα is as in
(1.22).

The next lemma in the proof of Proposition 2.1 is as follows.

Lemma 2.2. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)
holds true. Let Iiα be as in (2.14). There holds that

Iiα = −64ω3

(
m2

0 − ω2 − 1

6
Sg(xi) + o(1)

)
µ2
i,α ln

ri,α
µi,α

+ o
(
µ2
i,αr
−2
i,α

)
+ o

(
µ2
i,α ln

1

µi,α

)
+O

(∫
Ωi,α

vαu
2
αdvg

)
+O

(∫
Ωi,α

vαuα|Xα(∇uα)|dvg

)
,

(2.16)

where ri,α is the range of influence of xi,α as in (1.11), µα is as in (1.22), and xi
is the limit of the xi,α’s.

Proof of Lemma 2.2. Let hα be as in (1.4). Then,

hα = m2
0 − ω2

α +O (vα) (2.17)

and we get by (2.13) and (2.17) that

Iiα =
(
m2

0 − ω2 + o(1)
) ∫

Ωi,α

uαXα(∇uα)dvg

+
1

8

∫
Ωi,α

(∆g(divgXα))u2
αdvg

+
1

4

(
m2

0 − ω2 + o(1)
) ∫

Ωi,α

(divgXα)u2
αdvg

+O

(∫
Ωi,α

vαu
2
αdvg

)
+O

(∫
Ωi,α

vαuα|Xα(∇uα)|dvg

)
.

(2.18)

Using (1.23) it is easily checked that∫
Ωi,α

dg (xi,α, x)u2
αdvg = o

(
µ2
i,α ln

1

µi,α

)
. (2.19)
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Integrating by parts, thanks to (1.26)–(1.27) and (2.13), there also holds that∫
Ωi,α

uαXα(∇uα)dvg = −2

∫
Ωi,α

u2
αdvg + o

(
µ2
i,αr
−2
i,α

)
+ o

(
µ2
i,α ln

1

µi,α

)
. (2.20)

Then, by (2.18)–(2.20), we get that

Iiα = −
(
m2

0 − ω2 − 1

6
Sg(xi) + o(1)

)∫
Ωi,α

u2
αdvg

+ o
(
µ2
i,αr
−2
i,α

)
+ o

(
µ2
i,α ln

1

µi,α

)
+O

(∫
Ωi,α

vαu
2
αdvg

)
+O

(∫
Ωi,α

vαuα|Xα(∇uα)|dvg

)
.

(2.21)

We have that ∫
Ωi,j,α

(Biα)2dvg = o

(
µ2
i,α ln

1

µi,α

)
(2.22)

for all j ∈ Di. Thanks to (2.21) and (2.22), and thanks to (1.23), we then get that

Iiα = −
(
m2

0 − ω2 − 1

6
Sg (xi) + o(1)

)∫
Bxi,α (δiri,α)

(Biα)2dvg

+ o
(
µ2
i,αr
−2
i,α

)
+ o

(
µ2
i,α ln

1

µi,α

)
+O

(∫
Ωi,α

vαu
2
αdvg

)
+O

(∫
Ωi,α

vαuα|Xα(∇uα)|dvg

)
.

(2.23)

We have that∫
Bxi,α (δiri,α)

(Biα)2dvg = 64ω3µ
2
i,α ln

ri,α
µi,α

+ o

(
µ2
i,α ln

1

µi,α

)
. (2.24)

Combining (2.23) and (2.24), this ends the proof of Lemma 2.2. �

At this point it remains to handle the two terms involving the gauge potentials
vα in (2.16). We let

Aα =

∫
Ωi,α

vαu
2
αdvg and Bα =

∫
Ωi,α

vαuα|Xα(∇uα)|dvg (2.25)

for all α. The following lemma reduces the problem of controlling these two terms
to the problem of controlling the first term.

Lemma 2.3. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)
holds true. There exists C > 0 such that

B2
α ≤ C

(
µ2
i,α ln

1

µi,α
+ o

(
µ2
i,αr
−2
i,α

))
Aα (2.26)

for all α, where Aα and Bα are as in (2.25), and ri,α is the range of influence of
xi,α as in (1.11).

Proof of Lemma 2.3. By the Cauchy-Schwarz inequality, since the vα’s are bounded
in L∞, and by (2.13), there exists C > 0 such that

B2
α ≤ CAα

∫
Ωi,α

dg(xi,α, ·)2|∇uα|2dvg (2.27)



STABLE PHASES FOR THE KGMP SYSTEM 11

for all α. There also exists C > 0 such that∫
Ωi,α

dg(xi,α, ·)2|∇uα|2dvg ≤ C
∫

Ωi,α

dg(xi,α, ·)2|∇(uα −Biα)|2dvg

+ C

∫
Ωi,α

dg(xi,α, ·)2|∇Biα|2dvg
(2.28)

for all α, and we can conclude by noting that∫
Ωi,α

dg (xi,α, x)
2 ∣∣∇Biα∣∣2 dvg = O

(
µ2
i,α ln

1

µi,α

)
, (2.29)

and that by (1.23), using Hölder’s inequalities,∫
Ωi,α

dg (xi,α, x)
2 ∣∣∇ (uα −Biα)∣∣2 dvg = o

(
µ2
i,αr
−2
i,α

)
+ o

(
µ2
i,α ln

1

µi,α

)
. (2.30)

This ends the proof of Lemma 2.3. �

Now we search for estimates on the Aα’s in (2.25). We split vα into a quasi-
harmonic and a quasi-Poisson part. We define

Ω̂i,α = Bxi,α

(
3

2
δiri,α

)
\
⋃
j∈Di

Bxj,α

(
2

3
Ri,jsj,i,α

)
, (2.31)

where δi is as in (1.18), and the Di’s and Ri,j ’s are given by (1.20)–(1.21). The

Bxj,α
(

2
3Ri,jsj,i,α

)
’s are disjoint for α � 1 and we have that Ωi,α ⊂ Ω̂i,α for all i

and all α. Then we let

vα = w1,α + w2,α (2.32)

for all α, where w1,α is given by{
∆gw1,α +m2

1w1,α = 0 in Ω̂i,α

w1,α = vα on ∂Ω̂i,α
(2.33)

for all α, w2,α is given by{
∆gw2,α +m2

1w2,α = Wα in Ω̂i,α

w2,α = 0 on ∂Ω̂i,α
(2.34)

for all α, and

Wα = ∆gvα +m2
1vα = q (1− qvα)u2

α , (2.35)

for all α. As shown in Hebey and Truong [10], working at the macroscopic level,
we easily get that there exists β ∈ (0, 1] and C > 0 such that

vα ≤ Cuβα in M (2.36)

for all α. Now the next lemma establishes a first set of L∞-estimates for the quasi-
harmonic part of the decomposition of the vα’s.

Lemma 2.4. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)

holds true. Suppose ri,α 6= o
(√

µi,α
µα

)
, where ri,α is the range of influence of xi,α

as in (1.11). Then

‖w1,α‖L∞(Ω̂i,α) → 0

as α→ +∞, where Ω̂i,α is as in (2.31), and w1,α is as in (2.32)–(2.33).
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Proof of Lemma 2.4. Assuming that ri,α 6= o
(√

µi,α
µα

)
, we get that

µi,α = O
(
r2
i,αµα

)
= o

(
r2
i,α

)
. (2.37)

By (1.26)–(1.27) and (2.37) we then get that

max
∂Bxi,α ( 3

2 δiri,α)
uα = o(1) . (2.38)

Similarly, by (2.3), which follows from (Hi), and by (1.26)–(1.27), there also holds
that

max
∂Bxj,α ( 2

3Ri,jsj,i,α)
uα = o(1) . (2.39)

By the maximum principle,

0 ≤ w1,α ≤ max
∂Ω̂i,α

w1,α (2.40)

in Ω̂i,α, and since w2,α ≥ 0, we get from (2.36) and (2.40) that

0 ≤ w1,α ≤ max
∂Ω̂i,α

vα ≤ max
∂Ω̂i,α

uβα (2.41)

in Ω̂i,α. Combining (2.38), (2.39), and (2.41), this ends the proof of Lemma 2.4. �

The next lemma provides a pointwise estimate for the w2,α’s.

Lemma 2.5. There exists C > 0 such that

w2,α(x) ≤ C
µ2
i,α ln

(
2 +

dg(xi,α,x)2

µ2
i,α

)
µ2
i,α + dg(xi,α, x)2

(2.42)

for all α and all x ∈ Ω̂i,α, where Ω̂i,α is as in (2.31), and w2,α is as in (2.32)–(2.34).

Proof of Lemma 2.5. Let Gα be the Green’s function of ∆g +m2
1 in Ω̂i,α with zero

Dirichlet boundary condition on ∂Ω̂i,α, and G be the Green’s function of the same
operator in Bxi(

2
3 ig) with zero Dirichlet boundary condition on ∂Bxi(

2
3 ig), where

xi is the limit of the xi,α’s and ig is the injectivity radius of (M, g). Let x ∈ Ω̂i,α,
and Gα,x, Gx be the functions defined for y 6= x by Gα,x(y) = Gα(x, y) and

Gx(y) = G(x, y). Since Gα,x ≤ Gx on ∂Ω̂i,α we get that Gα,x ≤ Gx in Ω̂i,α\{x}.
In particular, see Robert [14], we get that there exists C > 0 such that

Gα(x, y) ≤ C

dg(x, y)2
(2.43)

for all x, y ∈ Ω̂i,α, x 6= y. There holds that

w2,α(x) =

∫
Ω̂i,α

Gα,x
(
∆gw2,α +m2

1w2,α

)
dvg

=

∫
Ω̂i,α

Gα,xWαdvg ,

(2.44)

where Wα is as in (2.35), and since Wα ≤ Cu2
α, it follows from (2.43) and (2.44)

that there exists C > 0 such that

w2,α(x) ≤ C
∫

Ω̂i,α

u2
αdvg

dg(x, ·)2
(2.45)
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for all α and all x ∈ Ω̂i,α. By (1.23) we then get that from (2.45) that

w2,α(x) ≤ C
∫

Ω̂i,α

Biα(y)2dvg(y)

dg(x, y)2

≤ C
∫
Bxi,α ( 3

2 δiri,α)

Biα(y)2dvg(y)

dg(x, y)2

(2.46)

and (2.42) easily follows from (2.46) by noting that there exists C > 0 such that∫
Bxi,α ( 3

2 δiri,α)

Biα(y)2dvg(y)

dg(x, y)2
≤ C

µ2
i,α ln

(
2 +

dg(xi,α,x)2

µ2
i,α

)
µ2
i,α + dg(xi,α, x)2

for all x and all α. This ends the proof of Lemma 2.5. �

Thanks to Lemmas 2.4 and 2.5 we can prove the following.

Lemma 2.6. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)

holds true. Suppose ri,α 6= o
(√

µi,α
µα

)
, where ri,α is the range of influence of xi,α

as in (1.11). Then ∫
Ω̂i,α

vαu
2
αdvg = o

(
µ2
i,α ln

1

µi,α

)
, (2.47)

where Ω̂i,α is as in (2.31).

Proof of Lemma 2.6. By Lemma 2.5, for any R > 0 there exists εR > 0 such that

‖w2,α‖L∞(Ω̂i,α\Bxi,α (Rµi,α)) ≤ εR (2.48)

for all α, and such that εR → 0 as R → +∞. By (1.23), Lemma 2.4, and (2.48),
we then get that∫

Ω̂i,α

vαu
2
αdvg ≤

∫
Ω̂i,α∩Bxi,α (Rµi,α)

vαu
2
αdvg + εR

∫
Ω̂i,α

u2
αdvg

≤
∫

Ω̂i,α∩Bxi,α (Rµi,α)

vαu
2
αdvg + εRµ

2
i,α ln

1

µi,α

(2.49)

for α� 1. By Hölder’s inequality,∫
Ω̂i,α∩Bxi,α (Rµi,α)

vαu
2
αdvg

≤

(∫
Bxi,α (Rµi,α)

v4
αdvg

)1/4(∫
Ω̂i,α∩Bxi,α (Rµi,α)

u8/3
α dvg

)3/4 (2.50)

and by (1.23), there exists C > 0 such that∫
Ω̂i,α∩Bxi,α (Rµi,α)

u8/3
α dvg ≤ Cµ4/3

i,α (2.51)

for all α. Also there holds that∫
Bxi,α (Rµi,α)

v4
αdvg ≤ CVolg

(
Bxi,α(Rµi,α)

)
≤ Cµ4

i,α (2.52)
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for all α. By (2.50)–(2.52) we then get that∫
Ω̂i,α∩Bxi,α (Rµi,α)

vαu
2
αdvg = O

(
µ2
i,α

)
(2.53)

and since εR → 0 as R→ +∞, we get (2.47) by combining (2.49) and (2.53). This
ends the proof of Lemma 2.6. �

Now we handle the cases where ri,α = o
(√

µi,α
µα

)
. The first lemma in this

direction is as follows.

Lemma 2.7. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)

holds true. Suppose ri,α = o
(√

µi,α
µα

)
, where ri,α is the range of influence of xi,α

as in (1.11). Then

r2
i,α ln

ri,α
µi,α

≥ ε0 (2.54)

for all α, where ε0 > 0 is independent of α.

Proof of Lemma 2.7. We proceed by contradiction and assume that r2
i,α ln

ri,α
µi,α
→ 0

as α → +∞. Since there also holds that ri,α → 0 when ri,α = o
(√

µi,α
µα

)
, we get

that

r2
i,α ln

1

µi,α
→ 0 (2.55)

as α→ +∞. By (1.23), since the vα’s are bounded, there exists C > 0 such that∫
Ω̂i,α

vαu
2
αdvg ≤ Cµ2

i,α ln
1

µi,α
(2.56)

for all α. By Lemmas 2.1 to 2.3, and (2.56), there holds that(
−128ω3Hi(0) + o(1)

)
µ2
i,αr
−2
i,α = O

(
µ2
i,α ln

1

µi,α

)
. (2.57)

Combining (2.55) and (2.57) it follows that Hi(0) = 0, a contradiction with the
fact that Hi(0) 6= 0. This ends the proof of Lemma 2.7. �

From Lemma 2.7 we get that the following key estimate holds true.

Lemma 2.8. Let i ∈ {1, . . . , k} be arbitrary, and in case i < k, assume that (Hi)

holds true. Suppose ri,α = o
(√

µi,α
µα

)
, where ri,α is the range of influence of xi,α

as in (1.11). Then ∫
Ω̂i,α

vαu
2
αdvg = o

(
µ2
i,α ln

1

µi,α

)
, (2.58)

where Ω̂i,α is as in (2.31).

Proof of Lemma 2.8. By Lemma 2.7, r−2
i,α ≤ C ln 1

µi,α
, and by (1.26)–(1.27) and

(2.36) we then get that there exists C > 0 such that

vα ≤ C
(
µi,α ln

1

µi,α

)β
(2.59)
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on ∂Bxi,α
(

3
2δiri,α

)
, for all α. Still by (1.26)–(1.27) and (2.36), it follows from (2.3),

and thus from (Hi), that there exists C > 0 such that

vα ≤ C
(
µj,αs

−2
j,i,α

)β ≤ C (µj,α ln
1

µj,α

)β
(2.60)

on ∂Bxj,α
(

2
3Ri,jsj,i,α

)
for all j ∈ Di and all α. By the maximum principle, the

quasi-harmonic part w1,α of the decomposition of the vα’s satisfies that

0 ≤ w1,α ≤ max
∂Ω̂i,α

w1,α

and since w1,α ≤ vα for all α, it follows from (2.59) and (2.60) that

‖w1,α‖L∞(Ω̂i,α) → 0 (2.61)

as α → +∞. Now we handle the quasi-Poisson part w2,α of the decomposition
of the vα’s. By (1.23), since the vα’s are bounded, there exists C0 > 0 such that

Wα ≤ C0(Biα)2 in Ω̂i,α for all α, where Wα is as in (2.35). Define wα by{
∆gwα +m2

1wα = C0(Biα)2 in Bxi,α
(

3
2δiri,α

)
wα = 0 on ∂Bxi,α

(
3
2δiri,α

)
.

(2.62)

By the maximum principle, 0 ≤ w2,α ≤ wα in Ω̂i,α for all α, and by (1.23) and
Hölder’s inequality we then get that∫

Ω̂i,α

w2,αu
2
αdvg ≤

(∫
Ω̂i,α

w4
2,αdvg

)1/4(∫
Ω̂i,α

u8/3
α dvg

)3/4

≤ C

(∫
Bi(α)

w4
αdvg

)1/4(∫
Bi(α)

(Biα)8/3dvg

)3/4
(2.63)

for all α, where Bi(α) = Bxi,α
(

3
2δiri,α

)
. There holds that∫

Bi(α)

(Biα)8/3dvg = O
(
µ

4/3
i,α

)
, (2.64)

and we can write using (2.64) that there exists C > 0 such that

‖wα‖2H1(Bi(α)) ≤ C
∫
Bi(α)

(
∆gwα +m2

1wα
)
wαdvg

≤ C
∫
Bi(α)

(Biα)2wαdvg

≤ C

(∫
Bi(α)

w4
αdvg

)1/4(∫
Bi(α)

(Biα)8/3dvg

)3/4

≤ Cµi,α

(∫
Bi(α)

w4
αdvg

)1/4

(2.65)

for all α. By the Euclidean Sobolev inequality, ‖wα‖L4(Bi(α)) ≤ K‖∇wα‖L2(Bi(α))

for all α and some K > 0 independent of α, and by (2.65) it follows that(∫
Bi(α)

w4
αdvg

)1/4

= O (µi,α) . (2.66)
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Combining (2.63), (2.64), and (2.66), we then get that∫
Ω̂i,α

w2,αu
2
αdvg = O

(
µ2
i,α

)
= o

(
µ2
i,α ln

1

µi,α

)
. (2.67)

We easily get (2.58) from (2.61) and (2.67) since vα = w1,α + w2,α and since, by
(1.23),

‖uα‖2L2(Ω̂i,α)
= O

(
µ2
i,α ln

1

µi,α

)
.

This ends the proof of Lemma 2.8. �

At this point we can prove Proposition 2.1. This is the subject of what follows.

Proof of Proposition 2.1. First we let i ∈ {1, . . . , k} be arbitrary, and in case i < k,
we assume that (Hi) holds true. By Lemma 2.3, Lemma 2.6, and Lemma 2.8, we
always have that

Aα = o

(
µ2
i,α ln

1

µi,α

)
+ o

(
µ2
i,αr
−2
i,α

)
, and

Bα = o

(
µ2
i,α ln

1

µi,α

)
+ o

(
µ2
i,αr
−2
i,α

)
,

(2.68)

where Aα and Bα are as in (2.25). As is easily checked, (2.1) and (2.2) follow from
Lemma 2.1, Lemma 2.2, and (2.68). It remains to prove that ∇Hi(0) ≡ 0 if we

assume that ri,α = o
(√

µi,α
µα

)
and that m2

0−ω2 6∈ 1
6Rg(Sg). Let Y be an arbitrary

1-form in Rn. We apply again the Pohozaev identity in Druet and Hebey [4] to uα
in Ωi,α, but we choose here X = Xα to be given in the exponential chart at xi,α by

(Xα)κ = Yκ −
2

3
Rκjkl(xi,α)xjxkY l ,

where Y l = Yl for all l and the Rκjkl are the components of the Riemann tensor
Rmg at xi,α in the exponential chart. As is easily checked, still in geodesic normal
coordinates at xi,α, (∇Xα)κj = −Rκjkl(xi,α)xkY l + O

(
|x|2
)

so that we obtain

divg (Xα) = O
(
|x|2
)
. Then, thanks to the symmetries of the Riemann tensor, we

get with the Pohozaev identity that∫
∂Ωi,α

(
1

2
Xα (ν) |∇uα|2 −Xα(∇uα)∂νuα

)
dσg +

∫
Ωi,α

hαuαXα(∇uα)dvg

= O

(∫
Ωi,α

u2
αdvg

)
+O

(∫
Ωi,α

dg (xi,α, x)
2 |∇uα|2 dvg

)

+O

(∫
∂Ωi,α

u2?

α dσg

)
+O

(∫
∂Ωi,α

u2
αdσg

)
+O

(∫
∂Ωi,α

|∂νuα|uαdσg

)
,

(2.69)

where ν = να stands for the unit outer normal to ∂Ωi,α. Estimating the right-hand
side of (2.69) thanks to (2.3), and thanks to (1.23) and (1.26), we get that∫

∂Ωi,α

(
1

2
Xα (ν) |∇uα|2 −Xα(∇uα)∂νuα

)
dσg

+

∫
Ωi,α

hαuαXα(∇uα)dvg = O

(
µ2
i,α ln

1

µi,α

)
+O

(
µ2
i,αr
−2
i,α

)
.

(2.70)
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By (2.17),∫
Ωi,α

hαuαXα(∇uα)dvg =
(
m2

0 − ω2
α

) ∫
Ωi,α

uαXα(∇uα)dvg +O (Bα) , (2.71)

and, integrating by parts, it is easily checked that∫
Ωi,α

uαXα(∇uα)dvg = O

(
µ2
i,α ln

1

µi,α

)
+O

(
µ2
i,αr
−2
i,α

)
.

Coming back to (2.71), thanks to (2.68), it follows that∫
∂Ωi,α

(
1

2
Xα (ν) |∇uα|2 −Xα(∇uα)∂νuα

)
dσg

= O

(
µ2
i,α ln

1

µi,α

)
+O

(
µ2
i,αr
−2
i,α

)
.

(2.72)

By (1.26)–(1.29), thanks also to (2.3), we can write that∫
∂Ωi,α

(
1

2
Xα (ν) |∇uα|2 −Xα(∇uα)∂νuα

)
dσg

= (128ω3 (Y (∇Hi))0 + o(1))µ2
i,αr
−3
i,α + Θ̂α ,

(2.73)

where (Y (∇Hi))0 = Y κ (∇κHi) (0), and

Θ̂α = o

(
µ2
i,α

(
ln

1

µi,α

)3/2
)
.

If we assume that m2
0 − ω2 6∈ 1

6Rg(Sg), then we get as a consequence of (2.1) that

ri,α

(
ln

1

µi,α

)1/2

= O (1) .

Coming back to (2.72) and (2.73), it follows that (Y (∇Hi))0 = 0, and since Y is
arbitrary, we get that ∇Hi(0) ≡ 0. This ends the proof of Proposition 2.1. �

3. Proof of Theorem 0.1

We prove Theorem 0.1 in this section. We let (M, g) be a smooth compact
Riemannian 4-manifold, and m0,m1, q > 0 be positive real numbers. We let ω ∈
(−m0,+m0),

(
uαe

iωαt
)
α

be an arbitrary sequence of finite energy standing waves,

uα ≥ 0, and (vα)α be an arbitrary sequence of gauge potentials, satisfying that
they solve (1.2) for all α, and that ωα → ω in R as α→ +∞. We assume that

m2
0 − ω2 6∈ 1

6
Rg(Sg) (3.1)

and that (1.3) holds true, and we want to get a contradiction. As in the preceding
section, we order the blow-up points such that (1.13) holds true. First we claim that
u∞ in (1.8) has to be zero. To prove this, we proceed by contradiction and assume
that u∞ 6≡ 0. Then, by the definition of the range of influence, r1,α = O(

√
µα),

where µα = µ1,α is as in (1.22). In particular r1,α = o(1) and we can apply
Proposition 2.1 with i = 1. As we know, H1(0) 6= 0 and, therefore, it follows from
(2.1) in Proposition 2.1 that

r2
1,α ln

1

µα
≥ C , (3.2)
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where C > 0 is independent of α. Noting that (3.2) leads to a contradiction
when combined with the estimate r1,α = O(

√
µα), this proves that u∞ ≡ 0. Now

we remark that by (3.1) and (2.2) in Proposition 2.1 there necessarily holds that
r1,α → 0 as α → +∞. In particular, A1 6= ∅, where A1 is as in (1.12). Moreover,
by (2.1) in Proposition 2.1 and (3.1) we get that for any i ∈ A1 ∪ {1}, there exists
Ci > 0 such that

r2
i,α ln

1

µi,α
→ Ci (3.3)

as α→ +∞. By (3.3), for any i ∈ A1 ∪ {1},

µi,α = o
(
r2
i,α

)
. (3.4)

It follows from (3.4) that for any i ∈ A1 ∪ {1}, Ai ∩ Bi 6= ∅, where the Bi’s are as
in (1.16). By the explicit formula (1.30),

Hi(z) =
∑

j∈Ai∩Bi

λi,j

|z − zi,j |2
, (3.5)

where Hi is as in (1.29). Let E1 = (A1 ∩ B1) ∪ {1}. For any i ∈ A1 ∩ B1, we have
that Ai ∩ Bi = E1\ {i}. Let i ∈ E1 be such that

dg (x1,α, xi,α) ≥ dg (x1,α, xj,α)

for all j ∈ E1 and all α. Then the zi,j ’s all lie in a ball whose boundary contains zero.
In particular they all lie in a half space and we get that there exists νi ∈ Rn, |νi| = 1,
such that 〈νi, zi,j〉 > 0 for all j ∈ Ai ∩ Bi. By Proposition 2.1, ∇Hi(0).(νi) = 0,
and by (3.5) we have that

∇Hi(0).(νi) = 2
∑

j∈Ai∩Bi

λi,j

|zi,j |4
〈νi, zi,j〉 ,

a contradiction since λij > 0. This ends the proof of Theorem 0.1.

4. Proof of Theorem 0.2

We prove Theorem 0.2 in this section. The proof is based on a finite-dimensional
reduction method, the so-called Lyapounov-Schmidt method (introduced originally
by Floer and Weinstein [8] in the one-dimensional case). An early reference on the
Lyapounov-Schmidt method for a Sobolev critical equation is Rey [12]. Different
techniques based on the finite dimensional reduction method have been developed
for such problems such as, among others, the localized energy method (see del Pino,
Felmer, and Musso [3], Rey and Wei [13], and Wei [16]). Here, we use the Lyapunov–
Schmidt method with respect to theH1-norm, as it is used, for instance, in Esposito,
Pistoia, and Vétois [7] for the Yamabe equation. In our case, on the sphere, we
restrict ourselves to radial functions in H1. We let (S4, g) be the round 4-sphere,
m0,m1, q > 0 be positive real numbers such that m2

0 ≥ 2, and ω ∈ (−m0,+m0).
We let Φ be the map given by (1.1). Then, see Hebey and Truong [10], Φ is locally
Lipschitz and differentiable, and its differential DΦ(u) = Vu at u is given by

∆gVu(ϕ) + (m2
1 + q2u2)Vu(ϕ) = 2qu (1− qΦ(u))ϕ (4.1)
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for all ϕ ∈ H1(M). There also holds that 0 ≤ Φ ≤ 1
q in H1. Letting Iω : H1 → R

be given by

Iω(u) =
1

2

∫
S4
|∇u|2g dvg +

1

2
(m2

0 − ω2)

∫
S4
u2dvg

− 1

4

∫
S4
u4

+dvg +
q

2
ω2

∫
S4

Φ(u)u2dvg

(4.2)

for all u ∈ H1, where u+ = max(u, 0), it follows that Iω is C1 in H1 and that its
critical points u ∈ H1 are such that

∆gu+m2
0u = u3

+ + ω2 (qΦ(u)− 1)
2
u . (4.3)

By the maximum principle, since m2
0 > ω2 (qΦ(u)− 1)

2
, we then get that u ≥ 0.

In particular, (u,Φ(u)) solves (0.2). We define

εω = 2 + ω2 −m2
0 (4.4)

so that εω → 0 if and only if ω2 → m2
0−2. We fix x0 ∈ S4, and we define the radial

Sobolev space

H1
r (S4) =

{
u ∈ H1(S4) s.t. u ◦ σ = u for all σ ∈ Gx0

}
,

where Gx0
is the group of rotations about x0. In particular, H1

r ⊂ H1 is a closed
subspace of H1. Similarly, for any p ≥ 1, we define the radial Lebesgue space

Lpr(S4) =
{
u ∈ Lp(S4) s.t. u ◦ σ = u for all σ ∈ Gx0

}
.

We let Lg be the conformal Laplacian on (S4, g) given by Lg = ∆g + 2. As is easily

checked by using standard minimization technics, for any f ∈ L4/3
r , there exists a

unique u = L−1
g (f), u ∈ H1

r , such that Lgu = f . Given u ∈ H1
r we define

fω(u) = u3
+ + εωu− qω2 (2− qΦ(u)) Φ(u)u , (4.5)

where Φ is given by (1.1), and εω is as in (4.4). Now, given δ > 0, we let Wδ be
the fundamental solution of the conformal critical equation. Then

Wδ =

√
2δ√

1 + δ2 − cos dg(x0, x)
(4.6)

and, as is well known, Wδ satisfies that

LgWδ = W 3
δ (4.7)

in S4 for all δ > 0. There also holds, see for instance Druet, Hebey and Robert [6],
that

Wδ =
µδ

µ2
δ +

dg(x0,·)2
8

+Rδ (4.8)

for all δ > 0, where µδ = δ√
2(1+

√
1+δ2)

, and Rδ → 0 in H1 as δ → 0. We aim to

construct solutions of (4.3) of the form u = Wδ + ψδ. We define Zδ ∈ H1
r by

Zδ = δ
dWδ

dδ
. (4.9)

By Bianchi-Egnell [2], Zδ is, up to the product by a constant, the only solution in
H1
r of the linearized equation associated to (4.7), and thus the only solution in H1

r

of

LgZδ = 3W 2
δ Zδ . (4.10)
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We let 〈·, ·〉Lg be the scalar product associated with Lg so that

〈u, v〉Lg =

∫
S4

((∇u∇v) + 2uv) dvg (4.11)

for all u, v ∈ H1
r , and let ‖ · ‖Lg be the corresponding norm. Then we define

Z⊥δ =
{
u ∈ H1

r s.t. 〈u, Zδ〉Lg = 0
}
, (4.12)

and let Π⊥δ : H1
r → Z⊥δ be the projection onto Z⊥δ . It follows that

Π⊥δ u = u−
〈u, Zδ〉Lg
‖Zδ‖2Lg

Zδ

for all u. By (4.7) and (4.10), Wδ ∈ Z⊥δ for all δ > 0. At last we define Lδ,ω, Nδ,ω,
and Rδ,ω by

Lδ,ω(u) = Π⊥δ
(
u− L−1

g (Dfω(Wδ).u)
)
,

Nδ,ω = Π⊥δ
(
L−1
g (fω(Wδ + u)− fω(Wδ)−Dfω(Wδ).u)

)
,

Rδ,ω = Π⊥δ
(
L−1
g (fω(Wδ))−Wδ

) (4.13)

for all u ∈ H1
r , where fω is given by (4.5). We split the proof of Theorem 4 in

several lemmas. The first lemma consists in the following rewriting of equation
(4.3).

Lemma 4.1. A function ψ ∈ Z⊥δ is such that u = Wδ + ψ solves (4.3) in Z⊥δ if
and only if

Lδ,ω(ψ) = Nδ,ω(ψ) +Rδ,ω , (4.14)

where Lδ,ω, Nδ,ω, and Rδ,ω are as in (4.13).

Proof of Lemma 4.1. Let u = Wδ +ψδ. As we easily check, ψ satisfies (4.14) if and
only if Π⊥δ

(
u− L−1

g (fω(u))
)

= 0, and thus if and only if u − L−1
g (fω(u)) = αZδ,

where α ∈ R. In particular, ψ satisfies (4.14) if and only if

∆gu+m2
0u = u3

+ + ω2 (qΦ(u)− 1)
2
u+ αLg(Zδ) ,

and thus if and only if u solves (4.3) in Z⊥δ . This ends the proof of Lemma 4.1. �

Now we prove that the following estimate holds true.

Lemma 4.2. There exist δ0 > 0 and ε0 > 0 such that for any δ ∈ (0, δ0) and
any ε ∈ (0, ε0), Lδ,ω : Z⊥δ → Z⊥δ is invertible. Moreover, there exists C > 0,
independent of δ and ω, such that

‖Lδ,ω(ψ)‖Lg ≥ C‖ψ‖Lg (4.15)

for all δ ∈ (0, δ0), ε ∈ (0, ε0), and ψ ∈ Z⊥δ .

Proof of Lemma 4.2. In order to apply the Fredholm alternative, we show that for

any δ > 0 and ω ∈ R (fixed), the map L̃δ,ω : ψ 7→ ψ − Lδ,ω(ψ) is compact. We
let (ψα)α be a bounded sequence in Z⊥δ . For any α ∈ N, we define the function

ϕα = L−1
g (Dfω(Wδ).ψα) so that L̃δ,ω(ψα) = Π⊥δ ϕα. Since (ψα)α∈N is bounded in

H1, we get from (4.1) that (Dfω(Wδ).ψα)α is bounded in H1. By elliptic regularity

theory, it follows that (ϕα)α∈N is compact in H1, and thus that (L̃δ,ω(ψα))α is

compact in Z⊥δ . This proves that the map L̃δ,ω is compact. Now, by the Fredholm
alternative, in order to get the invertibility of Lδ,ω, it suffices to prove that the
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kernel of Lδ,ω is reduced to {0}, which is a consequence of (4.15). We prove (4.15)
by contradiction. We assume that there exist (δα)α, (ωα)α, and (ψα)α such that
δα → 0 and εωα → 0 as α → +∞, such that ψα ∈ Z⊥δα and ‖ψα‖Lg = 1 for all α,
and such that

‖Lδα,ωα(ψα)‖Lg → 0 (4.16)

as α→ +∞. We claim that∥∥ψα − L−1
g (Dfωα(Wδα).ψα)

∥∥
Lg

= o(1) . (4.17)

By (4.16), in order to obtain (4.17) it suffices to prove that〈
ψα − L−1

g (Dfωα(Wδα).ψα) , Zδα
〉
Lg

= o(1) (4.18)

By (4.10) we get that〈
ψα − L−1

g (Dfωα(Wδα).ψα) , Zδα
〉
Lg

=

∫
S4

(
3W 2

δαψα −Dfωα(Wδα).ψα
)
Zδαdvg ,

and by Hölder’s inequality and Lemma 4.3 it follows that∣∣∣〈ψα − L−1
g (Dfωα(Wδα).ψα) , Zδα

〉
Lg

∣∣∣
= O

(
‖3W 2

δαψα −Dfωα(Wδα).ψα‖L4/3‖Zδα‖L4

)
= O

(
‖3W 2

δαψα −Dfωα(Wδα).ψα‖L4/3

)
.

(4.19)

By the definition (4.5) of fωα there holds that

3W 2
δαψα −Dfωα(Wδα).ψα

= −εωαψα + qω2
α (2− qΦ(Wδα)) Φ(Wδα)ψα

+ 2qω2
α (1− qΦ(Wδα))WδαDΦ(Wδα).ψα

and since 0 ≤ Φ(Wδα) ≤ 1
q , εωα → 0 as α → +∞, ‖ψα‖Lg = 1 for all α, and

‖Wδ‖L2 → 0 as δ → 0, it follows that∥∥3W 2
δαψα −Dfωα(Wδα).ψα

∥∥
L4/3

= o (‖ψα‖L4/3) +O (‖Φ(Wδα)‖H1‖ψα‖H1)

+O (‖WδαDΦ(Wδα).ψα‖L4/3)

= o (‖ψα‖H1) +O (‖Φ(Wδα)‖H1‖ψα‖H1)

+O (‖Wδα‖L2‖DΦ(Wδα).ψα‖H1)

= o(1) +O (‖Φ(Wδα)‖H1) + o (‖DΦ(Wδα).ψα‖H1) .

(4.20)

By (1.1) and (4.1),

‖Φ(Wδα)‖H1 = O
(
‖Wδα‖2L8/3

)
= o(1) (4.21)

and

‖DΦ(Wδα).ψα‖H1 = O (‖Wδα‖L2‖ψα‖H1) = o (‖ψα‖H1) = o(1) . (4.22)

By (4.21) and (4.22), coming back to (4.20), we obtain that∥∥3W 2
δαψα −Dfωα(Wδα).ψα

∥∥
L4/3 = o(1) . (4.23)
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Then, by (4.19) and (4.23), we deduce (4.18), and thus also (4.17). Then, by (4.17)
and (4.23), for any sequence (ϕα)α in H1,

〈ψα, ϕα〉Lg = 3

∫
S4
W 2
δαψαϕαdvg + o (‖ϕα‖H1) . (4.24)

Given ϕ ∈ C∞c (R4), we apply (4.24) with ϕα given by

ϕα(x) =
1

δα
ϕ

(
1

δα
exp−1

x0
x

)
for all x ∈ S4. In particular, ‖ϕα‖H1 = O(1), and by using (4.8), we obtain from
(4.24) that ∫

R4

(∇ψ̃α∇ϕ)dx = 24

∫
R4

ψ̃αϕ

(1 + |x|2)2
dx+ o(1) , (4.25)

where ψ̃α is given by
ψ̃α(x) = δαψα

(
expx0

(δαx)
)
.

Since ‖ψα‖H1 = O(1), there holds that ‖∇ψ̃α‖L2 = O(1), and we deduce that, up

to a subsequence, ψ̃α ⇀ ψ̃∞ in Ḣ1 as α → +∞. Passing into the limit in (4.25),

and since (4.25) holds for all ϕ ∈ C∞c (R4), we obtain that ψ̃∞ solves the equation

∆ψ̃∞ =
24

(1 + |x|2)2
ψ̃∞ (4.26)

in R4. We have that ψα ∈ H1
r by the definition of Z⊥δα in (4.12), and thus ψ̃∞ is

radially symmetric. By Bianchi and Egnell, the sole radially symmetric solutions
of (4.26) are of the form

ψ̃∞(x) =
λ(|x|2 − 1)

(1 + |x|2)2
(4.27)

for some λ ∈ R. At this point we claim that λ = 0. Since ψα ∈ Z⊥δα , and Zδα
satisfies (4.10), we have that ∫

S4
W 2
δαZδαψαdvg = 0 (4.28)

for all α. Rescaling (4.28), splitting the integral over B0(R) and R4\B0(R), using
Lemma 4.3 for the noncompact part of the integral, we obtain that

lim
R→+∞

∫
B0(R)

(|x|2 − 1)ψ̃∞(x)

(1 + |x|2)4
dx = 0 . (4.29)

Then, combining (4.27) and (4.29), it follows that λ = 0 and then that ψ̃∞ ≡ 0.
Finally we apply (4.24) with ϕα = ψα. We obtain that

‖ψα‖2Lg =

∫
S4
W 2
δαψ

2
αdvg + o(1) .

We may assume that ψ̃α → ψ̃∞ in L2 of any compact subset of R4. Here again,
by rescaling and splitting the integral over B0(R) and R4\B0(R), and since we just

got that ψ̃∞ ≡ 0, we obtain that ‖ψα‖2Lg → 0 as α→ +∞, in obvious contradiction

with the fact that ‖ψα‖Lg = 1 for all α. This proves (4.15) and Lemma 4.2. �

The following estimate on the Lg-norm of Zδ was used in the proof of Lemma
4.2. It will be used again in the concluding argument in the proof of Theorem 0.2.
We state it as a lemma.
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Lemma 4.3. There holds that

‖Zδ‖Lg =
16ω3

5
(1 + o(1))

as δ → 0, where Zδ is given by (4.9), and ω3 is the volume of the round 3-sphere.

Proof of Lemma 4.3. Let β =
√

1 + δ2. We compute

Zδ =

√
2δ(1− β cos r)

β(β − cos r)2
,

where r = dg(x0, ·). Independently, by (4.10), we obtain that

‖Zδ‖2Lg = 3

∫
S4

W 2
δ Z

2
δ dvg .

The result follows from direct computations noting that in geodesic normal coordi-
nates r3dvg = (sin r)3dx. This ends the proof of Lemma 4.3. �

Now we define the map Tδ,ω : Z⊥δ → Z⊥δ given by

Tδ,ω(ψ) = L−1
δ,ω (Nδ,ω(ψ) +Rδ,ω) (4.30)

for all ψ ∈ Z⊥δ . By Lemma 4.1, solving (4.3) in Z⊥δ amounts to finding a fixed point
of Tδ,ω.

Lemma 4.4. There exist δ0 > 0 and ε0 > 0 such that for any δ ∈ (0, δ0) and any
ε ∈ (0, ε0), the map Tδ,ω in (4.30) has a fixed point ψδ,ω ∈ Z⊥δ . Moreover, there
exists C > 0 such that

‖ψδ,ω‖H1 ≤ C
(
εωδ + δ2

√
| ln δ|

)
(4.31)

for all δ ∈ (0, δ0) and all ε ∈ (0, ε0). In addition, the map (δ, ω) → ψδ,ω, with
values in H1, is C1 with respect to δ and ω.

Proof of Lemma 4.4. First we claim that there exists C > 0 such that

‖Rδ,ω‖H1 ≤ C
(
εωδ + δ2

√
| ln δ|

)
(4.32)

for all δ > 0 and all ε > 0. It is easily checked that there exists C > 0 such that

‖ϕ‖H1 ≤ C‖Lgϕ‖L4/3

for all ϕ ∈ H1. Since Wδ solves (4.7), ‖Π⊥δ ‖ ≤ 1, and 0 ≤ Φ(Wδ) ≤ 1
q ,we then get

that

‖Rδ,ω‖H1 ≤ C ‖fω(Wδ)− LgWδ‖L4/3

≤ C (εω‖Wδ‖L4/3 + ‖Φ(Wδ)Wδ‖L4/3)
(4.33)

for all δ > 0 and εω > 0, where C > 0 is independent of δ and εω. There holds that

‖Φ(Wδ)Wδ‖L4/3 = O (‖Φ(Wδ)‖H1‖Wδ‖L2) = O
(
‖Wδ‖2L8/3‖Wδ‖L2

)
(4.34)

by (4.21). Direct computations give that

‖Wδ‖L4/3 = O(δ) , ‖Wδ‖L2 = O
(
δ
√
| ln δ|

)
, ‖Wδ‖L8/3 = O

(√
δ
)
. (4.35)

Then (4.32) follows from (4.33)–(4.35). Now, we aim to apply the fixed point
theorem to the map Tδ,ω in the set

Bδ,ω(Λ) =
{
ψ ∈ Z⊥δ s.t. ‖ψ‖H1 ≤ Λ

(
εωδ + δ2

√
| ln δ|

)}



24 OLIVIER DRUET, EMMANUEL HEBEY, AND JÉRÔME VÉTOIS

for some Λ > 0. By Lemma 4.2, there exist δ0 > 0, ε0 > 0, and C > 0 such that

‖Tδ,ω(ψ)‖H1 ≤ C (‖Nδ,ω(ψ)‖H1 + ‖Rδ,ω‖H1) (4.36)

for all δ ∈ (0, δ0), εω ∈ (0, ε0), and all ψ ∈ Z⊥δ , and such that

‖Tδ,ω(ψ1)− Tδ,ω(ψ2)‖H1 ≤ C‖Nδ,ω(ψ1)−Nδ,ω(ψ2)‖H1 (4.37)

for all δ ∈ (0, δ0), ε ∈ (0, ε0), and all ψ1, ψ2 ∈ Z⊥δ . Direct computations, using
Hölder’s inequalities, and estimates like in (4.21) and (4.22), then give that there
exists εδ > 0, εδ = εδ(Λ), such that εδ → 0 as δ → 0, and such that

‖Nδ,ω(ψ1)−Nδ,ω(ψ2)‖H1 ≤ εδ‖ψ1 − ψ2‖H1 (4.38)

for all δ ∈ (0, δ0), εω ∈ (0, ε0), and ψ1, ψ2 ∈ Bδ,ω(Λ). By (4.32), (4.36), and (4.38),
taking ψ2 ≡ 0 and ψ1 = ψ in (4.38), we get there exists δ0 > 0 small, ε0 > 0 small,
and Λ > 0 sufficiently large, such that

Tδ,ω : Bδ,ω(Λ)→ Bδ,ω(Λ)

for all δ ∈ (0, δ0) and εω ∈ (0, ε0). In addition, (4.37) and (4.38) give that Tδ,ω is a
contraction map in Bδ,ω(Λ). By the fixed point theorem it follows that Tδ,ω admits
a fixed point ψδ,ω ∈ Bδ,ω(Λ). This proves both the existence of the fixed point and
(4.31). It remains to prove that ψδ,ω is C1 with respect to δ and ω. To be more
precise, we prove the regularity of ψδ,ω with respect to δ and εω by applying the
implicit function theorem to the map G : (0,+∞)2 ×H1 → H1 given by

G(δ, εω, ψ) = ψ −Π⊥δ ψ −Π⊥δ
(
L−1
g

(
fω(ΠδWδ + Π⊥δ ψ)

))
for all ψ ∈ H1. It is easily checked that G is C1 with respect to its three variables,
while we just proved that G(δ, εω,Wδ + ψδ,ω) = 0 when δ > 0 and εω > 0 are
sufficiently small. There holds that

DψG(δ, εω,Wδ + ψδ,ω).(v) = v −Π⊥δ
(
L−1
g

(
Dfω(Wδ + ψδ,ω).Π⊥δ v

))
for all v ∈ H1. Using the Fredholm alternative, we obtain the invertibility of the
differential DψG(δ, εω,Wδ + ψδ,ω) if we prove that its kernel is reduced to {0}.
Direct computations, similar to the ones needed to get (4.38), give that there exists
C > 0 such that

‖DψG(δ, εω,Wδ + ψδ,ω).(v)‖H1 ≥ C‖v‖H1

for all v ∈ H1. In particular, KerDψG(δ, εω,Wδ + ψδ,ω) = {0}, and by the implicit
function theorem, this ends the proof Lemma 4.4. �

Now we define the reduced functional Iω by

Iω(δ) = Iω(Wδ + ψδ,ω) , (4.39)

where Iω is as in (4.2) and ψδ,ω is given by Lemma 4.4. We prove that the following
holds true.

Lemma 4.5. There holds that

Iω(δ) = Iω(Wδ) +O
(
ε2
ωδ

2 + δ4| ln δ|
)

(4.40)

for all δ > 0 small and εω > 0 small.



STABLE PHASES FOR THE KGMP SYSTEM 25

Proof of Lemma 4.5. Using that Wδ is a solution of (4.7), we get that

Iω(δ)− Iω(Wδ) =
1

2

∫
S4
|∇ψδ,ω|2dvg +

1

2
(2− εω)

∫
S4
ψ2
δ,ωdvg

− εω
∫
S4
Wδψδ,ωdvg

− 1

4

∫
S4

(
(Wδ + ψδ,ω)4

+ −W 4
δ − 4W 3

δ ψδ,ω
)
dvg

+
q

2
ω2

∫
S4

(Φ(Wδ + ψδ,ω)− Φ(Wδ)) (Wδ + ψδ,ω)2dvg

+
q

2
ω2

∫
S4

Φ(Wδ)ψ
2
δ,ωdvg + qω2

∫
S4

Φ(Wδ)Wδψδ,ωdvg .

(4.41)

For any a > 0 and b real numbers, |(a+ b)4
+ − a4 − 4a3b| ≤ C(a2 + b2)b2 for some

C > 0 independent of a and b. By Hölder’s and Sobolev inequalities, it follows that∫
S4

∣∣(Wδ + ψδ,ω)4
+ −W 4

δ − 4W 3
δ ψδ,ω

∣∣ dvg
= O

(
(‖Wδ‖2H1 + ‖ψδ,ε‖2H1)‖ψδ,ω‖2H1

)
= O

(
‖ψδ,ω‖2H1

)
.

(4.42)

We also have that

1

2

∫
S4
|∇ψδ,ω|2dvg +

1

2
(2− εω)

∫
S4
ψ2
δ,ωdvg = O

(
‖ψδ,ω‖2H1

)
, (4.43)

and by Hölder’s and Sobolev inequalities, we get that∫
S4
|Wδψδ,ω| dvg = O (‖Wδ‖L4/3‖ψδ,ω‖H1) , (4.44)

that ∫
S4
|(Φ(Wδ + ψδ,ω)− Φ(Wδ))| (Wδ + ψδ,ω)2dvg

= O
(
‖Φ(Wδ + ψδ,ω)− Φ(Wδ)‖H1

(
‖Wδ‖2L8/3 + ‖ψδ,ω‖2H1

))
,

(4.45)

and that ∫
S4

∣∣Φ(Wδ)ψ
2
δ,ω + qω2Φ(Wδ)Wδψδ,ω

∣∣ dvg
= O (‖Φ(Wδ)‖H1‖ψδ,ω‖H1 (‖ψδ,ω‖L2 + ‖Wδ‖L2)) .

(4.46)

By (1.1),

‖Φ(Wδ + ψδ,ω)− Φ(Wδ)‖H1 = O ((‖Wδ‖L2 + ‖ψδ,ω‖L2)‖ψδ,ω‖H1) , (4.47)

and it follows from (4.21), (4.35), and (4.41)–(4.47) that

Iω(δ)− Iω(Wδ) = O
(
‖ψδ,ω‖2H1 +

(
εωδ + δ2

√
| ln δ|

)
‖ψδ,ω‖H1

)
. (4.48)

Then (4.40) follows from (4.31) and (4.48). This ends the proof of Lemma 4.5. �

Now we compute Iω(Wδ).



26 OLIVIER DRUET, EMMANUEL HEBEY, AND JÉRÔME VÉTOIS

Lemma 4.6. There holds that

Iω(Wδ) =
8

3
π2 − 8π2εωδ

2| ln δ|+ q

2
ω2

∫
S4

Φ(Wδ)W
2
δ dvg + o

(
εωδ

2| ln δ|
)

(4.49)

as δ → 0 uniformly with respect to ω, and there exists C > 1 such that

1

C
δ2 ≤

∫
S4

Φ(Wδ)W
2
δ dvg ≤ Cδ2 (4.50)

for all δ > 0 small.

Proof of Lemma 4.6. By (4.7),

Iω(Wδ) =
1

4

∫
S4
W 4
δ dvg −

1

2
εω

∫
S4
W 2
δ dvg +

q

2
ω2

∫
S4

Φ(Wδ)W
2
δ dvg . (4.51)

Direct computations give that∫
S4
W 4
δ dvg =

32

3
π2 and

∫
S4
W 2
δ dvg = 16π2δ2| ln δ|+ o(δ2| ln δ|) . (4.52)

Then (4.49) follows from (4.51) and (4.52). Independently, testing equation (1.1)
with u = Wδ against Φ(Wδ), we get by Hölder’s and Sobolev inequalities that

‖Φ(Wδ)‖2H1 = O

(∫
S4

Φ(Wδ)W
2
δ dvg

)
= O

(
‖Wδ‖2L8/3‖Φ(Wδ)‖H1

)
(4.53)

and testing (1.1) with u = Wδ against Wδ, we get that∫
S4
W 3
δ dvg = O

(
‖Wδ‖H1‖Φ(Wδ)‖H1 + ‖Wδ‖3L4‖Φ(Wδ)‖L4

)
= O (‖Φ(Wδ)‖H1) .

(4.54)

Noting that there exists C > 0 such that
∫
S4 W

3
δ dvg ≥ Cδ for all δ > 0 small, it

follows from (4.35), (4.53), and (4.54) that (4.50) holds true. This ends the proof
of Lemma 4.6. �

Now, we prove the following lemma establishing the relation between being a
critical point of the reduced functional Iω and getting a solution uδ,ω = Wδ + ψδ,ω
of (4.3).

Lemma 4.7. If δ > 0 and εω > 0 are small and I ′(δ) = 0, then uδ,ω = Wδ + ψδ,ω
is a solution of (4.3).

Proof of Lemma 4.7. We let (δα)α and (ωα)α be such that I ′ωα(δα) = 0 and εωα > 0
for all α, and such that δα → 0 and εωα → 0 as α→ +∞. By Lemmas 4.1 and 4.4,
if we let

uα = Wδα + ψδα,ωα ,

then
uα − L−1

g (fωα(uα)) = λαZδα
for some λα ∈ R, and uα solves (4.3) if and only if λα = 0 (the inequality uα ≥ 0
follows from the maximum principle when λα = 0). There holds that

I ′ωα(δα) = λα
〈
Zδα ,

duδ,ωα
dδ
|δ=δα

〉
Lg

. (4.55)

In particular, by (4.55), we get that either uα solves (4.3), or〈
Zδα ,

duδ,ωα
dδ
|δ=δα

〉
Lg

= 0 . (4.56)
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We assume (4.56) by contradiction. Since ψδ,ωα ∈ Z⊥δ for all δ > 0, we get by (4.31)
that 〈

Zδα ,
dψδ,ωα
dδ

|δ=δα
〉
Lg

= −
〈dZδ
dδ
|δ=δα , ψδα,ωα

〉
Lg

= O

(
‖dZδ
dδ
|δ=δα‖H1‖ψδα,ωα‖H1

)
.

(4.57)

Direct computations give that∥∥∥∥dZδdδ |δ=δα
∥∥∥∥
H1

= O

(
1

δ2
α

)
. (4.58)

Noting that〈
Zδα ,

duδ,ωα
dδ
|δ=δα

〉
Lg

=
1

δα
‖Zδα‖2H1 +

〈
Zδα ,

dψδ,ωα
dδ

|δ=δα
〉
Lg

,

we then get by (4.31), and by (4.56)–(4.58), that

‖Zδα‖2H1 = O

(
1

δα
‖ψδα,ωα‖H1

)
= o(1) . (4.59)

The contradiction follows from Lemma 4.3 and (4.59). This ends the proof of
Lemma 4.7. �

At this point we are ready to prove Theorem 0.2. This is the subject of what
follows.

Proof of Theorem 0.2. We may assume that m2
0 > 2. In case m2

0 = 2, then ω = 0,
and letting ωα = 0 we get the desired sequence of solutions with uα = Wδα for any
sequence (δα)α of positive real numbers converging to zero. Now, for any t > 0 and
ω ∈ R such that εω > 0, where εω is as in (4.4), we let

δω(t) = e
−1
εω
t . (4.60)

In particular, δω(t) → 0 uniformly in compact subsets of (0,+∞) as εω → 0. By
(4.40) and (4.49) in Lemmas 4.5 and 4.6 there holds that

Iω (δω(t)) =
8

3
π2 + Eω(t) + o

(
e
−2t
εω

)
(4.61)

uniformly in compact subsets of (0,+∞) as εω → 0, where

Eω(t) = −8π2te
−2t
εω +

q

2
ω2

∫
S4

Φ(Wδ(t))W
2
δ(t)dvg . (4.62)

By continuity, for any K > 1, there exists tK,ω ∈ [ 1
K ,K] such that

Iω (δω(tK,ω)) = min
t∈[ 1

K ,K]
Iω (δω(t)) , (4.63)

and, by the definition of εω, we have that εω → 0 if and only if ω2 → m2
0 − 2. By

(4.50) in Lemma 4.6,(
−8π2t+

qω2

2C

)
e
−2t
εω ≤ Eω(t) ≤

(
−8π2t+

qCω2

2

)
e
−2t
εω . (4.64)



28 OLIVIER DRUET, EMMANUEL HEBEY, AND JÉRÔME VÉTOIS

In particular, we get by (4.64) that there exists 0 < t1 < t2 < t3, depending only
on C and m0, such that

Iω (δω(t)) >
8

3
π2 for all t ≤ t1 ,

Iω (δω(t2)) <
8

3
π2 , and

Iω (δω(t)) > Iω (δω(t2)) for all t ≥ t3 ,

(4.65)

uniformly with respect to ω for 0 < εω � 1 sufficiently small. Letting K > 1
be such that [t1, t3] ⊂

(
1
K ,K

)
, we get with (4.65) that tω = tK,ω satisfies that

1
K < tω < K for all ω such that 0 < εω � 1. Then, by Lemma 4.7,

uδω(tω),ω = Wδω(tω) + ψδω(tω),ω (4.66)

is a solution of (4.3). We know from (4.31) in Lemma 4.4 that ‖ψδω(tω),ω‖H1 → 0
as εω → 0, and by combining (4.8) and (4.66), we get that uδω(tω),ω has one bubble

in its H1-decomposition as εω → 0. By elliptic theory, this automatically implies
that ‖uδω(tω),ω‖L∞ → +∞ as εω → 0. Theorem 0.2 is proved. �
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vard du 11 novembre 1918, 69622 Villeurbanne cedex, France

E-mail address: Olivier.Druet@math.univ-lyon1.fr
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