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Abstract. Anisotropic operators appear in several branches of applied sciences and, in par-
ticular, in physics. They involve directional derivatives with distinct weights which create
distortions in the ambient space. Anisotropic rescaling comes with the notion of asymptoti-
cally stable domains. We prove two results, one of geometric nature, the other one of analytic
nature, which both guarantee that a given domain is asymptotically stable. We also discuss
specific examples.

1. Introduction

Anisotropic operators appear in several places in the literature. Recent references can be
found in physics [9–11,17,18], in biology [6,7], and in image processing (see, for instance, the
monograph by Weickert [34]). By definition, anisotropic operators involve directional deriva-
tives with distinct weights. A model of such operators is the anisotropic Laplace operator. In
dimension n ≥ 2, given −→p = (p1, . . . , pn) with pi > 1 for i = 1, . . . , n, the anisotropic Laplace
operator ∆−→p is defined by

∆−→p u =
n∑
i=1

∂

∂xi
∇pi
xi
u ,

where ∇pi
xi
u = |∂u/∂xi|pi−2 ∂u/∂xi. We let p be an exponent greater than pi for i = 1, . . . , n,

and we introduce a natural notion of nonlinear anisotropic equations associated with ∆−→p and
p. On a domain Ω of the Euclidean space Rn, taking zero Dirichlet boundary condition, such
equations are written as { −∆−→p u = f (·, u) in Ω ,

u = 0 on ∂Ω ,
(1.1)

where f (·, u) stands for an arbitrary nonlinearity satisfying f (·, u) ∼ λ |u|p−2 u as |u| → +∞
for some positive real number λ. Anisotropic equations like (1.1) have been investigated
by Antontsev–Shmarev [2–4], Fragalà–Gazzola–Kawohl [15], Fragalà–Gazzola–Lieberman [16],
El Hamidi–Rakotoson [12, 13], El Hamidi–Vétois [14], Lieberman [21, 22], Mihăilescu–Pucci–
Rădulescu [24, 25], and Vétois [31–33]. Time evolution versions of these equations appear
in several branches of applied sciences. They emerge, for instance, from the mathematical
description of the dynamics of fluids in anisotropic media when the conductivities of the
media are different in different directions. We refer to the extensive books by Antontsev–
Dı́az–Shmarev [1] and Bear [5] for discussions in this direction. They also appear in biology
as a model for the propagation of epidemic diseases in heterogeneous domains. We refer
to Bendahmane–Karlsen [6] and Bendahmane–Langlais–Saad [7] for the mathematical de-
scription of this model. Anisotropic Sobolev spaces in connection with (1.1) can be defined.
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Possible references on the theory of such anisotropic Sobolev spaces are Besov [8], Kruzhkov–
Kolodii [19], Kruzhkov–Korolev [20], Lu [23], Nikol′skĭı [26], Rákosńık [27,28], and Troisi [30].
Note that in our case, because of the nature of the questions we investigate, (1.1) can be
thought as being subcritical, critical, or even supercritical with respect to Sobolev embed-
dings.

Together with the nonlinear equation (1.1) comes a rescaling invariance rule. For any
a = (a1, . . . , an) in Rn and any µ > 0, we define the affine transformation τ

−→p
µ,a : Rn → Rn by

τ
−→p
µ,a (x1, . . . , xn) =

(
µ
p1−p
p1 (x1 − a1) , . . . , µ

pn−p
pn (xn − an)

)
. (1.2)

Then, as is easily checked, (1.2) provides a general rescaling invariance rule associated with
equation (1.1). In particular, u solves (1.1) in Ω if and only if µu ◦ (τ

−→p
µ,a)

−1 solves (1.1) in

τ
−→p
µ,a(Ω) when f (·, u) = |u|p−2 u, where(

τ
−→p
µ,a

)−1
(x1, . . . , xn) =

(
a1 + µ

p−p1
p1 x1, . . . , an + µ

p−pn
pn xn

)
.

The affine transformation (1.2) clearly distorts the ambient space as µ→ 0 when the weights
are different in different directions, namely when the pi’s are not all equal. Domains may
become quite odd under its effect (see Figure 1 below), and analysis on the resulting limit sets
may become impossible. In contrast, in the isotropic case pi = pj for i, j = 1, . . . , n, when
starting from a smooth bounded domain, the resulting limit sets are either the whole space
Rn or halfspaces which, of course, have nothing odd. An important notion associated with the
distortion in (1.2) is that of asymptotically −→p -stable domains. For instance, see El Hamidi–
Vétois [14], this notion turns out to be fundamentally associated with the question of proving
bubble tree decompositions for equations like (1.1). Asymptotically −→p -stable domains are
domains which, in the limit, after blow-up, still satisfy the segment property. The limit domain
may be odd (see Figure 2 below) but, at least, it preserves extension properties of Sobolev
spaces. A domain U is said to satisfy the segment property if for any point a on ∂U , there
exist a neighborhood Xa of a and a nonzero vector σa such that there holds Xa ∩U + tσa ⊂ U
for all t in (0, 1). By convention, the empty set satisfies the segment property. The precise
definition of an asymptotically −→p -stable domain is as follows.

Definition 1.1. An open subset Ω of Rn is said to be asymptotically −→p -stable if for any
sequence (µα)α of positive real numbers converging to 0 and for any sequence (xα)α in Rn, the

sets Ωα = τ
−→p
µα,xα (Ω), where τ

−→p
µα,xα is as in (1.2), converge, up to a subsequence, to an open

subset U of Rn satisfying the segment property as α→ +∞ in the sense that the two following
properties hold true:

(i) any compact subset of U is included in Ωα for α large,
(ii) for any compact subset K of Rn, there holds |K ∩Ωα\U | → 0 as α→ +∞.

Limits in the sense of (i)–(ii) are unique up to sets of measure zero. Uniqueness, without
subtracting sets of measure zero, is recovered when requiring in addition that the limit domain
should satisfy the segment property. Important questions which come with this notion of
asymptotic −→p -stability are whether or not we can give geometric conditions on a domain
which ensure its asymptotic −→p -stability, and whether or not we can give regularity conditions
for a domain to be asymptotically −→p -stable. An important related question (see, for instance,
the analysis in El Hamidi–Vétois [14]) is whether or not we can characterize the limit sets we
obtain after blow-up. We answer these questions by proving that convex domains are always
asymptotically −→p -stable and that −→p -Lipschitz domains, in a sense to be defined, are also
always asymptotically −→p -stable. In the first case, we get a purely geometric condition for
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asymptotic −→p -stability. In the second case, we get an analytic regularity condition involving
only the boundary of the domain. In both situations, we also get informations on the limit
sets. We illustrate the sharpness of our results by discussing the case of ellipsoidal disks and
annuli. Our main result, as stated in Theorems 2.1 and 4.3 below, is as follows. The notion of
−→p -Lipschitz regularity is defined in Section 4. When no anisotropy is involved, namely when
pi = pj for i, j = 1, . . . , n, a domain is −→p -Lipschitz if and only if it is Lipschitz, namely if its
boundary is locally the graph of a Lipschitz continuous function.

Theorem 1.2. Any open, convex subset of Rn is asymptotically −→p -stable, and the limit do-
mains U in Definition 1.1 can be chosen to be convex. Any −→p -Lipschitz domain is asymptoti-
cally −→p -stable, and we can choose the limit domains U in Definition 1.1 to be either the empty
set, the whole space Rn, or delimited by the graph of a locally Lipschitz continuous function.

We prove Theorem 1.2 in Sections 2 and 4 below, and we discuss the sharp examples of
ellipsoidal annuli and disks in Section 3 and at the end of Section 4.

Figure 1 below illustrates what can go wrong with a domain which is not asymptotically −→p -
stable. The domain, even though regular at the origin, gets torn through the transformations
τ
−→p
µα,xα as α → +∞. Here, µα → 0 as α → +∞ and xα = (0, 0, 0) for all α. The domain

converges to (R+ × R− × R) ∪ (R− × R+ × R) in the sense of Definition 1.1. The split limit
set does not satisfy the segment property.

Figure 1. Rescaling of {x3 + x1x2 < 0}(n = 3, p = 11, p1 = p2 = 10, p3 = 1.1).
The first line describes the scale in the rescaling. The second line describes the
deformation of the domain.

2. Convex domains

We prove here that convex domains, in the classical sense, are asymptotically −→p -stable.
Convexity provides a simple geometric criterium which guarantees asymptotic −→p -stability.

Theorem 2.1. Any open, convex subset of Rn is asymptotically −→p -stable. Furthermore, the
limit domains U in Definition 1.1 can be chosen to be convex.
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Proof. We let Ω be an open, convex subset of Rn, (µα)α be a sequence of positive real num-

bers converging to 0, (xα)α be a sequence in Rn, and Ωα = τ
−→p
µα,xα (Ω) for all α. Since the

transformations τ
−→p
µα,xα are affine, the domains Ωα remain convex. Passing if necessary to a

subsequence, we may assume that there exist positive real numbers C0 and R0 such that the
open ball B0 of center 0 and radius R0 satisfies |B0 ∩Ωα| ≥ C0 for all α. Indeed, if not the
case, one can easily get that the domains Ωα converge to the empty set as α → +∞ in the
sense of Definition 1.1. By Steinhagen’s theorem [29], any bounded, convex subset C of Rn

lies between a pair of parallel hyperplanes at distance AnRC apart from each other, where An
is a constant independent of C, and where RC stands for the upper bound for the radii of balls
included in C. Since there holds |B0 ∩Ωα| ≥ C0 for all α, it follows that, up to a subsequence,
there exists a sequence of balls (B′α)α of the same radius such that for any α, there holds
B′α ⊂ B0 ∩Ωα. Passing if necessary again to a subsequence, we may assume that there exists
an open ball B′ of center x′ and radius R′ such that for any α, there holds B′ ⊂ B′α ⊂ Ωα. For
any point a in Rn, we let ξa be a Cartesian coordinate transformation satisfying ξa (0) = a
and ξa (0, . . . , 0, |x′ − a|) = x′. We also let B′0 be the open (n− 1)-ball of center 0 and radius
R′/2. For any α, since the domain Ωα is convex and since there holds B′ ⊂ Ωα, we easily get
that either the set Xa = ξa(B′0 × (−∞, |x′ − a|)) is included in Ωα, or there exists a convex
function ϕαa on B′0 such that there holds

Xa ∩Ωα = ξa
({

(x1, . . . , xn) ∈ Xa ; xn > ϕαa (x1, . . . , xn−1)
})
.

In this last case, we can prove that the function ϕαa is Lipschitz continuous with Lipschitz
constant equal to 2 (|x′ − a| − inf ϕαa ) /R′. By Arzela-Ascoli theorem, it follows that, up to
a subsequence, one of the three following situations occur, either Xa ⊂ Ωα for all α, or
inf ϕαa → −∞ as α → +∞, or the sequence (ϕαa )α converges uniformly to a function ϕa.
Iterating the above construction and by a diagonal extraction argument, working with balls
B0 (Rγ) and letting Rγ → +∞, passing if necessary to a subsequence, we then get that there
exist three sequences (aγ)γ, (bγ)γ, and (b′γ)γ of points in Rn such that

Rn =
+∞⋃
γ=0

(
Xaγ ∪Xbγ ∪Xb′γ

)
, (2.1)

and such that for any γ, there hold

Xaγ ⊂ Ωα , Xbγ ∩Ωα = ξbγ ({ (x1, . . . , xn) ∈ Xbγ ; xn > ϕαbγ (x1, . . . , xn−1) }),
and Xb′γ ∩Ωα = ξb′γ ({ (x1, . . . , xn) ∈ Xb′γ ; xn > ϕαb′γ (x1, . . . , xn−1) })

(2.2)

for α large and for some convex functions ϕαbγ on B′0 satisfying inf ϕαbγ → −∞ as α → +∞,

and some convex functions ϕαb′γ on B′0 converging uniformly to a function ϕa. We let U be the

lower limit of the domains Ωα as α→ +∞, namely

U =
+∞⋃
α0=0

int

(
+∞⋂
α=α0

Ωα

)
,

where int (E) is the interior of a set E. In particular, U is convex. By (2.2), for any γ, we get

Xaγ ⊂ U , Xbγ ⊂ U , and

Xb′γ ∩ U = ξb′γ ({ (x1, . . . , xn) ∈ Xb′γ ; xn > ϕb′γ (x1, . . . , xn−1) }).
(2.3)

If K ⊂ U is compact, it is easily checked that there holds K ⊂ Ωα for α large. Now, we let K
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be a compact subset of Rn, and I, J , and J ′ be three finite index sets such that

K ⊂

(⋃
γ∈I

Xaγ

)
∪

(⋃
γ∈J

Xbγ

)
∪

(⋃
γ∈J ′

Xb′γ

)
. (2.4)

By (2.1)–(2.4), we get

|K ∩Ωα\U | ≤
∑
γ∈J ′

∣∣Xb′γ ∩Ωα\U
∣∣ −→ 0

as α→ +∞. In particular, we have proved that Ωα converges to the open set U as α→ +∞
in the sense of Definition 1.1. This ends the proof of Theorem 2.1. �

By Theorem 2.1, any convex domain is asymptotically −→p -stable. In the isotropic regime,
when starting from a smooth bounded domain, the limit sets would be either the empty set,
the whole space Rn, or halfspaces. When anisotropy is involved, several different types of
limit sets can be obtained. Figure 2 below describes the rescaled evolution in the very simple
situation of a disk when there is strong anisotropy (the pi’s are far from each other). The
centers of the rescalings in Figure 2 belong to the interior of the domain and converge to the
boundary. The disk converges to a strip, which, needless to mention, is geometrically quite
far from what we would get when no anisotropy (or even small anisotropy) is involved.

Figure 2. Rescaling of a disk with strong anisotropy (n = 2, p = 5, p1 = 1.1,
p2 = 2). The first line describes the scale in the rescaling. The second line
describes the deformation of the domain.

3. Ellipsoidal annuli

In this section, we discuss asymptotic −→p -stability in the particular case of ellipsoidal an-
nuli. Even though very regular, such domains are not asymptotically −→p -stable when strong
anisotropy (in a quantified sense) is involved. On the other hand, ellipsoidal disks are always
asymptotically −→p -stable by Theorem 2.1. Given −→a = (a1, . . . , an) in (R∗+)n, we let here E (−→a )
be the ellipsoidal disk consisting of the points (y1, . . . , yn) in Rn such that

∑n
i=1 aiy

2
i < 1.

Proposition 3.1. Given −→a = (a1, . . . , an) and
−→
b = (b1, . . . , bn) in (R∗+)n satisfying bi < ai

for i = 1, . . . , n, the ellipsoidal annulus E(
−→
b )\E(−→a ) is asymptotically −→p -stable if and only if

p+

p−
+
p+

p
≤ 2 , (3.1)

where p− = min (p1, . . . , pn) and p+ = max (p1, . . . , pn).
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As a remark, (3.1) is automatically satisfied in the isotropic case.

Proof. First, we assume that (3.1) holds true. We let (µα)α be a sequence of positive real

numbers converging to 0, (xα)α be a sequence in Rn. For −→c = −→a or −→c =
−→
b , we let

ϕ−→c : Rn → R be the function defined by

ϕ−→c (y1, . . . , yn) =
n∑
i=1

ciy
2
i − 1 .

For any α and any point y = (y1, . . . , yn) in Rn, we get

ϕ−→c ◦
(
τ
−→p
µα,xα

)−1

(y) =
n∑
i=1

ciµ
2
p−pi
pi

α y2
i + 2

n∑
i=1

cix
i
αµ

p−pi
pi

α yi +
n∑
i=1

ci
(
xiα
)2 − 1 , (3.2)

where xα = (x1
α, . . . , x

n
α). Passing if necessary to a subsequence, we may assume that there

exist l−→a and l−→
b

in [0,+∞] such that
∑n

i=1 ai(x
i
α)2 → l−→a and

∑n
i=1 ai(x

i
α)2 → l−→

b
as α→ +∞.

One can easily check that the sets

Fα = τ
−→p
µα,xα(E(

−→
b )\E(−→a ))

converge, in the sense of Definition 1.1, as α→ +∞, to Rn when l−→a > 1 and l−→
b
< 1, and to ∅

when l−→a < 1 or l−→
b
> 1. In case l−→

b
= 1, up to a subsequence, it follows from (3.2) that there

exist a sequence (να)α of positive real numbers converging to 0, some real numbers di ≥ 0 and
ci, i = 1, . . . , n, not all zero, such that

ϕ−→
b
◦
(
τ
−→p
µα,xα

)−1

(y) =

(
n∑
i=1

diy
2
i +

n∑
i=1

ciyi + c0

)
να + oα (να)

as α→ +∞, uniformly in any compact subset of Rn. One can then easily check that the sets
Fα converge to the domain

U =
{

(y1, . . . , yn) ∈ Rn ;
n∑
i=1

diy
2
i +

n∑
i=1

ciyi + c0 < 0
}

as α→ +∞ in the sense of Definition 1.1. Clearly, U satisfies the segment property when not
empty. Now we consider the remaining case l−→a = 1. We let i0 be such that xi0α converges to a
positive real number as α→ +∞. By (3.1), we can write

µ
2
p−pi
pi

α = Oα

(
xi0αµ

p−pi0
pi0

α

)
(3.3)

as α→ +∞ for i = 1, . . . , n. As above, passing if necessary to a subsequence, we may assume
that there exist a sequence (να)α of positive real numbers converging to 0, some real numbers
di ≥ 0 and ci, i = 1, . . . , n, not all zero, such that

ϕ−→a ◦
(
τ
−→p
µα,xα

)−1

(y) =

(
n∑
i=1

diy
2
i +

n∑
i=1

ciyi + c0

)
να + oα (να)

By (3.3), if ci0 = 0, then di = 0 for all i. It easily follows that Fα converges to

U =
{

(y1, . . . , yn) ∈ Rn ;
n∑
i=1

diy
2
i +

n∑
i=1

ciyi + c0 > 0
}

(3.4)

as α → +∞ in the sense of Definition 1.1. The domain U is either empty, or it satisfies
the segment property. We have proved that if (3.1) holds true, then the ellipsoidal annulus
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E(
−→
b )\E(−→a ) is asymptotically −→p -stable. In order to get the converse, we let (µα)α be a

sequence of positive real numbers converging to 0, i0 be an index such that pi0 = p−, and
x0 = (x1

0, . . . , x
n
0 ) be the point given by

xi0 =


1
√
ai0

if i = i0

0 otherwise.

We define

I0 =
{
i ∈ {1, . . . , n} ;

pi
p−

+
pi
p

= 2
}

and

I1 =
{
i ∈ {1, . . . , n} ;

pi
p−

+
pi
p
> 2
}
.

We let Û = Û1 ∪ Û2, where

Û1 =
{

(y1, . . . , yn) ∈ Rn ;
∑
i∈I1

aiy
2
i > 0

}
and

Û2 =
{

(y1, . . . , yn) ∈ Rn ;
∑
i∈I1

aiy
2
i = 0 and

∑
i∈I0

aiy
2
i + 2

√
ai0yi0 > 0

}
.

We let also

Ũ =
{

(y1, . . . , yn) ∈ Rn ;
∑
i∈I1

aiy
2
i = 0 and

∑
i∈I0

aiy
2
i + 2

√
ai0yi0 = 0

}
.

Clearly, the sets F0
α = τ

−→p
µα,x0

(E(
−→
b )\E(−→a )) converges to Û1 as α → +∞ in the sense of

Definition 1.1. Now we let U be an open subset of Rn which is the limit of the sets F0
α as

α → +∞ in the sense of Definition 1.1. By (3.2), we get that U is included in Û ∪ Ũ and

thus in Û since the interior of the set Û ∪ Ũ is precisely Û . It follows that U = Û\E for some

subset E of Û satisfying |E| = 0. As is easily checked, such U ’s never satisfy the segment
property when the set I1 is not empty, namely when (3.1) does not hold true. This ends the
proof of Proposition 3.1. �

Figure 3. Rescaling of an annulus with small anisotropy (n = 2, p = 12,
p1 = 1.5, p2 = 2). The first line describes the scale in the rescaling. The second
line describes the deformation of the domain.
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Figure 4. Rescaling of an annulus with strong anisotropy (n = 2, p = 5,
p1 = 1.1, p2 = 2). The first line describes the scale in the rescaling. The second
line describes the deformation of the domain.

Figures 3 and 4 above describe two opposite situations in the case of an annulus (ai = aj
and bi = bj for i, j = 1, . . . , n). In Figure 3, there is small anisotropy (p+ is close to p−) and
the domain behaves in the same way as in the isotropic case. The limit domain is a halfspace.
In Figure 4, there is strong anisotropy (p+ is far from p−). The domain bends on itself and
converges to the whole plane minus a half-line, a domain which does not satisfy the segment
property.

Ellipsoidal disks are always asymptotically −→p -stable by Theorem 2.1. The interior boundary
in ellipsoidal annuli is the boundary which creates problems.

4. Anisotropic Lipschitz regularity

In this section, we define the class of anisotropic −→p -Lipschitz domains and prove first that
anisotropic −→p -Lipschitz domains are exactly Lipschitz domains in the isotropic regime, and
then that −→p -Lipschitz domains are always asymptotically −→p -stable. A main feature of the
−→p -Lipschitz regularity we define is that it involves only the boundary of the domain. First
we fix some notations. For any positive real number µ and any point a = (a1, . . . , an) in Rn,
we define

P
−→p
a (µ) =

{
(x1, . . . , xn) ∈ Rn ; |xi − ai| <

1

2
µ
p−pi
pi ∀i ∈ {1, . . . , n}

}
. (4.1)

In particular, P−→pa (1) stands for the cube centered at the point a with an edge length of 1. As
an easy remark on such domains we get that for any point a in Rn, and for any positive real

number µ, there holds τ
−→p
µ,a(P

−→p
a (µ)) = P

−→p
0 (1). We now define −→p -Lipschitz regularity.

Definition 4.1. An open subset Ω of Rn is said to be a −→p -Lipschitz domain if there holds
∂Ω = ∂Ω and if for any sequence (µα)α of positive real numbers converging to 0, and for any
sequence (xα)α on ∂Ω, there exists a unit vector σ such that, up to a subsequence, there holds

lim inf
α→+∞

inf
y,z∈P

−→p
xα (Rµα)∩∂Ω

∣∣∣∣∣∣ τ
−→p
µα,y (z)∣∣∣τ−→pµα,y (z)

∣∣∣ − σ
∣∣∣∣∣∣ > 0 (4.2)

for all positive real numbers R, where P−→pxα (Rµα) is as in (4.1).
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Figure 5. Rescaling of the domain {6x2
1 + 6x2

2 + x2
3 < 1} with constant centers

(n = 3, p = 4, p1 = p2 = 2, p3 = 4/3). The first line describes the scale in the
rescaling. The second line describes the deformation of the domain.

Figure 6. Rescaling of the domain {6x2
1 + 6x2

2 + x2
3 < 1} with moving centers

(n = 3, p = 4, p1 = p2 = 2, p3 = 4/3). The first line describes the scale in the
rescaling. The second line describes the deformation of the domain.

The vector σ in Definition 4.1 depends on the sequences (xα)α and (µα)α. We illustrate
this dependency in Figures 5 and 6 above in the case of an ellipsoidal disk. In Figure 5, the
disk is rescaled with respect to the constant centers xα = (0, 0, 1), and converges to a domain
delimited by a paraboloid. The limit domain satisfies (4.2) with σ = (0, 0, 1), and this is the
only possible choice for σ. In Figure 6, even though the centers of the rescalings still converge
to the point (0, 0, 1), the domain converges to a halfspace, and (4.2) holds true with any unit
vector σ not coplanar with the boundary of the limit domain. In particular, for such xα’s
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and µα’s, we cannot take σ = (0, 0, 1). The centers xα = (x1
α, x

2
α, x

3
α) of the rescalings in

Figure 6 belong to the boundary of the ellipsoidal disk, and they are chosen so that there hold
x1
α + x2

α = 0 for all α and µα = o(x1
α) as α→∞.

In the classical isotropic regime, an open subset Ω of Rn is said to be Lipschitz if for
any point a on ∂Ω, there exist a Cartesian coordinate system (ξ1, . . . , ξn) of Rn, a Lipschitz
continuous function ϕa : Rn−1 → R and an open neighborhood Xa of a such that the set
Xa ∩ Ω consists of the points (ξ1, . . . , ξn) in Xa such that there holds ξn < ϕa (ξ1, . . . , ξn−1).
First, we prove in Proposition 4.2 below that −→p -Lipschitz domains with bounded boundary
are precisely Lipschitz domains in the isotropic case pi = pj for i, j = 1, . . . , n.

Proposition 4.2. In case there holds pi = pj for all i, j = 1, . . . , n, any open subset of Rn

with bounded boundary is −→p -Lipschitz if and only if it is Lipschitz.

Proof. We let Ω be an open subset of Rn with bounded boundary. We first assume that Ω is
Lipschitz. Clearly, there holds ∂Ω = ∂Ω. We let (µα)α be a sequence of positive real numbers
converging to 0 and (xα)α be a sequence on ∂Ω. Since ∂Ω is bounded, passing if necessary to
a subsequence, we may assume that (xα)α converges to a point a on ∂Ω. We let Xa be an open
neighborhood of a, (ξ1, . . . , ξn) be a Cartesian coordinate system of Rn, and ϕa : Rn−1 → R
be a Lipschitz continuous function such that the set Xa ∩Ω consists of the points (ξ1, . . . , ξn)
in Xa satisfying ξn < ϕa (ξ1, . . . , ξn−1). We then set σ = (0, . . . , 0, 1) in the new coordinate
system. It easily follows from the Lipschitz continuity of the function ϕ that there holds

inf
y,z∈Xa∩∂Ω

∣∣∣∣ y − z|y − z|
− σ

∣∣∣∣ > 0 . (4.3)

Since for any positive real number R, there holds P−→pxα (Rµα) ⊂ Xa for α large, we then get that
(4.2) holds true. In order to get the converse, we now assume that Ω is −→p -Lipschitz. For any
point a on ∂Ω, by (4.2) with xα = a for all α, we get that there exist an open neighborhood
Xa of a and a unit vector σ such that (4.3) holds true. Up to a Cartesian change of coordinate
system (ξ1, . . . , ξn) of Rn, we may assume that a = 0 and σ = (0, . . . , 0, 1). Up to a restriction
of the set Xa, we may assume moreover that Xa = [−δ, δ]n−1 × [−ε, ε] for some positive real
numbers δ and ε. Plugging z = 0 into (4.3), we get that there exists a positive constant C
such that there holds

∑n−1
i=1 ξ

2
i > Cξ2

n for all points (ξ1, . . . , ξn) on Xa∩∂Ω. Hence, decreasing

δ if necessary so that δ ≤ ε
√
C/ (n− 1), we get(

[−δ, δ]n−1 × {−ε, ε}
)
∩ ∂Ω = ∅ . (4.4)

Independently, by (4.3), we get that for any ξ in [−δ, δ]n−1, the segment {ξ} × [−ε, ε] cannot
intersect ∂Ω at more than one point. Taking into account that there holds ∂Ω = ∂Ω, it follows
that the set [−δ, δ]n−1×{−ε, ε} cannot be included neither in Ω nor in Rn\Ω. Hence, by (4.4),
changing if necessary ξn into −ξn, we may assume that the set [−δ, δ]n−1×{−ε} is included in
Ω and that the set [−δ, δ]n−1×{ε} is included in Rn\Ω. We then let ϕa : [−δ, δ]n−1 → [−ε, ε] be
such that for any ξ in [−δ, δ]n−1, (ξ, ϕa (ξ)) is the intersection point of the segment {ξ}×[−ε, ε]
with the boundary of the domain Ω. In particular, the set Xa ∩ Ω consists of the points
(ξ1, . . . , ξn) in Xa satisfying ξn < ϕa (ξ1, . . . , ξn−1). It easily follows from (4.3) that the function
ϕa is Lipschitz continuous. Since the above holds true for all points a on ∂Ω, we get that the
domain Ω is Lipschitz. This ends the proof of Proposition 4.2. �

Now we prove that, in the general anisotropic case, −→p -Lipschitz domains always are asymp-
totically −→p -stable.
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Theorem 4.3. Any −→p -Lipschitz domain is asymptotically −→p -stable. Furthermore, we can
choose the limit domains U in Definition 1.1 to be either the empty set, the whole space Rn,
or delimited by the graph of a locally Lipschitz continuous function.

Proof. We let Ω be a −→p -Lipschitz domain, (µα)α be a sequence of positive real numbers

converging to 0, (xα)α be a sequence in Rn, and Ωα = τ
−→p
µα,xα (Ω) for all α. In case for any

positive real number R, up to a subsequence, the domain P−→pxα (Rµα) remains included in Rn\Ω,
one can easily get that the domains Ωα converge to the empty set as α → +∞ in the sense
of Definition 1.1. Analogously, in case for any positive real number R, up to a subsequence,
the domain P−→pxα (Rµα) remains included in Ω, we get that the domains Ωα converge to Rn as
α → +∞ in the sense of Definition 1.1. Hence, we may assume that there exist a positive
real number R0 and a sequence of points x̃α on P−→pxα (R0µα) ∩ ∂Ω. We then let (Rβ)β and

(R̃β)β be two increasing sequences of real numbers converging to +∞, satisfying Rβ ≥ R0 and

R̃β > 0 for all β > 0, and such that the open ball Bβ of center 0 and radius R̃β is included

in the set P
−→p
0 (Rβ). Since the domain Ω is −→p -Lipschitz, taking into account that there holds

P−→pxα (Rβµα) ⊂ P
−→p
x̃α

(CRβµα) for some positive constant C independent of α and β, we get that
there exists a unit vector σ such that, up to a subsequence, there holds

lim inf
α→+∞

inf
y,z∈Bβ∩∂Ωα

∣∣∣∣ y − z|y − z|
− σ

∣∣∣∣ > 0 . (4.5)

Up to a Cartesian change of coordinate system (ξ1, . . . , ξn) of Rn, we may take σ = (0, . . . , 0, 1).
For any β, it follows from (4.5) that there exists a positive constant Cβ such that there holds∑n−1

i=1 (ξi − ξ′i)
2 > Cβ (ξn − ξ′n)2 for all points (ξ1, . . . , ξn) and (ξ′1, . . . , ξ

′
n) on Bβ∩∂Ωα. We then

let δβ and εβ be two real numbers in (0, (R̃β+1 − R̃β)/
√
n) satisfying δβ < εβ

√
Cβ+1/ (n− 1).

We set A0 = A ∩ B0 and Aβ = A ∩ Bβ\Bβ−1 for all β > 0, where A is the set of all points
a in Rn such that for any positive real number ε, there exists α ≥ 1/ε such that there holds
d (a, ∂Ωα) < ε. For any point a in Aβ, it follows from our choice of the real numbers δβ and
εβ that, up to a subsequence, there holds(

{a}+ [−δβ, δβ]n−1 × {−εβ, εβ}
)
∩ ∂Ωα = ∅

for all α. We then set Xa = {a}+(−δβ, δβ)n−1×(−εβ, εβ), and in the same way as in the proof
of Proposition 4.2, we get that there exists a sequence of Lipschitz equicontinuous functions

ϕαa :
n−1∏
i=1

[ai − δβ, ai + δβ] −→ [an − εβ, an + εβ] ,

where a = (a1, . . . , an), such that, up to a subsequence, for any α, either Xa ∩ Ωα or Xa\Ωα

consists of the points (ξ1, . . . , ξn) in Xa satisfying ξn < ϕαa (ξ1, . . . , ξn−1). By Arzela-Ascoli the-
orem, the sequence (ϕαa )α converges, up to a subsequence, uniformly to a Lipschitz continuous
function ϕa. Since A is covered by the distinct sets Aβ, iterating the above construction and
using a diagonal extraction argument, up to a subsequence, we then get that there exist two
sequences (aγ)γ and (a′γ)γ of points in A such that

A ⊂
+∞⋃
γ=0

(
Xaγ ∪Xa′γ

)
,

and such that for any γ, there hold

Xaγ ∩Ωα = { (ξ1, . . . , ξn) ∈ Xaγ ; ξn < ϕαaγ (ξ1, . . . , ξn−1) } (4.6)
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and
Xa′γ ∩Ωα = { (ξ1, . . . , ξn) ∈ Xa′γ ; ξn > ϕαa′γ (ξ1, . . . , ξn−1) }. (4.7)

for α large, where the sequences (ϕαaγ )α and (ϕαa′γ )α converge uniformly for all γ. Since A is

closed, we also get that for any point b in Rn\A, there exists an open connected neighborhood
Xb of b strictly included in Rn\A, and thus either in Ωα or in Rn\Ωα, up to a subsequence,
for all α. By a diagonal extraction argument, it follows that there exist two sequences (bγ)γ
and (b′γ)γ of points in Rn\A such that

Rn =
+∞⋃
γ=0

(
Xaγ ∪Xa′γ ∪Xbγ ∪Xb′γ

)
, (4.8)

and such that for any γ, there hold Xbγ ⊂ Ωα and Xb′γ ⊂ Rn\Ωα for α large. We let U be the
lower limit of the domains Ωα as α→ +∞, namely

U =
+∞⋃
α0=0

int

(
+∞⋂
α=α0

Ωα

)
,

where int (E) stands for the interior of a set E. By (4.6), (4.7), (4.8), and since the sequences
(ϕαaγ )α and (ϕαa′γ )α converge uniformly to functions ϕaγ and ϕa′γ for all γ, we get ∂U = A and

Xaγ ∩ U =
{

(ξ1, . . . , ξn) ∈ Xaγ ; ξn < ϕaγ (ξ1, . . . , ξn−1)
}
,

Xa′γ ∩ U =
{

(ξ1, . . . , ξn) ∈ Xa′γ ; ξn > ϕa′γ (ξ1, . . . , ξn−1)
}
,

Xbγ ⊂ U , and Xb′γ ⊂ Rn\U.
(4.9)

It follows from (4.8) and (4.9) that the domain U is Lipschitz. In order to prove that the
domains Ωα converge to U as α→ +∞ in the sense of Definition 1.1, we let K be a compact
subset of Rn, and I, I ′, J , J ′ be four finite index sets such that

K ⊂

(⋃
γ∈I

Xaγ

)
∪

(⋃
γ∈I′

Xa′γ

)
∪

(⋃
γ∈J

Xbγ

)
∪

(⋃
γ∈J ′

Xb′γ

)
. (4.10)

By (4.6)–(4.10), we get

|K ∩Ωα\U | ≤
∑
i∈I

|Xai ∩Ωα\U |+
∑
i∈I′

∣∣Xa′i
∩Ωα\U

∣∣ −→ 0

as α → +∞. Independently, if K ⊂ U is compact, then it is easily checked that K ⊂ Ωα for
α large. We have proved that the sets Ωα converge to the Lipschitz domain U as α→ +∞ in
the sense of Definition 1.1. It remains to show that the domain U is either the empty set, the
whole space Rn, or delimited by the graph of a locally Lipschitz continuous function. We let
D be the set of all points (ξ1, . . . , ξn−1) in Rn−1 such that the line (ξ1, . . . , ξn−1)×R intersects
∂U . By (4.8) and (4.9), we get that the set D is open. By (4.5) and since ∂U = A, we
also get that for any point (ξ1, . . . , ξn−1) in D, there exists only one real number ξn such that
(ξ1, . . . , ξn) belongs to ∂U . It follows that there exists a function ϕ : D → R such that

∂U = {(ξ1, . . . , ξn) ∈ D ; ξn = ϕ (ξ1, . . . , ξn−1)} .
By (4.9), ϕ is locally Lipschitz continuous. This ends the proof of Theorem 4.3. �

We illustrate the notion of −→p -Lipschitz regularity on ellipsoidal disks and annuli. Contrary
to the notion of asymptotic −→p -stability, −→p -Lipschitz regularity does not distinguish these two
types of domains since they have common boundaries. We prove in Proposition 4.4 below that
ellipsoidal disks and annuli are −→p -Lipschitz if and only if small anisotropy is involved, the
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quantification for small anisotropy being precisely the quantification which, when not correct,
makes that ellipsoidal annuli are not asymptotically −→p -stable (ellipsoidal disks are always
asymptotically −→p -stable by Theorem 2.1). The notations in Proposition 4.4 below are those
of Proposition 3.1.

Proposition 4.4. Ellipsoidal disks like E(−→a ) and annuli like E(
−→
b )\E(−→a ) are −→p -Lipschitz if

and only if there holds
p+

p−
+
p+

p
≤ 2 , (4.11)

where p− = min (p1, . . . , pn) and p+ = max (p1, . . . , pn).

Proof. If (4.11) does not hold true, then we know from Proposition 3.1 that ellipsoidal annuli
are not asymptotically −→p -stable, and thus neither −→p -Lipschitz by Theorem 4.3. Since ellip-
soidal disks have common boundaries with ellipsoidal annuli, they are neither −→p -Lipschitz in
case (4.11) does not hold true. The proof of Proposition 4.4 then reduces to the proof that
ellipsoidal disks are −→p -Lipschitz in case (4.11) holds true. Clearly, for any −→a in

(
R∗+
)n

, we

get ∂E (−→a ) = ∂E (−→a ). We let (µα)α be a sequence of positive real numbers converging to 0,
(xα)α be a sequence on ∂E (−→a ). Up to a subsequence, we may assume that there exists an
index i0 such that

xiαµ
p−pi
pi

α = O

(
xi0αµ

p−pi0
pi0

α

)
(4.12)

as α→ +∞ for i = 1, . . . , n, where xα = (x1
α, . . . , x

n
α), and such that for any index i satisfying

pi < pi0 , there holds

xiαµ
p−pi
pi

α = o

(
xi0αµ

p−pi0
pi0

α

)
(4.13)

as α→ +∞. Since xα belongs to ∂E (−→a ), we may assume moreover that there exists an index
i1 such that there holds xi1α ≥ C > 0 for all α. By (4.11) and (4.12), it follows that

µ
2
p−pi
pi

α = O

(
µ

p−pi1
pi1

α

)
= O

(
xi1αµ

p−pi1
pi1

α

)
= O

(
xi0αµ

p−pi0
pi0

α

)
(4.14)

as α→ +∞ for i = 1, . . . , n.We then claim that there holds

µ

p−pi0
pi0

α = o
(
xi0α
)

(4.15)

as α→ +∞. In order to prove this claim, we distinguish three cases. In case pi0 < p+, (4.15)
follows from (4.14) with pi = p+. In case pi1 = pi0 = p+, by (4.12), we get that there holds
xi0α ≥ C > 0 for all α, and thus (4.15) holds true. In case pi1 < pi0 = p+, (4.15) follows from
(4.13) with pi = pi1 . By (4.12) and (4.14), we get that for any positive real number R, there
exists a positive constant CR such that, up to a subsequence, there holds

CR

n∑
i=1

ai

(
2
∣∣xiα∣∣µ p−pi

pi
α +R

p−pi
pi µ

2
p−pi
pi

α

)
≤
∣∣xi0α ∣∣µ p−pi0

pi0
α (4.16)

for all α. We prove that the ellipsoidal disk E (−→a ) is −→p -Lipschitz by showing that for any
positive real number R, there holds

lim inf
α→+∞

inf
y,z∈P

−→p
xα (Rµα)∩∂E(−→a )

∣∣∣∣∣∣ τ
−→p
µα,y (z)∣∣∣τ−→pµα,y (z)

∣∣∣ − ei0
∣∣∣∣∣∣ ≥ 2ai0CR ,
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where ei0 is the i0-th vector in the canonical basis of Rn. We proceed by contradiction and
we assume that there exist two positive real numbers ε and R and two sequences of points
yα = (y1

α, . . . , y
n
α) and zα = (z1

α, . . . , z
n
α) on P−→pxα (Rµα) ∩ ∂E (−→a ) such that there holds∣∣∣∣∣∣ τ

−→p
µα,yα (zα)∣∣∣τ−→pµα,yα (zα)

∣∣∣ − ei0
∣∣∣∣∣∣ ≤ 2ai0 (CR − ε) . (4.17)

For any α, we set

ξiα =
µ
pi−p
pi

α (ziα − yiα)∣∣∣τ−→pµα,y (z)
∣∣∣

for i = 1, . . . , n, and we compute

0 =

∑n
i=1 ai (z

i
α)

2 −
∑n

i=1 ai (y
i
α)

2∣∣∣τ−→pµα,yα (zα)
∣∣∣ =

n∑
i=1

aiξ
i
αµ

p−pi
pi

α

(
ziα + yiα

)
=

n∑
i=1

aiξ
i
α

(
2xiαµ

p−pi
pi

α +R
p−pi
pi ηiαµ

2
p−pi
pi

α

)
,

where |ηiα| < 1 for all α and i. By (4.15), (4.16), and (4.17), it follows that∣∣xi0α ∣∣µ p−pi0
pi0

α ≤ (CR − ε)
n∑
i=1

ai

(
2
∣∣xiα∣∣µ p−pi

pi
α +R

p−pi
pi µ

2
p−pi
pi

α

)
+ O

(
µ

2
p−pi0
pi0

α

)

≤ CR − ε
CR

∣∣xi0α ∣∣µ p−pi0
pi0

α + o

(∣∣xi0α ∣∣µ p−pi0
pi0

α

)
as α→ +∞, and thus there is a contradiction. We have proved that the ellipsoidal disk E (−→a )
is −→p -Lipschitz in case (4.11) holds true. This ends the proof of Proposition 4.4. �

The two figures below, Figures 7 and 8, illustrate Proposition 4.4 in the case of a disk
(ai = aj for i, j = 1, . . . , n). In Figure 7, there is small anisotropy (the strict inequality in
(4.11) holds true) and the domain behaves like in the isotropic case. The limit domain is a
halfspace. In Figure 8 the inequality in (4.11) is an equality and we are in the border case of
Proposition 4.4. The limit domain is delimited by a parabola.

Figure 7. Rescaling of a disk with small anisotropy (n = 2, p = 12, p1 = 1.5,
p2 = 2). The first line describes the scale in the rescaling. The second line
describes the deformation of the domain.
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Figure 8. Rescaling of a disk: the limit case (n = 2, p = 6, p1 = 1.2, p2 = 2).
The first line describes the scale in the rescaling. The second line describes the
deformation of the domain.

In addition to −→p -Lipschitz regularity for domains, we can also define a notion of −→p -regular
domains. The notion was introduced in El Hamidi–Vétois [14]. Ellipsoidal disks and annuli,
see [14], are −→p -regular if and only if the inequality in (4.11) is strict. For −→p -regular domains,
the limit sets turn out to be exactly like in the isotropic case, namely either the empty set,
a halfspace, or the whole space Rn. It can be proved that −→p -regular domains are always
−→p -Lipschitz.

Acknowledgments: The author wishes to thank Emmanuel Hebey for several helpful discus-
sions, remarks, and suggestions on the manuscript. He also wishes to thank Frederic Robert
for helpful comments on the manuscript.

References

[1] S. Antontsev, J. I. Dı́az, and S. Shmarev, Energy methods for free boundary problems: Applications to
nonlinear PDEs and fluid mechanics, Progress in Nonlinear Differential Equations and their Applications,
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