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Abstract. Energy-driven pattern formation induced by competing short and long-

range interactions is common in many physical systems. In these proceedings we report

on certain rigorous asymptotic results concerning global minimizers of a nonlocal pertur-

bation to the well-known Ginzburg-Landau/Cahn-Hilliard free energy. We also discuss

two hybrid numerical methods for accessing the ground states of these functionals.

1. Introduction: Energy-driven pattern formation. The analysis of pattern

formation in complex systems (both physical and biological) has long received attention

in the applied mathematics and physics communities (see for example [50, 18]). A central

viewpoint, emerging from the seminal work of Turing, has been that pattern formation

can be captured via bifurcations off a homogeneous (thermal equilibrium) state, wherein

patterns are classified according to linear instabilities of the homogeneous state. Even

outside this thermal equilibrium, it is often the case that there is some nonconvex energy

associated with the phenomenon, and the PDE models used are indeed variational; that

is, they represent a gradient flow (with respect to some metric) of the energy.

In recent years, mathematicians trained in the modern calculus of variations have taken

a different approach to pattern formation based upon methods which directly address

minimization of an energy. One attempts to capture and analyze observed patterns via

minimization of an energy defined over all possible patterns. The applications here are

significant, from ferromagnets, ferrofluids, and superconductors to elastic materials (e.g.

martensitic materials), biomembranes and block copolymers (cf. [32] and the references

therein).
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BA

Fig. 1. A diblock copolymer macromolecule composed of two homo-
geneous chains of monomers A and B respectively, grafted together.

In this article we will address energy-driven pattern formation induced by competing

short and long-range interactions (cf. [63]) where the interaction results in phase sep-

aration with an intrinsic length scale. We focus on a simple paradigm: a variational

problem, originally used to model self-assembly of diblock copolymers, consisting of a

nonlocal perturbation of a standard Cahn-Hilliard/Ginzburg-Landau energy. Clearly if

one wants to address the energy landscape of a nonconvex functional with a goal of

describing global minimizers, neither the local analysis around critical points, nor the

solution of a gradient flow from any given state, is sufficient. Rather, we require new tools

from nonlinear analysis and the calculus of variations supplemented by hybrid numerical

methods which go beyond the integration of a PDE. This is certainly a formidable task.

Consequently, we focus on our simple paradigm, and present a few rigorous results on

global minimizers and a few numerical methods which attempt to access these ground

states.

2. Self-assembly of diblock copolymers. Diblock copolymers are macromolecules

composed of two chemically distinct homogeneous polymer chains (of monomer species

A and B respectively) linked together by a covalent bond (see Figure 1). The thermo-

dynamical incompatibility between the different subchains drives the system to phase

separate; however, the covalent bonds between the different subchains prevent phase

separation at a macroscopic length scale. As a result of these two competing trends,

block copolymers undergo phase separation at a nanometer length scale, leading to an

amazingly rich array of nanostructures. These structures present tremendous potentials

for technological applications because they allow for the synthesis of materials with tai-

lored mechanical, electrical, and chemical properties (see [5, 21, 29]). One of the main

challenges is to describe and predict the possible nanostructures for a given set of molec-

ular parameters such as the polymer architecture and monomer-monomer interactions.

There are three dimensionless molecular parameters: (i) χ, the Flory-Huggins interaction

parameter which is inversely proportional to temperature and quantifies the incompat-

ibility of the two monomer species; (ii) N , the index of polymerization which is simply

the number of molecules in the polymer chain; (iii) f , the percentage of A monomers in

the total polymer chain.

The modeling of the self-assembly of these inhomogeneous polymers may seem to

be straightforward as there are two interacting effects which need to be appropriately

quantified and summed:
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• the chains like to be randomly coiled with Gaussian distribution (i.e. they behave

like a Brownian motion sample path).

• part of the chain (A subchain) wants to separate from the other part (B sub-

chain), without ever severing the covalent bond.

Ideally, a model should capture the self-assembled phase geometry depending on the

material parameters. Based upon the statistical physics of polymer chains, analyzing such

a model involves solving a highly nonlinear and nonlocal optimization problem – a very

difficult problem for which approximations are needed. Most of the theoretical studies

of block copolymers are based on a framework termed the self-consistent field theory

(SCFT) [21]. The SCFT of polymers is a field-theoretical representation of the statistical

mechanics of polymers. It transforms the formidable task of integrating contributions to

the partition function from many-chain interactions to the more manageable computation

of the contribution of one polymer in a self-consistent field. This results in a free energy

defined over monomer densities ρA and ρB and external (self-consistent) fields. The

monomer densities and external fields are coupled via modified diffusion equations from

the Feynman-Kac theory. Spectral-based numerical implementations of this theory have

been successful (cf. [41, 17]) in producing a phase diagram in the χN vs. f plane which

compares favorably with the experimental phase diagram of polyisoprene-polystyrene

[31].

A much simpler and direct phase field model was introduced by Ohta-Kawasaki in

[48]. Following Leibler [39], they invoked a Landau-type expansion in terms of monomer

densities and derived a Landau-type free energy functional. As noted in [47], the Ohta-

Kawasaki model gives rise to a nonlocal (of Coulombic type) perturbation of the ubiq-

uitous Cahn-Hilliard functional [6], which has been the generator of an immense body

of analytical work in applied mathematics and nonlinear partial differential equations

(cf. [20]). As noted in [14], one can derive this nonlocal Cahn-Hilliard functional from

the SCFT by linearization about the disordered state; the monomer densities are cou-

pled with the self-consistent external fields via a modified diffusion equation and, about

the disordered state, one linearizes the resulting dependence of external fields on the

monomer densities. This is sometimes called the random phase approximation. However

simple, we now show that this functional has a tremendously rich mathematical structure

in higher space dimensions.1 Because of the ubiquity of Coulombic-type interactions, the

functional can model many physical systems. It may also simply be viewed as a paradigm

for pattern formation induced by short and long-range interactions.

3. Nonlocal Cahn-Hilliard and isoperimetric problems, heuristics, and

some simulations. We minimize the functional defined over Ω ⊂ R
n:

(NLCH)

∫
Ω

(
ε2

2
|∇u|2 +

(1− u2)2

4

)
dx +

σ

2

∫
Ω

| ∇v |2 dx

1It is the higher-dimensional analogue of a functional studied by Müller [43] as a toy problem to
capture multiple scales.
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Fig. 2. Time series for the solution to the Cahn-Hilliard equation
(i.e. (MCH) with σ = 0) for a fixed value of m and random initial
conditions.

Fig. 3. Time series for the solution to (MCH) with σ > 0 with the
same value of m and initial conditions. Computations performed by
MSc student Ping Zhang at Simon Fraser University.

over the set{
u ∈ H1(Ω)

∣∣∣∣ −∫
Ω

u = m, −�v = u−m in Ω with either PBC or NBC

}
.

Here, PBC and NBC refer to periodic and homogeneous Neumann boundary conditions,

respectively. For the analysis of minimizers of (NLCH), it is convenient to use both types

of boundary conditions. For all simulations, we adopt periodic boundary conditions. In

the context of diblock copolymers, the order parameter u denotes the relative monomer

density; i.e., regions where u = 1 and u = −1 denote regions of pure A and B monomers

respectively. Since we are modeling a system (a melt) of diblock copolymers of identical

architecture, m = 2f − 1. The parameters ε and σ can also be related to χ,N, f (cf.

[14] and Remark 3.1). If the monomer chains were not connected, their phase separation

would be modeled by just the first two terms (the Cahn-Hilliard problem). The third

nonlocal term is a, perhaps crude, way of capturing the connectivity of the chains.

To highlight the Coulombic-type long-range interactions, note that the nonlocal term

may be written as∫
Ω

|∇v|2 dx =

∫
Ω

∫
Ω

G(x, y)(u(x)−m) (u(y)−m) dx dy,

where G denotes the Green’s function for −� with either periodic or Neumann boundary

conditions. It is also convenient to view this as the H−1 norm squared on the function

u−m, i.e. ∫
Ω

|∇v|2 dx =: ‖u−m‖2H−1(Ω) . (3.1)

Whereas the minimization of the first two terms in (NLCH) favors pure phases (u =

±1) with minimal interfaces, the third nonlocal term favors the average m. Combining

all three, minimization favors oscillations between the pure phases (with volume faction

m) and a set number of interfaces dictated by ε and σ. The simplest heuristic (confirmed

by simulations) is that minimizers will be periodic on an intrinsic length scale determined
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Fig. 4. Zero level sets of the final state for some sample 3D simula-
tions attempting to access the ground state; cf. [13].

by ε and σ. Herein lies the fidelity of (NLCH) to the diblock copolymer problem, with

the intrinsic scale being the consequence of the connectivity of the A and B subchains.

Note that this connectivity is now imposed as a soft constraint via minimization rather

than a hard constraint. The intrinsic length scale emulates the effective chain length of

a single diblock macromolecule.

It is convenient to compute the gradient flow of (NLCH) with respect to the Hilbert

space H−1. In doing so we obtain the following modified Cahn-Hilliard equation:

(MCH) ut = �
(
−ε2�u− u+ u3

)
− σ(u−m).

Since we compute the gradient flow in the H−1 norm, the presence of the nonlocal term

in the functional (NLCH) simply gives rise to a local zeroth order perturbation of the

well-known Cahn-Hilliard equation. However, as is illustrated in Figures 2 and 3, this

term favors u = m and significantly changes the dynamics and steady states. Figure 2

shows the solution at different times for the Cahn-Hilliard equation (i.e. σ = 0) with a

fixed value of m, random initial conditions, and periodic boundary conditions. Figure 3

gives the analogous picture for σ > 0 wherein an intrinsic length scale, independent of

the domain size, between the drops is eventually set. Note that for all simulations we

adopt periodic boundary conditions and deliberately take the domain size to be much

larger than this intrinsic length.

The precise geometry of the interfacial region will depend on m, and the range of

possibilities in 3D is significantly larger than in 2D. Numerical simulations suggest that

minimizers are periodic on some fixed scale independent of domain size and, within a

period cell, the structure appears to minimize surface area between the two phases. Thus

in 3D, the interface associated with minimizers resembles a triply periodic constant mean

curvature surface. Sample 3D simulations attempting to access the ground state are

shown in Figure 4.
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Remark 3.1 (Rescalings). One can rescale either (NLCH) or (MCH) to find that

there are actually only two relevant parameters, ε
√
σ and m, needed to address the

phase diagram. If one relates ε, σ,m to χ,N, f (cf. [14]), one finds that

1

ε
√
σ

∼ χN.

Remark 3.2 (Spectral analysis and local minimizers). An extensive spectral analysis

of certain phase geometries has been carried out in a series of papers by Ren and Wei

(see, for example, [54]–[59]). This has yielded stability results not only for standard

patterns like stripes, spots, rings, and spheres, but also, interestingly, for wiggled stripes

and spots.

There is a parameter regime wherein the only global minimizer of (NLCH) is the

uniform (disorder) state u ≡ m (cf. [13]). Glasner [22] has given a detailed study

of energy-minimizing equilibria and dynamics in a regime, close to the order-disorder

transition, where the homogeneous state is stable.

If one focuses on the strong segregation limit, wherein the interfacial thickness of the

phase boundaries tends to zero, the effective sharp interface problem (in the sense of

Γ-convergence) can be written as (cf. [52, 14, 65]): For γ > 0,

(NLIP) Minimize
1

2

∫
Ω

|∇u| dx + γ

∫
Ω

|∇v|2 dx,

over{
u ∈ BV (Ω, {−1, 1})

∣∣∣∣ ∫
Ω

u = m, −�v = u−m in Ω with either PBC or NBC

}
.

In this formulation u takes on only two values, and, hence, may be viewed as the char-

acteristic function of a set of finite perimeter, the perimeter of which is the first term in

the energy. The sole parameter γ will now determine the length scale of the minimizers.

Since this is a nonlocal perturbation of the well-known isoperimetric problem, we refer

to this variational problem as the Nonlocal Isoperimetric Problem.

Note that by the Direct Method in the Calculus of Variations, there exists at least

one minimizer of (NLCH) and (NLIP).

4. An intrinsic length scale for global minimizers based upon energy dis-

tribution. We address the periodicity of minimizers on an intrinsic length scale set by

the coefficients in the functionals. Naturally, the domain size and boundary may not be

exactly in sync with a given intrinsic period and, thus, even on a flat torus, an exact

periodic structure would need to “slightly” adjust its period length. Moreover the shape

of the domain boundary and the boundary conditions will have an effect, at least close

to the boundary. Thus we will seek asymptotic results in a regime where the domain

size is much larger than the intrinsic length. These results will not prove periodicity in

any sharp form. Rather, for minimizers on cubes whose size is much larger than this

intrinsic length scale, they will pertain to the uniform distribution of energy and density

variations.

In 1D, one may easily see why minimizers of (NLIP) should be periodic on an intrinsic

length scale. Let m = 0, set Ω = [0, 1], and for any u consider a primitive w (u = wx).
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x

Fig. 5

The nonlocal term (the H−1-norm squared of u) is now simply the L2-norm squared of

w. Thus the problem is to minimize:∫ 1

0

(
1

2
|wxx| + γ w2

)
dx

over all saw-tooth functions with wx = ±1. The second term by itself can be driven to

zero with increasing oscillations in w with equal volume faction. The first term penalizes

such oscillations. The effect of the two is to set a fixed number of oscillations (see Fig.

5), and vanishing first variation of the energy will imply periodicity. Note also that the

hard constraint ∫ 1

0

wx dx = 0

need not be imposed, as minimization of the energy will naturally choose such a function

(i.e., it appears as a soft constraint). Similar results exist for the associated diffuse

interface functional (cf. ([43, 53, 7, 70]).

In higher D, we note:

• heuristically, the balancing of all the terms should also result in some form of

periodicity – numerics support this;

• while there is no longer a primitive to work with, there is the analogous vector

field b = ∇v.

Let us now focus on global minimizers (cf. Remark 4.1). Whether or not a global

minimizer is exactly periodic remains open and, perhaps, debatable. We present a much

weaker statement about periodicity based upon uniform energy distribution.

4.1. For the (NLIP). We consider (NLIP) with the homogeneous Neumann boundary

condition and report on joint work with G. Alberti and F. Otto ([3]). The intrinsic

length scale for minimizers is set entirely by γ. Since our result will only be meaningful

for minimizers on domains of size larger than this intrinsic length, we take γ = 1 and

let Ω = QL, the cube [0, L]n. Consider a minimizer u0 for (NLIP) on QL (L 
 1) and

associated potential v0 where

−�v0 = u0 −m on QL, ∇v0 · ν = 0 on ∂QL. (4.2)

For l > 0 and a ∈ R
n, let Ql(a) denote the n-dimensional cube of side length l centered

at a. For any Ql(a) ⊂ QL define

E(u0, Ql(a)) :=
1

2

∫
Ql(a)

|∇u0| dx + γ

∫
Ql(a)

|∇v0|2 dx,

the restriction of the minimizer’s energy to Ql(a). We have:

Theorem 4.1 ([3]). Fix the dimension n and m ∈ (−1, 1). There exist positive constants

e0, C1, C2 such that: If u0 is a minimizer of (NLIP) on QL (L 
 1), then for every l such



524 RUSTUM CHOKSI

that C1 ≤ l ≤ L and Ql(a) ⊂ QL, we have

∣∣∣∣E(u0, Ql(a))

ln
− e0

∣∣∣∣ ≤ C2

l
.

Moreover, a similar statement holds separately for each term in the energy.

Note that the constants depend on both the space dimension n and volume fraction

m. These estimates tell us that the energy associated with a minimizer is uniformly

distributed on an intrinsic scale up to an error. The error is optimal in the following

sense: if the minimizer was exactly periodic and e0 was the energy per unit volume on

the entire domain, then a similar estimate would hold with the same l−1 decay rate.

In proving Theorem 4.1, a key estimate is that the gradient of the optimal potential

∇v0 is bounded in L∞, independent of the domain size L. It is further proved in [3]

that v0 is also uniformly bounded in L∞. These bounds can be used to give another

statement supporting the notion of periodicity based upon the decay of large-scale density

variations. To this end, consider any admissible u for (NLIP) on QL for L 
 1. Let

a ∈ Rn, BR(a) ⊂ QL, and define φR(x) := 1
Rnφ

(
x−a
R

)
with φ a standard mollifier with

support on B1(0). As our measure of large scale density variations, we consider the decay

in R of ∫
BR(a)

φR(x) (u(x) − m) dx. (∗) (4.3)

One can readily check that if u is exactly periodic, then (∗) decays exponentially fast.

Thus one can quantify a notion of almost periodicity via the rate of decay. If (u0,b0) is

the minimizer, then integrating by parts and using these L∞ bounds, we find

∣∣∣∣∣
∫
BR(a)

φR(x) (u0(x) − m) dx

∣∣∣∣∣ =
∣∣∣∣∣
∫
BR(a)

φR(x) (−�v0) dx

∣∣∣∣∣
=

∣∣∣∣∣
∫
BR(a)

∇φR(x) · ∇v0 dx

∣∣∣∣∣
=

∣∣∣∣∣
∫
BR(a)

(−�φR(x)) v0 dx

∣∣∣∣∣
≤ C

∫
BR(a)

|�φR(x)| dx

≤ C
1

R2

∫
B1(a)

|�φ(x)| dx

≤ C
1

R2
,

where C is a constant which depends only on n and m.



GLOBAL MINIMIZERS WITH LONG-RANGE INTERACTIONS 525

The proof of Theorem 4.1 is based upon the following reformulation of (NLIP). We

note that if v solves (4.2), then∫
QL

|∇v|2 dx =

min

{∫
QL

|b|2 dx
∣∣∣∣ b ∈ L2(QL,R

n), div b = u−m, b · ν = 0 on ∂QL

}
,(4.4)

where the minimum is attained only if b = ∇v. Hence, we consider the following refor-

mulation of (NLIP):

min
(u,b)∈A

F (u,b, QL) :=

∫
QL

|∇u| +
1

2

∫
QL

|b|2 dx,

where

A(QL) :=

{
(u,b)

∣∣∣∣ u ∈ BV (QL,±1), b ∈ L2(QL,R
n),

div b = u−m, b · ν = 0 on ∂QL

}
.

This reformulation has several advantages. For example, it localizes the functional and

facilitates the use of cutting and pasting arguments. It further allows us to divorce from

the particular choice of boundary conditions, here taken to be homogeneous Neumann.

In fact, one could dispense entirely with the boundary conditions for b · ν; as in the 1D

case, the correct mean will be enforced as a soft, rather than a hard, constraint.

Theorem 4.1 has an identical statement for minimizers of F (u,b, QL) over A. Its proof

combines many estimates. We note here that one of the key estimates for the cutting and

pasting arguments pertains to finding a good upper bound for the optimal energy on a

cube in terms of Neumann boundary data for b. That is, given g ∈ L2(∂Ql), we consider

Σg(Ql) := minF (u,b, Ql),

where the minimum is taken over all admissible pairs (u,b) with divb = u − m and

b·ν = g on ∂QL. We now relate Σg(Ql) to ‖g‖L2(∂Ql). A central difficulty lies in the lack

of convexity associated with the nonconvex constraint div b = u−m ∈ {−1−m, 1−m}.
To this end, we relax this constraint by dispensing of the order parameter u, focusing on

the bulk energy, and simply requiring div b ∈ [−1−m, 1−m]. This new relaxed problem,

involving only b, is convex and has a dual formulation which can be solved via a trace

estimate. We use the optimal b∗ to the relaxed problem to construct an admissible pair

as follows: We replace the [−1, 1]-valued function div b+m by a {−1, 1}-valued function

u that is piecewise constant on rectangles of diameter order 1, and is of the same local

volume fraction. The surface energy and the additional bulk energy are of the order ln.

4.2. For the (NLCH). Based upon the methods and reformulations used for (NLIP)

in [3], Spadaro [65] proved results in a similar spirit for the full diffuse interface func-

tional (NLCH). To be consistent with his statements, we now adopt periodic boundary

conditions. We recall (NLCH)∫
Ω

(
ε2

2
|∇u|2 +

(1− u2)2

4

)
dx +

σ

2

∫
Ω

| ∇v |2 dx.
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One can prove that the minimum energy scales like ε2/3σ1/3 ([9, 45, 65]). Also the

intrinsic length scale of the minimizer is readily seen to scale like (ε/σ)1/3. Thus we now

keep the sample size fixed, i.e.,

Ω = T
n, the n-dimensional torus of unit volume,

and seek an estimate for the regime where ε/σ 
 1, i.e. where the number of “period”

cells is very large. This estimate will tell us that on any subcube of side l times (ε/σ)1/3,

the energy of a minimizer is approximately equal to ε2/3σ1/3 times the volume of the

subcube.

For a given ε and σ, consider any minimizer uε,σ of (NLCH) on T
n with associated

potential vε,σ, where

−�vε,σ = uε,σ −m on T
n.

For any Ql(a) ⊂ T
n define

Eε,σ(uε,σ, Ql(a)) :=

∫
Ql(a)

(
ε2

2
|∇uε,σ |2 +

(
1− u2

ε,σ

)2
4

)
dx

+
σ

2

∫
Ql(a)

| ∇vε,σ |2 dx.

We have

Theorem 4.2 ([65]). Fix the dimension n and m ∈ (−1, 1). There exist positive con-

stants C1, C2 and a constant eε,σ depending on ε and σ such that if ε/σ ≤ C1, C
−1
1 ≤ l ≤

(σ/ε)1/3, and a ∈ T
n, we have∣∣∣∣∣∣Eε,σ(uε,σ, Q(ε/σ)1/3l(a))

ε2/3σ1/3
(
(ε/σ)1/3 l

)n − eε,σ

∣∣∣∣∣∣ ≤ C2

(
1

l
+ ε2/3σ1/3

)
.

Moreover, there exists a constant e∗0 such that

lim
ε/σ→ 0

eε,σ = e∗0.

Note here that the constant e∗0 will depend on n and m and the structure of the

double-well energy. Via the Modica-Mortola Gamma-convergence theorem (cf. [2, 42]),

one can relate our e0 for the sharp interface energy to e∗0 (cf. [65]). Here one rescales

space based upon the length scale (ε/σ)1/3 and rewrites the energy in terms of the small

parameter ε2/3σ1/3 (cf. Remark 3.1).

Similar to the previous idea of addressing the decay of large-scale density variations

via (4.3), a corollary of Theorem 4.2 presented in [65] is that, under the same hypothesis

as in Theorem 4.2, there exists a constant C3 such that each minimizer uε,σ satisfies∣∣∣∣∣−
∫
Q

(ε/σ)1/3l
(a)

uε,σ dx − m

∣∣∣∣∣ ≤ C3

l
.

Remark 4.1 (Intrinsic scale for local minimizers). The proofs of Theorems 4.1 and

4.2 very much rely on the fact that we have a global minimizer. Given the weak nature of

their statements, it is possible that a similar estimate holds for any stable critical point.
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An interesting question concerns whether or not stable critical points of (NLIP) cor-

respond to local minimizers in the sense that they are minimal with respect to small L1

perturbations. Recently, Acerbi, Fusco and Morini [1] have proven such a result. This

notion of local minimality can be lifted up to the diffuse interface problem (NLCH) via

Γ-convergence [33, 1].

Remark 4.2 (Periodicity in related discrete models). Periodicity of the ground state

in many discrete models (in condensed matter physics) is also often expected but very

difficult to prove. Some examples are the work of Theil on two-dimensional Lennard-

Jones crystallization [69], and work on long-range dipolar and short-range ferromagnetic

interactions by Giuliani, Lebowitz, and Lieb [23, 24]. The later work relies on a notion

of Reflection Positivity.

5. The regime of small volume fraction and isolating the effects of the

long-range interactions. In the previous section we addressed the intrinsic length

scale of global minimizers. Simulations (e.g. [67, 68, 13]) show that level sets of (diffuse)

phase boundaries strongly resemble a triply-periodic surface of constant mean curvature.

However, on a finite torus, the combination of long-range and boundary effects will dictate

that phase boundaries of global and local minimizers will NOT, in general, have constant

mean curvature (see [44, 55, 15]). This perturbation from constant mean curvature

seems to be very small – too small for numerical detection. How can we address this

rigorously? A natural regime to focus on is the regime of a small volume fraction wherein

the minimizing phases resemble small spherical inclusions of one phase in a large sea of

the other phase. This is often called the droplet regime, and we shall henceforth refer

to these droplets as particles. Focusing on this regime will allow us to decompose the

nonlocal effects into self-effects on the shape of a single particle and interaction effects

between different particles.

5.1. A Γ-convergence based asymptotic decomposition. Here we discuss joint work with

M. Peletier ([11, 12]). We adopt the periodic boundary conditions and, working in

dimension n = 3, we set the domain equal to T
3, the 3−dimensional torus of unit

volume. For convenience let us use a double-well potential in (NLCH) with wells at 0

and 1, and rewrite (NLCH) as

E(u) := ε2
∫
T3

|∇u|2 dx +

∫
T3

u2(1− u)2 dx + σ

∥∥∥∥u−−
∫
T3

u

∥∥∥∥2

H−1(T3)

.

Note that f = −
∫
T3 u. We give an asymptotic description in the sense of Γ-convergence

(cf. [4]) for E in a limit wherein

• ε → 0 and f → 0 (suitably slaved)

• σ is chosen such that the number of small particles remains O(1).

We will see

• the weak convergence (as measures) of a minimizing sequence to a collection of

weighted delta measures

• an asymptotic description for the energy retaining information on the limiting

shapes/patterns. At the leading order this will yield a functional associated with

each delta mass, which isolates the effect of the long-range interactions on a
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single particle. At the next order we see the Coulomb-like interaction functional

on the delta masses which is responsible for the self-assembly of the particles.

To this end we introduce a small parameter η where∫
T3

u = f = η3M,

and set

v :=
u

η3
, σ =

ε

η3
, W̃ (v) := v2(1− η3v)2.

Note that the wells of W̃ are 0 and 1/η3, and the limiting (as η → 0) total mass is set

by M .

Rewriting E(u) in terms of v, we find:

εη2

{
η

(
εη3

∫
T3

|∇v|2 + η3

ε

∫
T3

W̃ (v)

)
+ η

∥∥∥∥v −−
∫
T3

v

∥∥∥∥2

H−1(T3)

}
,

where the H−1-norm is defined by (3.1). The terms in the outer parentheses remain O(1)

as ε, η → 0. Thus we focus on

Eε,η := η

(
εη3

∫
T3

|∇v|2 + η3

ε

∫
T3

W̃ (v)

)
+ η

∥∥∥∥v −−
∫
T3

v

∥∥∥∥2

H−1(T3)

.

As in [11, 12], it is convenient to first let ε tend to zero and then address the η-asymptotics

of the sharp interface limit (Γ-limit). By the Modica-Mortola Theorem [2, 42], for η fixed,

the Γ-limit as Eε,η is readily seen to be

Fη(v) := η

∫
T3

|∇v| + η

∥∥∥∥v −−
∫
T3

v

∥∥∥∥2

H−1(T3)

defined for v ∈ BV (T3, {0, 1/η3}).

Note that minFη ∼ O(1) as η → 0.

Let X denote the space of Radon measures with the topology of weak ∗ convergence.

For μη, μ ∈ X, μη ⇀ μ denotes weak ∗ measure convergence, i.e.∫
T3

f dμη →
∫
T3

f dμ

for all f ∈ C(T3). We use the same notation for functions, i.e. when writing vη ⇀ v0, we

interpret vη and v0 as measures whenever necessary. We trivially extend the functional

Fη to all of X by assigning it to be +∞ outside its domain of definition. We then have

Theorem 5.1 ([11]). Let

F0(v0) :=

{∑
i∈I f0(mi) if v0 =

∑
i∈I miδxi

,

∞ otherwise,

where the localized energy for mass weight mi is given by2

f0(mi) := inf

{∫
R3

|∇w| +

∫
R3

∫
R3

w(x)w(y)

4π|x− y| dx dy
∣∣∣∣w ∈ {0, 1},

∫
R3

w = mi

}
.

2The second long-range term may be viewed as the H−1-norm squared on all of the space, i.e.,
‖w‖2

H−1(R3)
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Fig. 6

Then, within the space X, we have Fη
Γ−→ F0.

By Fη
Γ−→ F0, we mean:

• (The lower bound and compactness) Let vη be a sequence in X with fixed mass∫
T3 vη and bounded energy Fη(vη). Then (up to a subsequence) vη ⇀ v0, where

the support of v0 is countable and

lim inf
η→0

Fη(vη) ≥ F0(v0).

• (The upper bound) Let v0 ∈ X with F0(v0) < ∞. Then there exists a sequence

vη ⇀ v0 such that

lim sup
η→0

Fη(vη) ≤ F0(v0).

The main technical difficulties associated with the proof lie in proving that, without

loss of generality, any sequence with bounded energy and fixed (or simply bounded) mass

must decompose into a collection of well-separated particles which converge to weighted

delta measures (cf. Fig. 6). That is, we may assume that there is a finite collection of

nonoverlapping sets Σi ⊂ T
3 (of length scale ∼ η) such that

vη =
∑

viη, where viη =
1

η3
χΣi

vη ⇀ v0 =
∑

mi
0δxi

.

With this in hand, let us outline the basic step for the lower bound (see [11] for details).

The energy now decomposes as follows:

Fη(vη) = η
∑
i

{∫
T3

|∇viη|+
∫
T3

viη ∗Gviη

}
+ η

∑
(i,j): i �=j

∫
T3

viη ∗Gvjη, (5.5)

where G is the Green’s function of −� on T
3. We now consider a mass-conservative

rescaling that maps the amplitude to 1,

wi
η(x) := η3viη(ηx).

Rewriting (5.5) in terms of the wi
η, we find the second sum to be O(η). Writing the G

as the fundamental solution plus a corrector and letting η → 0 yields F0.

For the Γ-expansion, we can then subtract from the energy the leading-order term,

renormalize (i.e. divide by η), and then let η → 0. We then find (cf. [11]) a discrete

Coulomb-like interaction term between the delta masses which is responsible for the

self-assembly of the particles.
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In [12] we show how to modify the two parts of Theorem 5.1 to obtain the same Γ-limit

for the diffuse interface functional in a diagonal limit in which both ε and η tend to zero

with a particular slaving of ε to η. To be brief, the lower bound involves a truncation

argument. For the upper bound, we lift a sharp interface sequence to a diffuse interface

sequence via a suitable quantification of Modica-Mortola construction in [42, 2].

Remark 5.1 (Γ-convergence and the energy landscape). De Giorgi’s definition of

Γ-convergence (including the associated compactness statement) immediately implies

convergence of global minimizers. However, since its inception, it has proven to be a

rather robust notion, retaining much of the general energy landscape structure from the

point of view of local minimizers, critical points, and even certain gradient flow dynamics

(see for example [33, 62, 30]).

Remark 5.2 (Related asymtoptic descriptions). A different Γ-convergence study in

the small volume fraction regime has recently been done by Goldman, Muratov and

Serfaty [25, 26]. They work in 2D and focus on a regime associated with macroscopically

large domains wherein the number of particles is not fixed. Within this regime they give

an asymptotic, Γ-convergence based description of the energy. Working in 2D allows

them to exploit some rather strong results of Muratov [45], which gives a description of

global minimizers in terms of nearly round droplets.

Recently Cicalese and Spadaro [16] have given a rather detailed asymptotic description

of the energy in (NLIP) in all space dimensions. They focus on regimes associated to

a small volume fraction wherein the isoperimetric term is stronger than the nonlocal

one and give a detailed description of the geometry of minimizers, focusing on a single

droplet.

5.2. The single particle energy. We recall the leading order energy3 of a single particle

(droplet). For a > 0, this is

inf

{∫
R3

|∇w| +

∫
R3

∫
R3

w(x)w(y)

4π|x− y| dx dy
∣∣∣∣w ∈ {0, 1},

∫
R3

w = a

}
. (5.6)

Note that the two terms in (5.6) are in direct competition: balls are best for the

first term and worst for the second (the Coulombic potential). The latter point has an

interesting history. Poincaré [51] considered the problem of determining possible shapes

of a fluid body of massm in equilibrium. In a simplified form, this amounts to minimizing

the total potential energy of a body (region) E:∫
E

∫
E

− 1

C |x− y| dx dy,

where −(C|x− y|)−1, C > 0 is the potential resulting from the gravitational attraction

between two points x and y in the fluid. Poincaré showed that under some smoothness

assumptions a body has the lowest energy if and only if it is a ball. It was not until almost

a century later that the essential details were sorted via the rearrangement ideas of Steiner

for the isoperimetric inequality. These ideas are captured in the Riesz Rearrangement

Inequality and its development (cf. [38, 37]).

3This functional is also related to the Thomas-Fermi-Dirac-von Weizsäcker model for electrons (cf.
[36, 40]).
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So the two terms are in direct competition. We conjecture that the former wins, for

m0 below some threshold m∗, while the latter wins above this threshold. That is, we

conjecture ([12]) that there exists m∗ > 0, such that for all m0 ≤ m∗, there exists a

unique global minimizer of (5.6), and it is a single ball of mass m0. For m0 > m∗,

a minimizer fails to exist. In fact, as m increases past m∗, the ball remains a local

minimizer, but a minimizing sequence consisting of two balls of equal size, that move

away from each other, has lower limiting energy. This separation is driven by the H−1

interaction energy, which attaches a positive penalty to any two objects at finite distance

from each other. The limiting energy of such a sequence is thus simply the sum of the

energies of two noninteracting balls. The results of [11] will imply the existence of a

minimizer for m0 sufficiently small; however with no explicit bound on m0. Recently, Lu

and Otto [40] have proved that for m0 sufficiently large (again with no explicit bound),

a minimizer fails to exist.

Proving that the only global minimizers of (5.6) are balls would provide rigorous

support for why minimizers of (NLCH) have phase boundaries which resemble periodic

constant mean curvature surfaces; the nonlocal (long-range term) sets a periodic structure

but within a period cell, the first two terms (associated with the perimeter) prevail.

We note that Knuepfer and Muratov [34] have recently addressed the analogue of

(5.6) in 2D. There are also many interesting questions associated with local minimizers

associated with (5.6) (see for example [46, 60]).

6. Some other results for global minimizers. Using a novel application of the

modular function, Chen and Oshita [8] prove that in 2D, and under some assumptions

on the admissible class, a hexagonal pattern is a ground state.

Sternberg and Topaloglu [66] have recently considered (NLIP) in the regime of small

γ. They prove regularity of the phase boundary (for local minimizers) and prove that

there is an interval of values for the mass constraint such that the global minimizer is

exactly lamellar.

Peletier and Veneroni [49] study a related model with equal volume fraction (m = 0)

wherein the nonlocal term is replaced with a Monge-Kantorovich distance. For the two-

dimensional system, they prove the following asymptotic result, for an appropriate small

parameter ε, supporting the statement that the ground state is periodic stripes. In the

limit ε → 0, any sequence of patterns with uniformly bounded energy becomes stripe-

like; the pattern becomes locally one-dimensional and resembles a periodic stripe pattern

of periodicity O(ε). In the limit, the stripes become uniform in width and increasingly

straight.

They prove that their energy admits locally minimizing stripe patterns of width O(ε).

As ε → 0, they prove that any admissible sequence with bounded energy must become

stripe-like, and these stripes become increasingly straight and uniform in width.

Van Gennip and Peletier [27] also address global minimizers for related sharp interface

functional modeling diblock-homopolymer blends. In 1D, they prove existence of min-

imizers of this functional and describe in detail the structure and energy of stationary

points. Moreover, they characterize the conditions under which the minimizers may be
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nonunique. In higher dimensions they construct lower and upper bounds on the energy

of minimizers, and explicitly compute the energy of spherically symmetric configurations.

7. Computationally accessing a global minimizer. For the simulation of mini-

mizing structures, it is natural to focus on gradient descent, for example the H−1 gradi-

ent flow (MCH).4 Even though this gives rise to a stiff 4th-order PDE, many successful

methods are readily available for its time integration (cf. for example [35, 19, 28]). In

fact, several of these methods are unconditionally gradient stable with respect to time-

stepping.

On the other hand, simulations starting from random initial conditions, which eventu-

ally stabilize, are in no way guaranteed to stabilize in a global minimizer. The functional

(NLCH) has many local minimizers and metastable states near which the dynamics are

very slow. The latter is often called dynamic metastability and is characterized by evo-

lution so slow that solutions appear to be stable. This metastable behavior can be

misleading in the sense that after a long time, the solution undergoes drastic change.

Numerically, one cannot distinguish a metastable state from a stable one, since they are

both identified as solutions for which the relative change in u−m or the energy between

time-steps is smaller than some tolerance level. Techniques for dealing with metastabil-

ity and highly nonconvex energy landscapes often belong to the broad class of statistical

methods, called simulated annealing. They were created to navigate through a complex

energy landscape in search of a global minimizer. A very simple form of simulated anneal-

ing can be achieved by adding unbiased noise to the evolved metastable state. This may

force the solution out of the local minimizer that it is stuck in and make it continue its

evolution through the energy landscape. Unfortunately, this approach does not provide

a guaranteed way of addressing metastability as too much noise leads to the divergence

of the solution and, even when the solution remains bounded, there is no way of ensuring

that it will not revisit the local minimizers that it was stuck in before. Also, the added

noise is very quickly damped out due to the 4th-order derivative term in this problem.

We briefly present two examples of systematic methods which have proven fruitful.

7.1. Spectral weighting. We present results for a technique of spectral filtering imple-

mented in joint work with Maras and Williams [10]. Here our task was to simulate the

ground state of (NLCH) on T
2 throughout parameter space. One of the methods em-

ployed was spectral weighting which is based upon the removal of insignificant spectral

components from an evolved state. That is, we evolve the solution of (MCH) from ran-

dom initial conditions until a structure is formed, compute its Fourier coefficients, and

keep only the modes which correspond to the coefficients above a certain threshold. The

evolution is then continued and the process of spectral filtering repeated. Functional

(NLCH) can be thought of as a length selection mechanism and thus we evolve (NLCH)

until past the point that the dominant length-scale has emerged. Denoting this length

4Alternatively one could consider the 2nd-order L2 gradient flow which can either be written as an
integral-differential equation or a system of two differential equations. Here one would also have to
numerically adjust for the required mass conservation.
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scale by k∗, we damp the Fourier coefficients as follows: û(k) → w(k; k∗)û(k), where

w(k; k∗) = (1− ρ) +

ρ
(
exp

(
−5(1− |k|/k∗)2

)
+ exp

(
−5(2− |k|/k∗)2

)
+ exp

(
−5(3− |k|/k∗)2

))
.

This keeps information at all wavelengths but focusses the dynamics at the key length-

scale and its higher harmonics. Choosing a good value for the parameter ρ is rather ad

hoc; experimentation indicates (i) there is little difference in the outcome with 0.05 ≤
ρ ≤ 0.3, (ii) with ρ too small, there is no effect, and (iii) the “wrong” pattern may emerge

if ρ is too large or the standard gradient flow is not run long enough.

Figure 7 shows two runs for (MCH) on T
2 from the same initial conditions. The top

has no spectral damping and ends up stuck in a metastable state whereas the bottom

leads to straight stripes which we believe is the global minimizer. The energy of both

runs is shown in the top of Figure 7 where the difference between the two runs is almost

indistinguishable. A detailed view of the energy is presented at the bottom. See [10] for

more details.

7.2. Motion by mean curvature. We present a simple illustration of motion by mean

curvature as an annealing technique. This is work in progress with Shahriari and Ruuth

[64] which numerically addresses (NLCH) and (MCH) on surfaces using the Closest Point

Method of Ruuth and Merriman [61]. On any given surface, we combine the time inte-

gration of the (MCH) with motion by mean curvature (viewing u as a level set function)

to arrive at low energy states. Motion by mean curvature focuses on minimizing the
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Fig. 8

first two terms in (NLCH). Figure 8 illustrates this technique, working on the sphere in

the lamellar regime. The top line shows a few late time shots (suitably rotated) of the

evolution of (MCH) from random initial conditions. These stabilize in a stripe pattern

possessing several defects. We now apply motion by mean curvature with time shots il-

lustrated in the second line; here the energy increases. Lastly, we again evolve according

to (MCH); however, this time the run stabilizes in a state of lower energy than had been

previously reached. This final state is still a stripe pattern but with less curvature and,

more importantly, fewer defects.
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