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MATH 251: Algebra 2
Solutions to Assignment 8

1. Since P2—P = 0 we have V = Ker(P?—P) = Ker(P(P—1)) = Ker(P)®Ker(P—1) = Ker(P) ®Ker(Q).
Now v € Ker(Q) = v=Pkv) = veImP)and v € Im(P) = v=Pu) = Qv) =

(1-P)P(u) =0 = v € Ker(Q). Hence Ker(Q) = Im(P). Similarly, since Q* = (1 — P)? =

1-2P+ P?=1-P = Q, we have Ker(P) = Im(Q). If V is an inner product space, we have P =

Py <= Im(P) L Ker(P). If P is self-adjoint then P(u) =0 = < u, P(v) >=< P(u),v >= 0 which

implies P = Py,. Conversely, if P = Py then < P(u),v >=< P(u), P(v) + Q(v) >=< P(u), P(v) >=
P(u) + Q(u), P(v) >=< u, P(v) > which implies that P is self-adjoint.

2.

(a)

(b)

If A = [a;], B = [b;] we have < A, B >= tr(AB") = >, ; ajjb; = tr(BA") =< B,A >. Hence
< AA >= Zm af > 0 with equality iff a;; = 0 for all 4,j. We also have < aX + bY,Z >=

tr((aX + bY)Z') = tr(aXZ' + bYZ') = a < X,Z > +b < X,Z > so that <, > is an inner product.
It A = E ﬂ we have < X,T(Y) >= tr(X(AY)') — tr(X(YA)") = tr(XY'A) — tr(XAY") =

tr(AXY?) — tr(XAY?') =< T(X),Y >. Since T2 = 4T we have T(T — 2)(T + 2) = 0 so that

the possible eigenvalues are 0,2, —2. We have Ker(T) = Span( [(1) (1)] , E H ), Ker(T — 2) =

Span( B _ﬂ ), Ker(T + 2) = Span( {_11 _11} ). Applying Gram-Schmidt to each eigenspace

and normalizing we get the following orthonormal basis of V'

i 1 0 i 0 1 1 1 1 1 1 -1
V20 117 a1 07 2[-1 -1 2|1 -1
consisting of eigenvectors of T'.

We have (A — I)? = 3(A —I) so that (A — I)(A —4I) = 0. Since A # I,41, the polynomial
(X —1)(X —4) is the minimal polynomial of A and 1,4 are the eigenvalues of A. We have

1 1
,  Null(A —4I) = Span(|—1|, | 0 |).
0 -1

Null(A —I) = Span(

—_ = =

Applying Gram-Schmidt to the second eigenspace and normalizing, we get

1! 1|1 1|1

fo=—4=|-1|, fa=

= — 11 =— 11
= v |5 V|

The matrix P with columns fi, fo, f3 is an orthogonal matrix with

P'AP =P 'AP =

S O =
o = O
= o O

If X = PY we have ||X|[2 =< PY, PY >=< Y, P'PY >=< Y,Y >= ||Y]|? so that || X|| = [|Y]l.
Since ¢(X) = X'AX = Y'P'APY = 4y% + y3 + y3 we have

IX[12 = IV IP = 9i + 93 +u3 < a(X) <497 +4y3 + 43 = 4||Y|* = 4]| x|

Hence 1 < ¢(X) < 4 on the unit sphere || X|| = 1.



(c) To obtain the spectral decomposition of A we have A = 4f; f{ + fofs + f3fL. Hence

1/3 1/3 1/3 /2 —-1/2 0 1/6 1/6 —1/3
A=4|1/3 1/3 1/3| + |-1/2 1/2 0|+ | 1/6 1/6 —1/3
1/3 1/3 1/3 0 0 0 -1/3 -1/3 2/3
Adding the last two matrices yields the spectral decomposition
1/3 1/3 1/3 2/3 -1/3 -1/3
A=41(1/3 1/3 1/3| +|-1/3 2/3 -1/3
1/3 1/3 1/3 -1/3 -1/3 2/3
(d) The following eight matrices B are symmetric and B? =
1/3 1/3 1/3 /2 -1/2 0 1/6 1/6  —1/3
B=+211/3 1/3 1/3| £ |-1/2 1/2 0 + | 1/6 1/6  —1/3
1/3 1/3 1/3 0 -1/3 -1/3 2/3
4/3 1/3 1/3 1/3 4/3 1/3 0 1 1 1 0 1
=+ (1/3 4/3 1/3|,+1(4/3 1/3 /3 |,+|1 0 1|,+[0 1 1
1/3 1/3 4/3 1/3 1/3 4/3 1 1 0 1 1 0

To see that these are the only possible such symmetric matrices B we use the fact that B commutes
with A. This implies that A and B are simultaneously diagonalizable. Thus, there is an invertible

matrix @ with

4 0 0
Q'AQ=10 1 0|, Q'BQ=
00 1

Since B? = A, we have a? = 4,b? = ¢? = 1 which
8 matrices B.

3 1

tA
We have A'A = L 3

} The matrix P = [

1/v2 2
—-1/V2 1/V2

0 0
b 0
0 c

o o e

gives a = +2,b = ¢ = +1. This yields precisely

1/

is an orthogonal matrix whose

columns f1, fo are eigenvectors of A with eigenvalues 2,4 respectively. We have

11 0 0
1/V2
Afy =11 -1 = V2] =Vv2 1] =vV2¢,
1 1_{_1/\/5} 0 0 !
1 1] g 1/
1//2
Afy=[1 -1 —lol=2] 0 | =20
Tl 1_[1/\/5 V2 1/V2 "

The vectors g1, g» defined above are orthonormal vectors and v/2,2 are the singular values of A.

The singular value decomposition of A is

A =V2g f{ + 2914

0 1/v/2
=v2 (1| [1/v2 —1/vV2]+2| O |[1/v2 1/V2]

0 1/v2

0 0 1/2 1/2

=v2(1/v2 —-1V2[+2[ 0 0

0 0 1/2 1/2

(b) The generalized inverse of A is

1, ., 1, , 1o 1/v/2 o], 1[t/2 0o 1/2] [1/4 1/2 1/4
A+_\/§f191+2f292_\/§{0 —1/v2 0]+2[1/2 0 1/2}—[1/4 ~1/2 1/4]



5.

(a) We have AA* = ﬁ 1] [1Z _1”.] = B (2)] = {12 _1“.] [i 1] = A*A so A is normal.

(b) Since A has constant row sums = 1+ 4 the the vectors is an eigenvector of A with eigenvalue

1
1
1+ 4. Since the trace of A is the sum of the eigenvalues, the other eigenvalue is i — 1 with
1]. The matrix U = E;g 711/\/52 , whose columns fi, fo are the normalized
1+ 0
0 i- 1} ’

eigenvector {1

eigenvectors of A, is a unitary matrix with U1 AU = {

(¢) The spectral decomposition of A is

A=A+ fiff + (-1 fafs = (1+14) Eﬁ 1;;] +(i-1) [11//22 _11//22} '



