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1. (a) Since a(u, 0) + b(v, 0) = (au + bv, 0) and a(0, u) + b(0, v) = (0, au + bv) we see that U1, V1 are subspaces
since (0, 0) ∈ U1, V1. It also follows that the mappings f1 : U → U1, f2 : V → V1 defined by f1(u) = (u, 0),
f2(v) = (0, v) are linear and hence isomorphisms since they are bijective. Since (u, v) = (u, 0) + (0, v) we see
that V × V is the sum of U1 and V1. The sum is direct since U1 ∩ V1 = {(0, 0)}.

(b) Since T (a(u1, v1) + b(a2, v2)) = T (au1 + bu2, av1 + bv2) = (au1 + bu2) + (av1 + bv2) = a(u1 + v1) + b(v1 +
v2) = aT (u1, v1) + bT (u2, v2) we see that T is linear. The image of T is U + V and the kernel of T
is Z = {(u, u) | u ∈ U ∩ V }. The mapping g : U ∩ V → Z defined by g(u) = (u, u) is linear since
g(au + bv) = (au + bv, au + bv) = a(u, u) + b(v, v) = ag(u) + bg(v). Since g is bijective, it is an isomorphism.
Hence dim(U + V ) + dim(U ∩ V ) = dim(Im(T) + dim(Ker(T)) = dim(U×V) = dim(U) + dim(V).

(c) Let u1, u2, . . . , ur, v1, v2, . . . , vs, w1, . . . , wt be distinct elements of B1, B2, B3 respectively. If

a1u1 + . . . + arur + b1v1 + · · ·+ bsvs + c1w1 + · · ·+ wt = 0

a1u1 + . . . + arur + b1v1 + · · ·+ bsvs = c1w1 + · · ·+ wt ∈ U ∩ V which implies c1 = · · · ct = 0. But then

a1u1 + . . . + arur + b1v1 + · · ·+ bsvs = 0

which implies a1 = · · · = ar = b1 = · · · = cs = 0. Hence B1 ∪ B2 ∪ B3 is independent and hence a basis of
U + V since U + V is spanned by this set.

2. (a) If A = [aij ], B = [bij ] then tr(aA + b B) =
∑

i(a aii + bbii) = a
∑

i aii + b
∑

i bii = a tr(A) + b tr(B) and
tr(AB) =

∑
i,j aijbj i =

∑
i,j bijaj i = tr(BA).

(b) If Eij is the n × n matrix with (i, j)-th entry 1 and all other entries equal to 0, we have EijEk` = δjkEi`.
Hence EikEkj − EkjEik = Eij if i 6= j and Eii − Ekk if i = j. If W = Ker(tr) then dim(W ) = n2 − 1.
Since the n2 − n matrices Eij with i 6= j together with the n − 1 matrices E11 − Ejj with 2 ≤ j ≤ n are
a basis for W , we see that W is spanned by the matrices of the form AB − BA. If φ is a linear form on
Fn×n then, since every matrix A = [aij ] can be written in the form tr(A)E11 + B with B ∈ W , we have that
φ(A) = φ(E11)tr(A) which shows that φ = c tr with c = φ(E11).

(c) We have B = P−1AP so that tr(B) = tr(P−1AP) = tr(APP−1) = tr(A).

3. (a) If W = Span((1, 1, 1, 1, 1), (1, 0, 1, 1, 0), (0, 1, 0, 1, 0)) and φ(x1, . . . , x5) = a1x1 + . . . + a5x5 then φ ∈ W 0 if
and only if a1 + a2 + a3 + a4 + a5 = 0, a1 + a3 + a4 = 0, a2 + a4 = 0. Since the solution set of this system of
equations has for basis (1, 0, 1, 0, 0), (1, 1, 0, 1, 1), the subspace W 0 has for basis φ1, φ2, where φ1(x) = x1 +x3,
φ2(x) = x1 + x2 + x4 + x5.

(b) We have φ ∈ (U + V )0 ⇐⇒ φ(U) = φ(V ) = {0} ⇐⇒ φ ∈ U0 ∩ V 0. If V is finite-dimensional we have
(U0 + V 0)0 = U00 + V 00 = U + V and (U ∩V )00 = U ∩ V which implies (U ∩V )0 = U0 + V 0 since they have
the same annihilator.

4. (a) We have φ ∈ Im(T)0 ⇐⇒ φ ◦ T(U) = 0 ⇐⇒ Tt(φ)(U) = 0 ⇐⇒ Tt(φ) = 0 ⇐⇒ φ ∈ Ker(Tt) and
u ∈ Im(Tt)0 ⇐⇒ φ(T(u)) = 0 for all φ ∈ V∗ ⇐⇒ T(u) = 0 ⇐⇒ u ∈ Ker(T)

(b) If dim(U) < ∞ we have rank(T) = dim(Im(T)) = dim(U) − dim(Ker(T)) = dim(Im(Tt)) = rank(Tt) and if
dim(V ) < ∞ we have rank(Tt) = dim(Im(Tt)) = dim(V)− dim(ker(Tt)) = dim(Im(T)) = rank(T).


