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1. The function y = f(xf is a solution of the given differential equation ⇐⇒ f ∈ Ker(D4− 6D3 +13D2− 12D +4),
where D is the differentiation operator on the vector space of infinitely differentiable real-valued functions on R.
Since X4 − 6X3 + 13X2 − 12X + 4 = (X − 1)2(X − 2)2, we have

Ker(D4 − 6D3 + 13D2 − 12D + 4) = Ker((T − 1)2(T − 2)2) = Ker(T − 1)2 ⊕Ker(T − 2)2

= span(ex, xex)⊕ span(e2x, xe2x)

= span(ex, xex, e2x, xe2x)

which shows that f(x) = aex + bxex + ce2x + dxe2x for unique a, b, c, d ∈ R. The given initial conditions f(0) =
f ′(0) = f ′′(0) = f ′′′(0) = 1 are satisfied if and only if

a + b = 0
a + b + 2c + d = 0

a + 2b + 4c + 4d = 0
a + 3b + 8c + 12d = 0

which has the unique solution a = 1, b = c = d = 0. The unique solution to the problem is f(x) = ex.

2. (a) We have (L− a)(f0)(n) = (an+1 − a · an) = 0 and, for i ≥ 1,

(L− a)(fi)(n) = (n + 1)ian+1 − anian = a((n + 1)i − ni)an =
i−1∑
m=0

a

(
i
m

)
nian

which shows that (L− a)(f1) = aif0 and (L− a)fi = aifi−1 + g with g ∈ Vi−1. It follows that (L− a)(V1) =
{0} and (L − a)(Vi) ⊆ Vi−1 for i ≥ 2. Hence (L − a)i(Vi) = {0} for i ≥ 1. If follows inductively that
(L− a)i(fi) = i!aif0.

(b) Since (L− a)i(Vi) = {0} for i ≥ 1 we have Vk ⊆ Ker(L− a)k.

(c) If f0, f1, . . . , fk−1 are not linearly independent there is a dependence relation c0f0 + · · ·+cifi = 0 with ci 6= 0.
Applying (T −a)i to both sides, we get i!aicif0 = 0 from which i!aici = 0. Since aici 6= 0 we must have i! = 0
in F contradicting the fact that F is of characteristic zero. Thus dim(Vk) = k.

(d) Since Vk ⊆ Ker(L− a)k and dim(Ker(L− a)k) = k we have Vk = Ker(L− a)k.

(e) We have g0 = f0 and, for i ≥ 1,

(L− a)(gi)(n) =
(

n + 1
i

)
an+1−i − a

(
n
i

)
an−i =

((
n + 1

i

)
−

(
n
i

))
an+1−i =

(
n

i− 1

)
an+1−i = gi−1.

Hence span(g0, . . . , gk−1) ⊆ Ker(L − a)k and we have equality since (L − a)i(gi) = g0 yields the fact that
g0, . . . , gk−1 are linearly independent as above. Consequently, any f ∈ Ker(L − a)k can be uniquely written
in the form

f = c0g0 + c1g1 + · · ·+ ck−1gk−1

with c0, . . . ck−1 ∈ F . Applying, (L− a)i to both sides and using the fact that g(j)(0) = 0 for j > 0, we get

(L− a)i(f)(0) = cig0(0) = ci.

(f) If t = (L−1)(s) we have tn = (n+1)22n+1 = 2n22n +4n2n +2 ·2n so that t = 2f0 +4f1 +2f2 ∈ Ker(L−2)3.
It follows that

s ∈ Ker(L− 1)(L− 2)3 = Ker(L− 1)⊕Ker(L− 2)3.

Hence s = cu + c0g0 + c1g1 + c2g2 where u = (1, 1, . . . , 1, . . .) and gi(n) =
(

n
i

)
. Applying (L − 2)3 to both

sides, we get (L− 1)3(s) = −cu. Since (L− 2)3(s) = (6, . . .) we have c = −6. We thus have

r = s + 6u = c0g0 + c1g1 + c2g2 = (6, 8, 24, . . .)



so that c0 = 6. Using the fact that (L−2)(r) = (−4, 8, . . .) and (L−2)2(r) = (16, . . .), we get c1 = −4, c2 = 16.
Hence sn = −6 + 6 · 2n − 4 · n2n−1 + 16n(n−1)

2 2n−2 = −6 + 6 · 2n − n2n+2 + n22n+1.

3. (a) =⇒ (b). If v1 + . . . + vn = 0 with vi ∈ Vi then vi =
∑

j 6=i−vj ∈ Wi ∩ Vi = {0} =⇒ vi = 0.

(b) =⇒ (c). If v = v1 + . . . + vn = w1 + . . . + wn with vi, wi ∈ Vi and zi = vi − wi ∈ Vi then z1 + . . . + zn = 0
which implies zi = 0.

(c) =⇒ (d). Since B spans V , we only have to show that B is a linearly independent set. Let c1f1 + . . .+ cnfn = 0
be a dependence relation with f1, . . . , fn ∈ B and let vi be the sum of those terms cjfj with fj ∈ Bi. Then
v1 + . . . + vn = 0 = 0 + . . . + 0 which implies vi = 0 and hence that cj = 0 if fj ∈ Bi. Hence cj = 0 for all j since
this holds for all i.

(d) =⇒ (a). Let v ∈ Vi ∩Wi and let B, Bi be as in (d). If v = c1f1 + · · ·+ cnfn with f1, . . . , fn ∈ Bi then

c1f1 + · · ·+ cnfn ∈ span(∪j 6=iBj)

which implies c1 = · · · cn = 0 for otherwise we would get a non-trivial dependence relation among the vectors of
B. Hence v = 0 and the sum is direct.

4. If X =
[
a b
c d

]
then

T (X) =
[
c− b d− a
a− d b− c

]
, T 2(X) =

[
2(a− d) 2(b− c)
2(c− b) 2(d− a)

]
, T 3(X) =

[
4(c− b) 4(d− a)
4(a− d) 4(b− c)

]
= 4T (X)

so that T 3 = 4T . Thus T 3 − 4T = 0 which gives T (T − 2)(T + 2) = 0. Consequently, the possible eigenvalues of
T are 0,±2. Since

Ker(T ) = span(
[
1 0
0 1

]
,

[
0 1
1 0

]
), Ker(T − 2) = span(

[
1 −1
1 −1

]
), Ker(T + 2) = span(

[
1 1
−1 −1

]
)

we see that the eigenvalues of T are 0,±2 and that

F1 =
[
1 0
0 1

]
, F2 =

[
0 1
1 0

]
, F3 =

[
1 −1
1 −1

]
, F4 =

[
1 1
−1 −1

]

is a basis for R2×2 consisting of eigenvectors of T . The matrix of T with respect to this basis is

B =




0 0 0 0
0 0 0 0
0 0 2 0
0 0 0 −2


 .

The matrix of T with respect to the basis

E1 =
[
1 0
0 0

]
, E2 =

[
0 1
0 0

]
, E3 =

[
0 0
1 0

]
, E4 =

[
0 0
0 1

]

is the matrix

A =




0 −1 1 0
−1 0 0 1
1 0 0 −1
0 1 −1 0


 .

We have B = P−1AP , where

P =




1 0 1 1
0 1 −1 1
0 1 1 −1
1 0 −1 −1




is the transition matrix from the E-basis to the F -basis.


