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1. If V' is a vector space and f is an isomorphism then f(u 4+ v) = f(u) + f(v), f(cv) = cf(v). Setting

u' = f(u),v" = f(v), we see that
W = ST ), = fle W)

so that the operations of addition and multiplication by scalars on V' are completely determined by
f and those of V. Conversely, if we define addition and multiplication on V’ by the above formulae,
we have f(u+wv) = f(u) + f(v), f(cu) = c¢f(v). Verifying the vector spaces axioms for V’ with these
operations, we have on setting ' = f(u),v’ = f(v),w’ = g(w)

V1 (”t/t”r(v'/)er/'): (flw)+ f() + f(w) = f((u+v) +w) = flut (v+w)) = flu)+ (f(v) + f(w)) =
u + (v +w

V2 o 0! = fu) + f(0) = flutv) = fo+u) = f(0) + f() = o'+

V3: Setting 0 = (0), we have 0’ + v = f(0) + f(v) = f(0+v) = f(v) =

V4: Setting —v’' = f(—v), we have —v' + v = f(—v) + f(v) = f(—v+v) = f(0) =0

V5 ' =1f(v) = f(lv) = f(v) =

V6: a(bv') = a(bf(v)) = af(bv) = f(a(bv)) = f((ab)v) = (ab) f(v) = (ab)v’

VT: (at b’ = (a+)f(0) = f((a+ b)) = flav+bv) = flav) + f(bv) = af (v) +bf(0) = av + b,
ag:z’;Lv)f(:)a(f( /):ff v)) = a(f(u+v)) = fla(u+v)) = flau + av) = f(au) + flav) =

It follows that, with these operations, V' is a vector space over F' and f is an isomorphism.

B C

. If A = [a;;] € FP*P, define f(A) = {D I

:| € HlSiJSQ Vij, where B = [bZJ] e 'ih,C = [Cij] €

Vig, D = [dz‘j] €eVo, B = [eij] € Vo, by
bij = aij, Cij = Qij—n, dij = Gi—pj, €jj = Gi—pj—n-
. B C
Conversely, if X = D E € [[i<i j<o Vij, define A = g(X) by
cij f1<i<nn+1<j<n+m,
a;j =
* dij fn+1<i<n+m,1<j<n,
dij fn+l1<i<n+mn+1<j<n+m.

Then f and g are inverse functions which proves that f is bijective. If f(A’) = [

F(sA+tA)) =

sB +tB’
sD +tD’

B/
D/
sC+tC) _ [B O], [B C
sE+tE'| ~°|D E

. . TpXp . . .
which shows that f: F' — HlSm’SQ Vij is an isomorphism of vector spaces.

C/

E’] , we have

b | =)+ ()



3. Suppose that the vector space W is the union of the two proper subspaces U, V. Then U & V; otherwise
V =W. Similarly, V ¢ U. Let v € Vo ¢ U and U € U,u ¢ V. Then w = v+ v must be in U or V.
If w € U then v = w + (—u) € U which is a contradiction. If w € V then v = w + (—v) € V which is
also a contradiction. Hence, the original hypothesis (W = U U V) is incorrect.

Note that the above argument yields the fact that the union of two proper subspaces, neither of which
is contained in the other, is not a subspace.

TV = Fy and Uy = {(070)7 (1a0)}7 Uy = {(0,0)7 (Oa 1)}a U3 = {(070)7 (1a 1)} then Ula U27U3 are proper
subspaces of V and V = Uy U Uy U UUS3.

4. (a) Since 2% + zy + 9% = (v +y/2)? + 3y?/4, we have 22 + 2y + y?> = 0 <= x =y = 0. Therefore
S = {(0,0)} which is a subspace of R?, the zero subspace.

(b) Since 2% + 2zy + y? = (z + y)?, we have S = {(z,9) | # +y = 0} which is a subspace of R2.

(c) Since x?+2xy—8y? = (v+4y)(z—2y), we see that u = (4, —1),v = (2,1) € S but u+v = (6,0) ¢ S.
Therefore S is not a subspace of R2.

(d) If x is the zero sequence then x,, = 0 for all n which implies that 22 = nz,, for all n > 0. Thus
the zero vector is in S. If z,y € S and a,b € R then (az + by)2 = ax? + by2 = anx, + bny, =
n(xaz + by), which shows that az + by € S. Thus S is a subspace of RY.

(e) If f is the zero function then f(x) =0 for all € R so that f(z+2) — f(z+ 1) = zf(x) =0 for
allz e R. If f,g € S and a,b € R, we have

(af +bg)(x+2)— (af +bg)(z+ 1) =af(x+2)+bg(x+2) —af(x+1) —bg(z+1)
=a(f(z+2)— f(z+1)) +bg(z +2) — gz +1))
= a(zf(z)) + blzg(z) = z(af + bg)(x)

which shows that af + bg € S. Hence S is a subspace of RE.

5. If x is the zero sequence then x,, 4 = a1Tp1k—1 + @2Tnik—2 + - - axxy, = 0 for all n > 0. This implies
that S contains the zero vector. If z,y € S and a,b € F then

(ax +bY)n+k = aTptk + bYntrk
= a(a1Tpk-1 + Q2Tpik—2 + -+ axTn) + 0(@1Yntk—1 + Q2Ynik—2 + - + ATy + aryn
= aa1ZTnik-1 + 0Q1Yntk—1 + aQ2Tntk—2 + ba2yYnik—2 + - - + aarxy, + baryn
=a1((ax + bY)ntk—1 + az(ax + by)ptk—2 + - - - + ag(ax + by),

which shows that ax 4 by € S and hence that S is a subspace of FN. Since

T(az 4+ by) = (axo + byo, ax1 + by1, ..., axp—1 + byr_1)
=a(zo,T1,. .., Te—1) + (Yo, Y1, -, Yr—1) = aT'(x) + bT'(y)

we see that T is a linear mapping. Now define a mapping R : F* — S by defining R(zq, 1, ...,Tp_1) =
(0, %1, ..., Zn,...) where z, is defined inductively for n > k by

Tp = A1Tp—1+ 2Tp_o + ...+ ATy _k-

Then R and T are inverse functions which shows that T is bijective and hence that T is an isomorphism.



