189-247B: Final Examination (1991)

. (a) If I is a subspace of an inner product space V' define what is meant by the orthogonal
complement W+ of W in V. Prove that W is a subspace of V.

(b) If A € R™*™ show that the orthogonal complement of the (right) nullspace of A is the
column space of A* (A = transpose of A).

. If W is a subspace of the vector space V', then vectors vq,...,v, € V are said to be linearly
independent mod W if ajvy + - - - + anv,, € W implies a; = --- = a, = 0.

(a) If T is a linear operator on a vector space V such that vy, ..., v, € Ker(T?) are linearly
independent mod Ker(T"), show that T'(vy), ..., T'(v,) are linearly independent.

0O -1 1 1 1
0 0 0 1 1

b)IfA=10 0 0 1 1]|,showthat A2=0 and find an invertible 5 x 5 matrix P
0O 0 0 0 O

0O 0 0 0 O
with P~1 AP in Jordan canonical form.

. Let T be the linear operator on R?*? defined by T(A4) = A — A®.
(a) Find the matrix of T' with respect to the usual basis of R?*2.

(b) Find the characteristic and minimal polynomials of T'. Is T' diagonalizable?

. Let V = Ker(D? — D?), where D is the differentiation operator on Cg°(R). Show that
the mapping T : V — R3 defined by T'(f) = (f(0), Df(0), D?£(0)), is an isomorphism of
vector spaces.

1 1 0 1
. . . 1 110 .
. If A is the real symmetric matrix 01 1 1’ find an orthogonal matrix P such that
1 01 1

P~'AP is a diagonal matrix. Use this to find symmetric matrices P;, P, P3, P, with
P? =P, for1<i<4, P,P;=0fori+# jand

A=P + P, — P34+ 3P;.



