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where e1, e2, e3 is the standard basis of V . Let T be the linear operator on V such that

f(f1) = 2f1, T (f2) = 2f2, T (f3) = 3f3.

The required matrix A is the matrix of T with respect to the basis e1, e2, e3. Since
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we see that
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The minimal polynomial of A is the minimal polynomial of T which is λ2−5λ+6 = (λ−2)(λ−3) since T is diagonalizable.
The characteristic polynomial of A is λ3 − 7λ2 + 16λ − 12 = (λ − 2)2(λ − 3) since the geometric multiplicities for the
eigenvalues 2 and 3 are respectively 2 and 1.

2. Let A =
[
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4 3

]
. Then T 2 − 4T − 5I)(X) = (A2 − 4A− 5I)(X) = 0 since A2 − 4A− 5I = 0. Since
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we see that T 6= 5I, T 6= −I so that λ2−4λ−5 = (λ−5)(λ+1) is the minimal polynomial of T . Hence T is diagonalizable
with eigenvalues −1 and 5. We have
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3. Since A2 = 100I and A 6= ±10I, the minimal polynomial of A is λ2 − 100 = (λ − 1)(λ + 10). The eigenvalues of A are
thus 10,−10 and the corresponding eigenspaces are respectively
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The matrix P whose columns are the above eigenvectors is

P =
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and P−1AP = diag(10, 10, 10,−10,−10).

4. If Xn =
[
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]
the system can be written Xn+1 = AXn where A =

[
1 2
−1 4

]
. Its solution is Xn = AnX0. The characteristic

polynomial of A is λ2 − 5λ+ 6 = (λ− 2)(λ− 3). The vector f1 =
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is an eigenvector with eigenvalue 3 and f2 =
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is an eigenvector with eigenvalue 2. Since
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we see that Xn = AnX0 = −2nf1 + 3n+1f2 so that xn = −2n+1 + 3n+1 and yn = −2n + 3n+1. It follows that xn/yn
converges to 1 as n→∞.

5. The characteristic matrix of A is λ2− 13λ+ 36 = (λ− 4)(λ− 9). The vector f1 =
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is an eigenvector with eigenvalue 9. If P1, P2 are the projections onto the eigenspaces Rf1 and Rf2
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Since I = Q1 +Q2, AQ1 = 4Q1, AQ2 = 9Q2 the spectral decomposition of A is
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Since Q2

i = Qi and Q1Q2 = Q2Q1 = 0 it follows that
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