McGill University
Math 247B: Linear Algebra
Solution Sheet for Assignment 3

1. The following generating sets are all linearly independent and hence bases for the subspace they span.

Uy = Span((—2,1,0,0), (—1,0,1,0), (1,0,0,1))
Us = Span((1,1,0,0),(0,0,1,1))

Us = Span((1,1,1,1), (1,0,1,0), (1,1,0,0))

Uy, = Span((1,1,0,1), (1,2,2,1))

Uy + U, = Span((—2,1,0,0), (—1,0,1,0), (1,0,0,1), (1, 1,0,0))
Uy + Us = Span((—2,1,0,0), (—1,0,1,0), (1,0,0,1), (1, 1,0,0))
Uy + Uy = Span((—2,1,0,0), (—1,0,1,0), (1,0,0,1), (1, 1,0,1))
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Us + Us = Span((1,1,0,0), (0,0,1,1),(1,0,1,0))
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Us + Uy = Span((1,1,1,1),(1,0,1,0), (1,1,0,0), (1,1,0,1))
Uy N Uy = Span((0,0,1,1))
U NUs = Span((1,-2,3,0),(-1,2,0,3))
Uy NU; = Span((2,1,-2,2))

U, NUs = Span((1,1,0,0), (0,0,1,1))

Uy N Uy = Span()

Us NU,; = Span((3,4,2,3))

)

Us + Uy = Span((1,1,0,0),(0,0,1,1),(1,1,0,1),(1,2,2,1))
)
)

2. We are looking for a linear operator T' on R* with Ker(T) = Im(T) = Span((1,0,1,0),(1,1,1,1)). If A is the ma-

3.

trix of T' then the matrix A is the coefficient matrix of a homogeneous system of equations whose solution space is
Span((1,0,1,0),(1,1,1,1)). Hence, if (a, b, ¢,d) is a row of A we must have a+c = 0,a+b+c+d = 0. Hence, (a,b,c,d) =
a(1,0,—1,0) + (0,1,0,—1). Since the columns of A must be linear combinations of the vectors [1,0,1,0]%,[0,1,0,1]* the
matrix

10 -1 O
01 0 -1
A= 10 -1 O
01 0 -1

yields an operator T" with the required properties.

Another way of finding T is to complete u; = (1,0,1,0),us = (1,1,1,1) to a basis uy,us,us,us of R*. The vectors
us = (1,0,0,0),uq4 = (0,1,0,0) will do the job. We want T(u1) = T(uz) = 0, T(uz) = u1,T(us) = uz. Such a

T is given by T(ziuy + @ous + wouz + Taus) = w3u; + Taug. If e1,e2,e3,e4 is the standard basis of R* we have
€1 = Uz, ey = Ug,€3 = U] — U3, €4 = Uz — Uy — ugq. Hence T'(e1) = uy, T(e2) = ua, T(e3) = —u1, T(eq) = —us which
shows that the matrix of T' is the matrix A given above.

(a) M, is linear since (M (a1 fi+azf2))(z) = g(x)(a1 f1(z) +a29(x) f2(z)) = a19(x) f1(x) +az9() f2(x) = a1 My(f1)(z) +

asMy(f2)(x) = (alM 1) +asM, (fQ))(—) which shows that Mgy(a1 fi + asf2) = a1 Mg(f1) + asMy(f2).

g(a

(

(b) (DM, —MyD)(f))(x) = - (xf(2)) —af'(x) = f(z) +af'(2) — xf'(x) = f(z). Hence (DM, — MyD)(f) = f which
gives DMy — M,D = I.



(c) If g(a) = 0 for some a then My (f)(a) = g)a)f(a) = 0 so that M, cannot be onto since the constant function h(z) =
is not in the image of M,. If g(x) # 0 for all z and h(z) = 1/g(x), then h = 1/g € V and MMy = M My = 1

which shows that M, ' = M = M .
(d) (MgDM;H(f))(x) = e (e f(x)) = e (e f'(x) — ae™* f(x)) = ['(2) — af(z) = (D — a)(f))(z).
)

1

(e) feKer((D—-a)(D-b)) <= (D—a)(D-b)(f) =0. But, using D —a = M,DM, ! where g(x) = €%, we see that
(

(D —a)(D —b)(f) =0 <= M,DM; (D —b) =0 s Dl (D= b)(f) =0 = g o (f'(x) - bf(x)) =

(C an arbitary constant). Hence f € Ker((D —

a)(D —b)) <= f'(x) - bf(x) = Ce™ = ((D (_))( ) = Ce"”‘

Using D — b = M, DM, ' with h(z) = €, we see that f'(z) — bf(z) = Ce?® <= (e _b””f( ) = Celo=b)z,
If a # b the latter holds iff e=%* f(2) = C1el@=9? 4+ Cy with C; = C/(a — b),Cy € R. Hence, if a # b, we have
f € Ker((D—a)(D—b)) < f(x) = C1e* +Cqe which shows that Ker((D—a)(D—b)) = Ker(D—a)+Ker(D—b).

If a = b we get f € Ker((D—a)?) < f(x) = Cixe®™ + Coe*

(a) The zero sequence is in W since po(n)xp+k + p1(0)Tnik—1 + - + pr(n)z, = 0if 2; = 0 for all 4. If z,y € W and

a,b € F we have
po(n)(ax + by) ik + p1(n)(ax + bY)ntk—1 + - . . + pr(n)(az + by),, =

a(po(n)zpyr +p1(n)Tnik—1+ ... pr(n)Tn) + b(Po(N)Yntk + P1(N)Ynsk—1+ ... + Dr(n)yn) =0
which implies that ax + by € W.

(b) T is linear since T'(ax + by) = (azo + byo, . . . ,axk—1 +byk—1) = a(zo, ... ,Tk—1) +b(Yo, ... ,ys—1) = aT'(z) + bT (y).
If po(n) # 0 for all n we have 2,11 = 1(N)Tpik—1+ ...+ q(n)x, = 0 with ¢;(n) = —p;(n)/po(n). Hence, if € W

we have x = 0 if g = 1 = --- = x,_1 = 0. This shows that T is one-to-one. Finally, T is onto since, given
xg,... ,Tkx—1 € F we can use the formula for z,, to inductively define z,, for n > k. We have then x € W and
T(x) = (xo,-.. ,2x—1). If po(n) = 0 for some n then T need not be an isomorphism. For example, for the recurrence

equation na,4+1 —a, =0 (n > 0) we have ag = 0 so that T': W — R is the zero mapping.



