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1. The following generating sets are all linearly independent and hence bases for the subspace they span.

U1 = Span((−2, 1, 0, 0), (−1, 0, 1, 0), (1, 0, 0, 1))
U2 = Span((1, 1, 0, 0), (0, 0, 1, 1))
U3 = Span((1, 1, 1, 1), (1, 0, 1, 0), (1, 1, 0, 0))
U4 = Span((1, 1, 0, 1), (1, 2, 2, 1))

U1 + U2 = Span((−2, 1, 0, 0), (−1, 0, 1, 0), (1, 0, 0, 1), (1, 1, 0, 0))
U1 + U3 = Span((−2, 1, 0, 0), (−1, 0, 1, 0), (1, 0, 0, 1), (1, 1, 0, 0))
U1 + U4 = Span((−2, 1, 0, 0), (−1, 0, 1, 0), (1, 0, 0, 1), (1, 1, 0, 1))
U2 + U3 = Span((1, 1, 0, 0), (0, 0, 1, 1), (1, 0, 1, 0))
U2 + U4 = Span((1, 1, 0, 0), (0, 0, 1, 1), (1, 1, 0, 1), (1, 2, 2, 1))
U3 + U4 = Span((1, 1, 1, 1), (1, 0, 1, 0), (1, 1, 0, 0), (1, 1, 0, 1))
U1 ∩ U2 = Span((0, 0, 1, 1))
U1 ∩ U3 = Span((1,−2, 3, 0), (−1, 2, 0, 3))
U1 ∩ U4 = Span((2, 1,−2, 2))
U2 ∩ U3 = Span((1, 1, 0, 0), (0, 0, 1, 1))
U2 ∩ U4 = Span(∅)
U3 ∩ U4 = Span((3, 4, 2, 3))

2. We are looking for a linear operator T on R4 with Ker(T) = Im(T) = Span((1, 0, 1, 0), (1, 1, 1, 1)). If A is the ma-
trix of T then the matrix A is the coefficient matrix of a homogeneous system of equations whose solution space is
Span((1, 0, 1, 0), (1, 1, 1, 1)). Hence, if (a, b, c, d) is a row of A we must have a+c = 0, a+b+c+d = 0. Hence, (a, b, c, d) =
a(1, 0,−1, 0) + (0, 1, 0,−1). Since the columns of A must be linear combinations of the vectors [1, 0, 1, 0]t, [0, 1, 0, 1]t the
matrix

A =


1 0 −1 0
0 1 0 −1
1 0 −1 0
0 1 0 −1


yields an operator T with the required properties.

Another way of finding T is to complete u1 = (1, 0, 1, 0), u2 = (1, 1, 1, 1) to a basis u1, u2, u3, u4 of R4. The vectors
u3 = (1, 0, 0, 0), u4 = (0, 1, 0, 0) will do the job. We want T (u1) = T (u2) = 0, T (u3) = u1, T (u4) = u2. Such a
T is given by T (x1u1 + x2u2 + x2u3 + x4u4) = x3u1 + x4u4. If e1, e2, e3, e4 is the standard basis of R4 we have
e1 = u3, e2 = u4, e3 = u1 − u3, e4 = u2 − u1 − u4. Hence T (e1) = u1, T (e2) = u2, T (e3) = −u1, T (e4) = −u2 which
shows that the matrix of T is the matrix A given above.

3. (a) Mg is linear since (Mg(a1f1+a2f2))(x) = g(x)(a1f1(x)+a2g(x)f2(x)) = a1g(x)f1(x)+a2g(x)f2(x) = a1Mg(f1)(x)+
a2Mg(f2)(x) = (a1Mg(f1) + a2Mg(f2))(x) which shows that Mg(a1f1 + a2f2) = a1Mg(f1) + a2Mg(f2).

(b) ((DMg −MgD)(f))(x) = d
dx (xf(x))−xf ′(x) = f(x) +xf ′(x)−xf ′(x) = f(x). Hence (DMg −MgD)(f) = f which

gives DMg −MgD = I.



(c) If g(a) = 0 for some a then Mg(f)(a) = g)a)f(a) = 0 so that Mg cannot be onto since the constant function h(x) = 1
is not in the image of Mg. If g(x) 6= 0 for all x and h(x) = 1/g(x), then h = 1/g ∈ V and MhMg = MgMh = I
which shows that M−1

g = Mh = M1/g.

(d) (MgDM
−1
g (f))(x) = eax d

dx (e−axf(x)) = eax(e−axf ′(x)− ae−axf(x)) = f ′(x)− af(x) = ((D − a)(f))(x).

(e) f ∈ Ker((D− a)(D− b)) ⇐⇒ (D− a)(D− b)(f) = 0. But, using D− a = MgDM
−1
g where g(x) = eax, we see that

(D − a)(D − b)(f) = 0 ⇐⇒ MgDM
−1
g (D − b)(f) = 0 ⇐⇒ DM−1

g (D − b)(f) = 0 ⇐⇒ g−ax(f ′(x)− bf(x)) = C,
(C an arbitary constant). Hence f ∈ Ker((D− a)(D− b)) ⇐⇒ f ′(x)− bf(x) = Ceax ⇐⇒ ((D− b)(f))(x) = Ceax.
Using D − b = MhDM

−1
h with h(x) = ebx, we see that f ′(x) − bf(x) = Ceax ⇐⇒ d

dx (e−bxf(x) = Ce(a−b)x.
If a 6= b the latter holds iff e−bxf(x) = C1e

(a−b)x + C2 with C1 = C/(a − b), C2 ∈ R. Hence, if a 6= b, we have
f ∈ Ker((D−a)(D−b)) ⇐⇒ f(x) = C1eax +C2ebx which shows that Ker((D−a)(D−b)) = Ker(D−a)+Ker(D−b).
If a = b we get f ∈ Ker((D− a)2) ⇐⇒ f(x) = C1xeax + C2eax.

4. (a) The zero sequence is in W since p0(n)xn+k + p1(n)xn+k−1 + . . . + pk(n)xn = 0 if xi = 0 for all i. If x, y ∈ W and
a, b ∈ F we have

p0(n)(ax+ by)n+k + p1(n)(ax+ by)n+k−1 + . . .+ pk(n)(ax+ by)n =

a(p0(n)xn+k + p1(n)xn+k−1 + . . . pk(n)xn) + b(p0(n)yn+k + p1(n)yn+k−1 + . . .+ pk(n)yn) = 0

which implies that ax+ by ∈W .

(b) T is linear since T (ax+ by) = (ax0 + by0, . . . , axk−1 + byk−1) = a(x0, . . . , xk−1) + b(y0, . . . , yk−1) = aT (x) + bT (y).
If p0(n) 6= 0 for all n we have xn+k = q1(n)xn+k−1 + . . .+ qk(n)xn = 0 with qi(n) = −pi(n)/p0(n). Hence, if x ∈W
we have x = 0 if x0 = x1 = · · · = xk−1 = 0. This shows that T is one-to-one. Finally, T is onto since, given
x0, . . . , xk−1 ∈ F we can use the formula for xn+k to inductively define xn for n ≥ k. We have then x ∈ W and
T (x) = (x0, . . . , xk−1). If p0(n) = 0 for some n then T need not be an isomorphism. For example, for the recurrence
equation nan+1 − an = 0 (n ≥ 0) we have a0 = 0 so that T : W → R is the zero mapping.


