MATH 133

Short Solutions to Final Exam

[1] (1) The area of the triangle is /5.

(2) The equation is z + 2z — 3 = 0.

(3) The projection of PR onto PQ is (—8/3,4/3,4/3).
(4) The distance between R and £ is v/30/3.

k = —10.

[2] (a) The vectors are linearly independent for all £ except £ = 5 and
(b) The vectors span R? for all k except k = 5 and k = —10.

[3]
2 01 O
a=[5 3 [ 4]
[4] (1) The standard matrix of 7} is

Vo VA)
Va2 Va2

(2) The standard matrix of 75 is

il

(3) The standard matrix of Tj is

e
[5] (a)
[
(b)

AIOO_ _2_4100+3 2_4100_2
T |-3-419043 3.4100_2
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[6] P 'AP = D where
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det(R? — 2R) = —
(4) =4
1) = —1/6.
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) det(adj( AT)) = 16.
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The eigenvalues of A are —6 and 1.
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6) det(A% — 34) = 4.
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be the columns of (). The columns form an orthonormal set if and only if
V1'V1:1, VQ'VQZL Vl'VQZO.
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[9] Let

and let

Now,
QTQ: a ¢ a b _ a2+62 ab + cd _ Vi-Vy Vi-Vo
b d d ab+cd b2+d2 Vi1 -Vgy Vg -Vo.

Hence,
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if and only if vi - vi =1, vo - vo = 1, v - vo = 0. It follows that QTQ = I if
and only if {vy, vo} is an orthonormal set.

[10] This problem can be solved in two different ways.
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The first solution is based on determinants. By the fundamental theo-
rem of invertible matrices, if the columns of A are linearly dependent, then
det(A) = 0. Hence, det(AB) = det(A)det(B) = 0, and again by the funda-
mental theorem of invertible matrices, the rows of AB are linearly dependent.

The second solution is based on solution to problem 3 on written assign-
ment 2. Note first that by the fundamental theorem of invertible matrices,
if the columns of A are linearly dependent, then the rows of A are
also linearly dependent. After this observation, you can follow line by
line solution to problem 3 on written assignment 2.

[11] (1) n=1 and m = 2.

(2) E; =span{[1,0,2]}.

(3) E_3 = span{[1, —2,2]}.

(4) The geometric multiplicity of the eigenvalue 1 is 1 and the geometric
multiplicity of the eigenvalue —3 is 1.

(5) From (1) and (4) we see that the geometric multiplicity of the eigenvalue
—3 is different from its algebraic multiplicity. Hence, the matrix A is not
diagonalizable.

12] (1) A basis for W is {[1 0,1],[0,1,1]}.
2) A basis for W+ is {[—1,—1,1]}.

3) An orthogonal basis for W is {[1,0,1],[-1/2,1,1/2]}.
4)

projy (v) = [0, 1, 1].



