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Abstract. We present and analyze a fast algorithm for directly computing measures of general-
ized Voronoi regions associated with generators of arbitrary codimension. The algorithm consists of
solving one eikonal equation to construct a kernel-based operator whose iteration accumulates mass
along the closest generator. In particular, the algorithm does not require the computation of the
Voronoi diagram or the gradient of the solution to the eikonal equation. The algorithm is shown to be
first order and converge very quickly. By discretizing the distance to the generators on the grid (and
not the generators themselves), very accurate geometric information is used even for coarse grids.
Several examples are presented, including the computation of the population influence associated
with the Los Angeles County highway system. The method is also one of the key ingredients for
the fast computation of centroidal Voronoi tessellations (CVTs) of general rigid objects (e.g., rigid
curves and surfaces) in higher dimensions. We present a few simple examples of these generalized
CVTs.
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1. Introduction. In this article, we present and analyze an algorithm for di-
rectly computing measures of generalized Voronoi regions. Let © € R? be a bounded
domain and I'y,...,I';, € Q a fixed collection of subsets of 2 with codimension in
{1,...,d}. We call the sets I't,...,T';, generators. Each generator has a correspond-
ing generalized Voronoi region, which is simply the set of points in the domain that
are closer to that generator than to any other generator. We assign the points that
are equidistant to two or more generators via a tie-breaking rule. More precisely, we
define the generalized Voronoi region, V;, as follows:

V= {x cQ ’ dist(z,T;) < dist(z,T;) for j € {1,...,n}\ {i}, i < j},
where

ist(x, ;) ;éh'x Y|

The generalized Voronoi diagram associated with the generators is the set of points
which are equidistant to two or more generators, i.e.,

Uiz (Vi N OVj) .
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In the special case where each generator is a singleton, the regions correspond to the
well-studied Voronoi regions which comprise a Voronoi diagram or Voronoi tessella-
tion.

Voronoi diagrams [26, 36, 15] have been the subject of intense study in computa-
tional geometry. For a collection of points, the Voronoi diagram consists of straight
line segments. Efficient algorithms for generating the Voronoi diagram are readily
available (see [4] for a survey). Thus measures associated with each polygonal region
can be computed efficiently.

For the planar case where generators are not points (instead, they are open or
closed curves), much work has been done to produce efficient algorithms to compute
the generalized Voronoi diagram. Algorithms exist for various types of planar input
curves (linear and circular arcs [50], rational curves [13], circles or additively weighted
points [24, 25, 14], and NURBS curves [42]; see also [1, 2, 8, 7]). Additionally, there
has been work to speed up computation of the generalized Voronoi diagram using
the GPU, first by [18]. This algorithm becomes computationally intensive for general
curves; more recently, a jump flooding algorithm on the GPU has been proposed to
compute the generalized Voronoi diagram of planar curves efficiently [51]. In this
algorithm, the curves are discretized on the computational grid, and the general-
ized Voronoi diagram can be recovered accurately for a large grid. Due to memory
constraints, a three-dimensional analogue of this algorithm on the GPU is not yet
feasible.

In fact, for generators which are surfaces in three dimensions, efficient algorithms
for computing the generalized Voronoi diagram are far less developed. Algorithms
exist only for simple geometrical ansatzes. For three-dimensional spheres, the gener-
alized Voronoi diagrams have been calculated in [22, 3, 16]. These generalized Voronoi
diagrams in R? have applications in the analysis of proteins and other molecular struc-
tures [23, 39]. The generalized Voronoi diagrams in R? of planes and cylinders have
also been considered in [16]. The generalized Voronoi diagram is far more complicated,
even for curved generators in the plane (cf. Figure 1).

In the following sections, we propose a method to compute integrals over gen-
eralized Voronoi regions. As a motivation, we outline an algorithm for explicitly
calculating the Voronoi diagram for any generators in any dimension and describe in
detail the computational complexities involved. Due to the preventative complexity of
this calculation, the integration method we propose does not require the generalized
Voronoi regions to be explicitly computed. This allows our method to work efficiently
for general curves and surfaces.

DEFINITION 1.1. Given a function p € L*(2), we define the measure w; associ-
ated with the ith generator as follows:

(1.1) w; 1= /V p(zx) de.

Our goal is as follows:

Given (), generators I';, and an integrable function p, compute w; without
finding the generalized Voronoi regions V; explicitly.

This paper describes a numerical integration algorithm to achieve this goal. Given
the ubiquitous nature of the problem, there are many potential applications where
the fast computation of such measures is important. For example, one particular
application comes from geographic and urban planning wherein p denotes a population
density: Given a collection of hospitals (points) or highways/subway lines (curves),
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these measures give the fraction of the population which lives closest to the respective
hospital or highway /subway line (cf. section 5.2).

While the method proposed here should be considered as a stand-alone method,
a very important and natural application is the centroidal Voronoi tessellation (CVT)
of rigid bodies. See [11, 12] for a survey of the literature on CVT for point generators.
Indeed, let us use the CVT of rigid bodies to motivate why this goal is so important.
Calculating a CVT for general rigid bodies in two and three dimensions has largely
remained open (see [33] for a method to compute CVTs for nonrigid line segments
and graphs, and [17] for an extension of Lloyd’s method [32] to shapes in R?).

What exactly is involved in finding a CVT of a collection of rigid bodies? To
this end, suppose we are given curves or surfaces I'; C  which, by rotation and/or
translation, we wish to optimally distribute throughout €2 in the sense that they are
“best centered” within their Voronoi region. If the generators are points, then we
wish to find a placement of the points which has the property that the points are
also the centroids of their associated Voronoi regions. For general generators, we seek
to find a configuration of the generators which minimizes the CVT energy (cf. [11]).
To define this energy, let us assume the location of the ith generator I'; is entirely
determined by a location vector and an angle vector. For example, for line segments,
the location vector is the midpoint, whereas for spheres, it is the center. Let X denote
the vector of location coordinates and a the vector of angles. To obtain a CVT of
the rigid shapes, {I';}/_;, one must find the locations X and angles ax that minimize
the following energy:

(1.2) CVT energy: FX, a) = Z/ dist?(y, T;) dy.

A key observation is that in order to minimize the CVT energy, for example, via
gradient descent or quasi-Newton iteration, one does not need to find the Voronoi
regions V;, but rather one needs to evaluate integrals of certain functions over the V;,
i.e., evaluate suitable measures of V.

In this paper we present and analyze an algorithm for computing measures of
generalized Voronoi regions which bypasses the explicit calculation of the Voronoi
diagram. Rather, it relies on the iteration of a Markov kernel operator until the input
density is accumulated in a neighborhood of the generators. This transforms the
problem completely: instead of integrating a density over a priori unknown regions,
we evolve the input density to be able to integrate over known regions. Our algorithm

e solves an eikonal equation (cf. (3.2)) once;

e uses the eikonal solution to construct a Markov kernel operator (cf. (3.1) and
(3.7)) whose application to an input density moves mass towards the closest
generator;

e iterates the operator until all mass from the input density is accumulated in
a fixed neighborhood of the generators;

e computes w; by integrating around this neighborhood.

Recently Saye and Sethian [40, 41] treated generalized Voronoi regions for tracking
multiple interacting and evolving regions in complex multiphase physical systems. We
note that while their goals and results are different, they use similar tools to tackle
the interface-tracking problem.

We remark that the eikonal solution ¢ gives a distance function associated to the
closest generator. Given that the spirit of our algorithm is to move mass towards the
closest generator, one can naturally see the analogue with a gradient flow associated
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Fic. 1. The generalized Voronoi diagram and the points in the domain that are equidistant to
the same generator (in dashed lines). Along these dashed lines, the gradient of the distance function
to the generators is discontinuous. The generators consist of three curves (in bold) and two points.

with ¢. However, at no point do we need the explicit calculation of V¢. The disconti-
nuity set of V¢ is not a priori known and can be larger than the generalized Voronoi
diagram. Figure 1 illustrates this point, as the set along which V¢ is discontinuous
includes points where the closest distance is attained by more than one point on the
same generator.

Thus the main novelties of our algorithm are as follows:

e It solves a fundamental geometric problem: how to efficiently integrate func-
tions over generalized Voronoi regions.

e [t applies in any space dimension and to any finite collection of generators
consisting of sets of arbitrary codimension.

e [t requires one solution ¢ of an eikonal equation associated with all the gener-
ators, and never requires the computation of the generalized Voronoi diagram.
It also does not require the explicit calculation of the gradient V.

e The generators themselves are not discretized on the computational grid;
instead the distance to the generators (the eikonal solution) is discretized on
the grid. This geometric information can be precisely calculated (to machine
precision using [46]) even for coarse grids.

e The method encompasses one of the basic steps needed to find CVTs of rigid
bodies in R

The paper is organized as follows: We first discuss the direct approach to this
problem, that is, computing the Voronoi diagram explicitly, and then integrating over
the obtained regions. In particular, we write out an explicit algorithm to calculate
these boundaries and describe exactly where the computational inefficiencies arise.
Next, we introduce our integration algorithm and address how we approximate the
true measures of the generalized Voronoi regions. We then introduce the compu-
tational algorithm and provide error estimates. For notational purposes alone it is
often convenient to write out the details of the numerical scheme in R?; however, we
stress that the computational method and the analysis of the method are valid in any
spatial dimension. We end with several applications in R? and R? (sections 5.2 and
5.4), including a few results for CVTs of circles (in R?) and spheres (in R?). How-
ever, we emphasize that we show these examples simply to motivate and showcase
our method—the detailed and comprehensive application of this integration scheme
to compute the CVT of rigid bodies is not the purpose of this article, and will be
addressed elsewhere.
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2. The direct approach. We first motivate our approximation algorithm by
presenting a more direct approach, and by detailing key inefficiencies we aim at cir-
cumventing. To calculate the measures directly, the boundaries of the generalized
Voronoi regions are calculated, and then the input density is integrated over each of
these regions to obtain the measure of each generator.

2.1. Computing the boundaries. There are only very special cases where the
generalized Voronoi diagram, U9V, is available explicitly.! In most cases, the
Voronoi diagram must be computed numerically. To compute the diagram, we first
obtain a distance function, ¢;, corresponding to each generator I';, 7 = 1,...,n. Using
these distance functions, we present an algorithm below (Algorithm 1) to find n level
set functions ¢av,, ¢ = 1,...,n, whose zero contours give the Voronoi diagram. For
each i € {1,...,n}, the distance functions, ¢;, can be obtained by solving the eikonal
equation with I'; as the initial contour. The generalized Voronoi boundaries are simply
the sets where ¢gy, =0 fori=1,...,n.

Algorithm 1 Calculate boundary level set functions ¢ov,, i = 1,...,n.

fori=1:ndo
Solve |[V¢;| =1 in Q,
such that ¢;(I";) = 0.
end for
fori=1:ndo

(baVi (x) —

end for

¢j(x) — ¢i(w);

min
Je{1,...,n}\{i}

2.1.1. The algorithm. Let us look a little closer at this algorithm. For any fixed
generator, I';, the zeros of the functions ¢;; (where ¢j; = ¢;i—¢;), 7 € {1,...,n}\ {i},
are all candidates for the Voronoi boundaries. These functions are zero at any point
that is equidistant to both I'; and I';. For each i, the algorithm picks the true
solution by computing a minimum among all candidates, ¢;;, j € {1,...,n}\ {i}. A
one-dimensional example of this algorithm is presented in Figure 2. For ¢ = 1, the
candidates for the Voronoi boundary are ¢2; and ¢3;. By taking the minimum of
these two functions, we calculate the Voronoi bisector to be at x = 0.3, which is the
correct solution. The same characterization is true in higher dimensions.

2.1.2. Computational complexity. There are very few generators that admit
an explicit distance function. One example is circular generators: the distance func-
tion is simply a cone (see Appendix A). For more general generators, it is necessary
to solve an eikonal equation, using the generator as the initial contour. For each
generator, one distance function is required. Assume there are M gridpoints in each
of d dimensions. That results in n computations of O(M?) complexity (using a fast
sweeping method [47, 52, 53, 5]), or O(M<log(M?)) (using a fast marching method
[44, 43, 37, 20]). For each i, all distance functions may be required to calculate ¢;;
for every j (a curve in R? or surface in R? can intersect all other generators). Then
the computational time (assuming the fast sweeping method) is

O(M%)(n* 4 n).
As the dimension and number of generators grow, this becomes prohibitively slow.

ISee Appendix A for the equation of the bisectors in the case of circular and spherical generators.
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FiG. 2. (a) Level set functions ¢1(z), ¢p2(x), ¢p3(x) with generators at x = 0.2,0.4,0.8. (b) ¢;1,
j = 2,3, corresponding to the level sets in panel (a).

2.2. Integration. The calculation is not complete until we integrate the density
function over the generalized Voronoi regions. First find the points where ¢sy, = 0
for all i = 1,...,n. Then connect the points using interpolation, and integrate over
each region. This can be done in a variety of ways, and the accuracy of the approach
will depend on the accuracy of the eikonal solver that was used to obtain the distance
functions ¢;, and the method used for obtaining the zeros of the ¢ayv,.

3. Our approach. We now introduce a method for approximating the measures
which does not require explicit knowledge of region boundaries. This avoids the
computational challenges addressed in the previous section. We call any function a
density if it is nonnegative and integrates to one over the domain €. The main idea is
simple: instead of computing an integral over each generalized Voronoi region, V;, to
obtain the measure, accumulate the input density to a neighborhood of the generator,
and then integrate the accumulated mass over this neighborhood. This shifts the
problem from integrating over an unknown region to integrating over a known region.
The key to this approach is to accumulate the input density in the correct way: we
do this by iterating a Markov operator until a stationary density is reached.? The
Markov operator accurately moves the input density towards the closest generator,
albeit with some controlled error in a neighborhood of the region boundaries.

Our goal is to integrate any u € L'. To this end, we use the decomposition

p=ctpt—cp,
where ¢ = [, max(p(z),0)dz, ¢~ = [, max(—u(z),0)dz, p*(z) = % max(u(z),0),
and p~(z) = £ max(—p(z),0). Without loss of generality, we perform the analy-

sis on densities, and all results carry over to integrable functions under the above
decomposition by the linearity of the constructed operator.

3.1. The Markov kernel operator. Let D denote the set of densities on (2,
that is, all nonnegative p € L'(Q) such that [|ul/L1o) = 1. A linear operator P :
LY(Q) — LY() is called a Markov operator if PD C D. A Markov kernel operator
has even more structure. It is defined in terms of a stochastic kernel, which is a
nonnegative function k : 2 x Q — R that satisfies

/k(a“,y) dr =1, ae ye.
Q

2See [27, 28] for more information on Markov operators and stochastic kernels.
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The stochastic kernel is deterministic; it is termed stochastic in the same spirit as a
stochastic matrix. In fact, by discretizing a stochastic kernel appropriately, a stochas-
tic matrix is obtained. We define the Markov kernel operator® P by its action on
weD:

(3.1) Plu)(z) = /Q ke, y)uly) dy.

We iterate such a Markov kernel operator to accumulate the input density to
neighborhoods around the generators, and finally integrate over these known regions
to obtain the associated measure. In the following we show how this accumulation is
encapsulated in the stochastic kernel and present its construction.

3.2. The stochastic kernel. The kernel is constructed by first solving for the
minimum distance from points x € ) to any generator—this is the solution to the
eikonal equation with the generators as initial contours. In particular, we first solve
the following eikonal equation: Find the function ¢ : Q — R such that

Vol =1 in Q,

(3.2)
¢=0 on UL, I}

We will transform this solution, ¢, by changing the sign and scale, to put the
generators at a local maximum and convert the “ridges” into “valleys.” We also scale
the solution to be in the range of [0,1]. In doing so, the kernel will ensure that the
input density moves towards the generators. To this end, we define the transformed
eikonal solution ¢ : Q — [0, 1] as

()]

(3.3) S (Y TI

Let o > 0. We may now define the function that assigns highest value to the generators
and converts the ridges of the eikonal solution to valleys. We call this function ¢ :
' — [0,1 — a] and define it as follows:

(3.4) q(z) = {(f(f)a i;fthigv)isz. s

The parameter « is introduced to guarantee that the stochastic kernel is not
singular. This will be discussed further in the following sections. The construction of
q(x) is depicted in Figure 3 for one spatial dimension.

To define the stochastic kernel we require some notation. Let B.(x) be the closed
ball of radius € > 0 around a point x € Q. Moreover, let g > 0; this is another
parameter that ensures the regularity of the kernel. We will first define k(z,y) and
then normalize it to be stochastic (to preserve the L' norm of the input density, p).
The form of k(x,y) is

(3.5) k<x,y>:{g(x>‘q<y>+ﬁ f)otrhgr;i@ and g(z) > q(y),

3This equation was obtained by looking at a discrete-time Markov pure jump process whose
initial position is generated by u. P[u](z) describes the probability that the process is at the point
z in  after one time step.
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FiG. 3. (a) Distance from generators at x = 0.1,0.4,0.85. (b) Minimum of distances from
generators, i.e., the eikonal solution ¢(z). (c) Transformed eikonal solution, ¢(x). (d) Truncated
function q(z) with o = 0.2.

This function is positive only for z and y within a small distance € of one another.
We do not allow the input density to evolve nonlocally, as we would like the density
to accumulate around the closest generator. We constrain the function l;(x, y) to be
positive only where g(z) is greater than or equal to q(y): that is, k(z,y) > 0 when
point z is closer to the generator than point y is. In this way k(z,y) will help to push
the input density towards the closest generator. The stochastic kernel is

k(z,y)
3.6 kr(z,y) = ——————
(3.6) r(z,y) T F(u.y) du

(a(2) = q(y) + B) Lig@)>a(0)) 15 )W)
Jucala(w) = a(y) + B) Liga>q) Iggy(w)du’

(3.7) -

By construction the kernel in (3.7) is stochastic and the associated Markov kernel
operator sends mass towards the closest generator. In fact, we show in the next
section that when P is iterated, mass will accumulate in a neighborhood of the clos-
est generator. The constant § ensures there is positive density associated to mov-
ing to a location equally close to a generator. This parameter should be chosen to
be much smaller than . If o and ¢ are chosen such that 2a < e, then the set
A = {z : q(x) > 1 — a} is invariant. This means that once mass moves to A, it
may never move outside of this set. We will give these properties a detailed look in
the next section. In Figure 4, we show two different stochastic kernels for the one-
dimensional case. In (a), the generator is at © = 0.5. To the left of the generator,
the density will move only towards = = 0.5. To the right of the generator, the den-
sity moves back towards = = 0.5. Moreover, once the density has jumped to a point
of distance « or less from the generator, the point will stay in the invariant region
{y:105—y| < a}.

In Figure 4(b), we return to the example from Figure 3, where we have three
generators at x = 0.1, 0.4, 0.85. This is to show how the kernel behaves near the
boundary of the Voronoi region. Similar to part (a), we have density moving in the
positive direction to the immediate left of a generator, and in the negative direction
to the immediate right of a generator. The a-neighborhoods of each generator are
invariant sets, where the density gets trapped. Moreover, at the Voronoi boundary (at
x = 0.25, 0.625), there is symmetric probability of moving towards either generator.
Table 1 summarizes the role of each parameter in kr.
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Fic. 4. Stochastic kernels for a one-dimensional problem on Q = [0,1]: The probability of
moving from a point x in the domain to another point y in the domain. (a) One generator at
z = 0.5, « = 0.067, e = 0.14. (b) Three generators, as in Figure 3, o = 0.06, ¢ = 0.1267. In both
cases, B =5.5 x 1074,

TABLE 1
Summary of parameters from stochastic kernel.

Parameter  Description Values

5 The maximum distance mass e>0
can move in one iteration

« Controls the size of the invariant 0<a<e/2
set around each generator

B Allows density to move to 0<8Ke
areas equally close to a generator

3.3. Stationary densities and convergence results. In this section, we prove
some results concerning the kernel operator. In particular, we discuss invariant sets,
how the Markov kernel operator accumulates the input density, and how this allows
us to calculate these measures.

3.3.1. Invariant sets and stationary densities. We define a set A C Q to
be invariant under P if for any p € D concentrated on A, [ _, Plu|(z)dz = 1.
Let I'? := {z € Q ‘ |z —y| < a for some y € I';} denote the a-neighborhood of the
generator I'; for i =1,... n.

PRrROPOSITION 3.1. The sets I' are invariant under P.

Proof. Let 11 be a density that is concentrated on I'$". Then

Plul(z) = / kel dy = / el )u(y) dy.

For any y € I'?, the stochastic kernel reduces to

(IMEF?ﬁiBg(y) du)~! for x € T? N Be(y),

0 otherwise.

kr(z,y) = {
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/I . Plu)(z) dz = /I e < /y - kr(z, y)u(y) dy) dx

L, cro 57
zel'¥NB.
=/ </ 1—7@;“@) dy) e
zel'® yers fuel‘gmBE(y) u

Jeerensy 4%
(3.8) =/ SR i(y) dy
yel's

quFf‘ﬁBe(y) du

So we have

=1

=/ n(y)dy = 1.
yel's

In (3.8), Fubini’s theorem was applied.

We define a stationary density of P to be any density p such that Plul(z) = p(x).
Before looking at how the operator P moves density to the invariant sets, we first
consider the special case of point generators. As the following theorem shows, in this
case the operator P has stationary densities of the following form:

Yi(2) = Va,i Ire,

where v, ; = (fr%* dx)fl and Ire denotes the indicator function of the set I'{".

THEOREM 3.2. Let I'; = {z;} for some point z; € Q for alli=1,...,n. Further
let2a<e, and fori=1,...,n, let w; >0 and Y w; = 1. Then

P[> we)] @) = 3 et

Proof. Since P is a linear operator, it suffices to show

(3.9) P[1rs (9)](x) = /Q k(2 y)Ips (y) dy = 1pe ().

We consider separately the cases ¢ I' and z € I'. For « ¢ I' and y € I'$,
kr(z,y) = 0. This is because the stochastic kernel kr(z,y) never sends mass from a
higher ¢(y) to a lower q(z): kr(z,y) = f(z,y)l{4(y)<q(2)} (%, y). On the other hand,
it y € I'?, then ¢(y) = 1 — o. However, for z ¢ I'$, g(z) < 1 — . Thus for = ¢ I'$,
kr(z,y) = 0, and hence P[v;(y)](z) = 0 on this set.

Suppose x € I'?*. Then for any y € I'¢,

z—yl=lo—zi+zi—yl <|v—z+]xn-—y <20 <e

That is, z € I'¢ and y € I’ imply y € Bs(z), and in particular the kernel is nonzero.
For z € 'y,

Plrs ()] (@) = / ke (2 y)1rs (4) dy

Q

:/ (¢(x) = a(y) + B) Ligy<q@ 1 pmy(¥) I () d
Qfueﬂ(q(u)_Q(y)+ﬁ)ﬂ{q(y)§q(u)}ﬂm(u)du rely) 4y

B

= ——dy = 1.
re Jro () Bdu Y
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In the last line, we used the fact that for =,y € I'¢?, q(z) = ¢(y) = 1 — «, and that
q(y) < q(u) if and only if u € T'$. Note that for u € 'Y, u is at most a distance of &
from y.

Remark. Theorem 3.2 holds for any positive constants w; that sum to one. We
will show that for a given input density p and a given e, the Markov operator P will
approach a stationary density such that the constants w; approximate the general-
ized Voronoi measures, w;. For nonpoint generators, we will demonstrate that the

measures are similarly approximated by

P () da
re

for m large enough so that the density has concentrated on the invariant sets. Here
P™ denotes the mth iterate of P.

3.3.2. Convergence to invariant sets. In this section we will show that given
any starting density, u € L'(Q), P will accumulate p onto the invariant sets. That is,

lim P [u)(x)dx — 0.

m—0o0 Q\ure

First we show that any density concentrated on an annulus around the invariant set
I'¢ will have some mass transported to the invariant set in one iteration of P. To this
end, denote the annulus around the invariant set by R := I'#\ T'¢, that is,

R={zeVi|a<|lz—y|<a-+eforyel}.

LEMMA 3.3. Let € D be supported on R and strictly positive. Then

/QF? Plul(z)dz < /Ru(x)d:v.

Proof. Consider how P acts on u:

Plu)(x) = / ey

= / kr(z,y)u(y)dy
yEB.(x)NR

— Lpsere) / (e 9)u(w)dy + Lgagre) / k(2 ) (y)dy
yEB.(x)NR yE

B.(z)NR

~ Ljpere) / ke (2, 9)u(y)dy +lgeer) / kr(z, y)u(y)dy.
yEB:(x)NR yEB:(x)NR

=:1
In the last line, we used the fact that for = ¢ I, the kernel is zero outside R (in that

region q(y) > q(z)). We claim I > 0. To this end, note that B.(z) N R # ) since R is
adjacent to I'¢. For y € R and z € I'Y, q(y) < 1 — o = ¢(x) and hence kr(x,y) > 0.
On the other hand, the support of i is R, and for y € R, pu(y) > 0. Thus I > 0 and
hence

/Q\F? Plpl(z)dz = 1—/F? Plpl(x)dz < 1 = /Ru(gc)dgc.

The lemma is proved.
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As a corollary we have that this is true for any annulus a certain distance d from
the invariant set: In one iteration of P, the support will include a region at a distance
d — ¢ from the invariant set.

COROLLARY 3.4. Let u be a positive density with support on the (nontrivial) set
R:=V; N (D I\ 12F9=¢) " Then

/Q\F$+d—s Plpl(z)dz < /Ru(x)d:v.

In fact in each iteration, the support will include regions a distance ¢ closer to
the invariant set. Therefore we have the following result.

ProPOSITION 3.5. If p is a density concentrated on a set whose minimum dis-
tance to I'® is d, then supp(P™[u]) NT¢ £ 0 for all m > [4].

Before proving the main convergence result, we recall the following definitions.

DEFINITION 3.6. A sequence of measures ji,, is called tight if for any e > 0 there
is a compact subset K. C Q such that for allm € N, pp, (Kc) > 1 —e.

DEFINITION 3.7. We say a sequence of measures j, converges weakly to a
measure p* if for all bounded continuous functions g,

[ st@hnatin) » [ glaye (as).

In this case we write fiy, — ju*.
We now wish to prove that as m — oo, P™[u] loses its support on €\ UI'{.
For the proof presented below, we will require the application of P to potentially
singular measures. Our current definition of P is based upon the kernel kr which
is discontinuous because of the cut-off 1y,_,<.}. By including an annular region of
thickness A < ¢ around B.(y) which linearly decreases in the radial direction to 0,
we obtain an analogous kernel kr(x, %) which is continuous in = and y. Recall k(z,y)
from (3.5). We define this linearly decreasing function to be
Fy +=222 y)

K (2, y) = \

(a:—y)(l 5+)\)‘.

-y
Then the modified kernel has the following form:

_ k
kF(xay) =

(@)L ja—yi<e) + K@ Y1 ecayi<err)
Juea R ) u—yi<ey + K (U )T e cpuy|<eray du
By taking A to be smaller than the grid size, P and P yield the same algorithm. Hence
we may carry out the convergence analysis for P instead of P. In particular, Lemma

3.3, Corollary 3.4, and Proposition 3.5 hold for P and any probability measure .
THEOREM 3.8. Let u € LY(Q) be a density. Then

lim P™[u](x)dz — 0.
Proof. Let
ag = / w(x)dx A = / P [p)(x)da.
Q\ury Q\ury
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By Lemma 3.3, Corollary 3.4, and Proposition 3.5, {a,,}2°_, is a nonincreasing
sequence: Indeed, if P™[u] has support in an a+e-neighborhood of any generator, then
by Lemma 3.3, @11 < . If P[] doesn’t have support in an « + e-neighborhood,
but has support in an « + € + d-neighborhood of some generator, then a,,r4/-7 < am
by Corollary 3.4 and Proposition 3.5. If P™[u] has no support outside UI'$", we're
done, because a,, = 0.

Since 1 > ay, > 0 for all m, the sequence {an, }°_, converges. Our goal is to show
that this sequence converges to zero. Suppose this is not the case. Then there is some
¢ € (0,1) such that

lim a, =c.
m—r00

Because P is a Markov operator on a closed, bounded domain, the sequence of mea-
sures P[] is tight. By Prokhorov’s theorem [6], for every tight sequence of measures,
there is a weakly convergent subsequence. So for some my, k € N,

Pelp] =
Note here that a priori we cannot guarantee that the measure p* is absolutely

continuous with respect to Lebesgue measure. For this reason we are working with
P. Since lim,, o @ = ¢, we know that fQ\uFQ w*(dz) = c. So there is some set in

O\ Ul'? to which p* assigns mass. We claim that for any [ € N,
(3.10) P[] 5 Pyt

First let [ = 1. Then for any g € C'(2\ UI'?), it suffices to prove that
(3.11) /g(a:)lgp(a:, y)dx  is a continuous function of y,

as then

/ o) PP™ 1)) (2)der = / 9(z) / Fo (2, ) P 1) () dy d

- / (/g(x)kp(x,y)da:>Pm"‘[u](y)dy

€C(Q\UT?)

_>/</g(x)kp(x,y)d$> p*(dy)

- / o) Pl (dx).

But (3.11) holds true by the continuity of kr. Since the induction step is analogous,
we have (3.10). But now p* assigns positive probability on Q \ UT'?". By Proposition
3.5 (applied to P and any probability measure p*), for I > [+ 1 € N, P![p*] will
send some of this mass to the generators. Therefore fQ\qu PYu*)(dr) < c. But this
is a contradiction and therefore ¢ = 0.
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3.3.3. Approximating the measures. In this section we demonstrate the er-

ror induced from iterating the Markov operator.
THEOREM 3.9. Given a positive function p € L'F(2), then

lim P™p)(z) dx :wi—i—(’)(al%) .

Proof. Consider the generalized Voronoi region V;. Define
VP ={weQ|lr—yl <e/2, yeavi}.

Furthermore for m = 1,2, ..., define k,,(z,y) inductively by

ki(z,y) = kr(z,y), km(z,y) = /kp(x,z)km_l(z,y)dz,

and note that P™[u] = [, km (x, y)u(y) dy. Moreover, let p(z) = 1 (x)+p2(z)+ps(x),

where supp(u1) C Vi'\ Vf/2, supp(p2) C ViE/Q, and supp(us) C (V;U Vf/?)c. Then for
any m,

[ Pr@ds = [ Priwl@des [ Prll@de s [P do
re re re re

=0

_ / Pln)(x)de+ | P {us)(x) da.
ro re

=:1; =:15

For y € supp(u1), kr(z,y) will only be nonzero for z € supp(u1). Thus, supp(P™[u1])

c Vi\ Vf/ 2 But we know that all mass converges to the invariant sets I'{", so
supp(P™[pu1]) — T'¢ as m — oo. Since this mass is conserved,

lim I; = dzx.
mgﬂoo 1 /\4\\45/2 Ml(ﬂC) x

Now consider Is:

b= [ ([ nstaem) o

= /Q w(y) HV.€/2 (y) km (2, y) dx dy

i l—\?

< [ nt) 1wy

<ldves ([ (1) * o

5
< s measure(V; /)™ = 0 (e74).
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Here we use Fubini’s theorem, Holder’s inequality, and the facts that &, is a stochastic
kernel and that the measure of the set Vf/ %is O(e). Similarly,

1)
o)

/ B w(x)dx < ||p|l145 measure (% N Vf/z) 0 (aﬁ) .
vinvy
Therefore,

lim P"[p)(z)de = lim (I + 1)

m—o0 [pa m—00
i

z/ () dx—|—(’)(51_i5)—|—/ () d:r:—/ w(x)dz
‘/i\Vf/Q V'im‘/f/Q ‘/imvis/2

:/V u(x)dw—i—(’)(&l%)
:wi+(’)(s%+6).

The theorem is proved.
COROLLARY 3.10. For pu € L>(Q),

lim P pl(x) de = w; + O(e),

m—o0 «
I

that is, bounded densities will yield a linear approxzimation of the true measure.
Remark. For d =2, = |Q|~!, and point generators,

lim P™u)(x) dz = w; + O(g?).

m— oo «
I

For point generators, the region boundaries OV; are piecewise linear. In the region
Vf/ 2, the operator P sends mass to the “wrong” generator. However, when the
region boundaries are linear and p = 1, this error is canceled symmetrically. For
any point y € V7/?, there is a symmetric point y' € V;/? such that y’ € V; and
Jy, Ployldz = [, P[d,/]dx. To find y', simply reflect y perpendicularly in 9V;. This
symmetry degrades in e-neighborhoods of the corners of 0V;. However, the corners
are O(?). For point generators, this symmetry is apparent in higher dimensions as
well.

3.4. Remark on non-Euclidean distances. In the development of the Markov
operator, Euclidean distance was used (through ¢(z)). The Euclidean distance func-
tion can be replaced by any distance function. To use a different notion of distance,
one need only change ¢, for example, by solving a different eikonal equation. Us-
ing the algorithm of [46], ¢? distance and multiplicatively weighted distances—i.e.,
¢(x) = min; (a; dist(x,1;)), where a; are positive constants—can be used.
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4. Numerical scheme. In this section we discuss the numerical discretization
of the Markov operator, the algorithm to compute the measures, and error estimates.

4.1. Computational domain. We now discuss how to calculate these measures
on a discrete computational grid. Because we are interested in the integral of P™[u]
on the invariant set, we construct a finite volume method. By using a finite volume
approach to discretize the Markov operator, we can explicitly deal with the singu-
larities in the kernel, as we are no longer working with the density, but rather the
integrated density. Therefore, we take @ = 0,5 = 0, and we set € = h, for example.
In the previous sections, we carefully defined the stochastic kernel in terms of the
regularization parameters « and 3, though we now set them to zero. This was for
ease of analysis: we first demonstrate that the operator P has invariant sets I'{". Then
it is clear that as a — 0, the operator concentrates mass along singular sets. Because
we simply need the measure that lim,, ., P"[u] assigns to the invariant sets, compu-
tationally, we can set «, = 0. Numerically, the discretized kernel is a left-stochastic
matrix: for any column that sums to zero, there must be a corresponding diagonal
value of one; these are exactly the grid points where mass accumulates, the invariant
sets. We present the discretization of the Markov operator in two dimensions for ease
of notation; however, we emphasize that the method is first order in any dimension
by the analogous calculations.

Because 2 C R? is a bounded domain, there exist Ri, Ra, R3, R4 € R such that
QO C [Rl, RQ] X [Rg, R4] We take Rl, RQ, Rg, R4 such that [Rl, RQ] X [Rg, R4] is the
smallest square covering Q2. Let h = %. Then the computational domain €2, is
defined to be all pairs (z;,y;) of the following form:

xv;=Ri+@—1h, i=1,....N+1,
yj=R3+(j—1)h, j=1,...,N+1.

For all functions previously defined on the bounded domain €2, including the density
p € LY(Q) and the kernel kr, we extend them by zero to all of the computational
domain.

4.2. Discretization and error analysis: One iteration. To obtain an iter-
ative scheme, we first approximate the kernel by a piecewise constant function, and
subsequently discretize all remaining integrals using the trapezoidal rule. We analyze
the error associated with one iteration, and then with multiple iterations.

4.2.1. Approximating the kernel. We approximate kr(z,y, u,v) by a piece-
wise constant function along each grid cell in (u,v). In particular, for (u,v) €

(@i, Ziy1) X [Yj,yj4+1), we approximate the kernel kp(z,y,u,v) by its value at the
left lower endpoint,

(41) kr(xvyauvv) :kr(xayv'xhy])_'_o(h)

Let e =chforc>1€Z (but c < N). We let Qz(jl-) denote the mass moved to the

region [z;, x;11) X [y;j,y;j+1) after one iteration and Qgg) the density integrated over
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the same gridbox:

it+1 y]+1
Q : / / (z,y)dy dx

Yi

Tit1 Yji+1 Titec Yj+e
(4.2) = / / / / kr(z,y,u,v) u(u,v) dvdu | dydx
T; Yj Ti—c j—c

i+1 Yji+1 7’+C Ljtel 0
/ / Z (kl—‘ x yaxkayl)—’_o( )) Ql(cl) dydx
Yji

k=i—cl=j—c

i+c— 1]+C 1

Ti4+1 y1+1
= Z / / 33 yv':rkayl)dydx le
T Yj

k=i—cl=j—c

=Kkl

Ti+1 Yi+1 Titec Yji+e
(4.3) —|—O(h)/ / / / w(u,v) dvdudydx
.z Yi zi—c Jyj_c

i '

<lulle (2e4+1)2h4O(h)

i+c—1 j+c—1
(4.4) = Z Z K Q;(c(l)) +O(R°).
k=i—cl=j—c

The summations and integrals above run from k = max(i — ¢, 1) to k = min(i +
¢—1, N —1), and similarly for [, to remain in the computational domain. The kernel
is only nonzero for (z,y) and (u,v) within a distance ¢ = ch of each other. For
(@, y) € [Ti, Tit1) X [y;,Yj+1), (u,v) is restricted to [zi—c, Tite) X [Yj—c, Yjtc), Which
is precisely the range of the inner integration.

In (4.4), Kijii is an element of a sparse tensor, with at most (2¢+ 1)?N? nonzero
elements (out of N*). By (4.4), we see that iterating the discretized Markov operator
reduces to multiplying a sparse N? x N2 matrix (K) by an N? x 1 vector (Q).

The error from assuming kr(z,y,u,v) is piecewise constant in (u,v) is O(h)
under one iteration of the Markov operator. We must still discretize the integral of
the kernel and the integral of the input density; these integrals are discretized using
the trapezoidal rule.

4.2.2. Integrating the kernel. We construct the discretized kernel with ele-
ments

(4.5)

Tit1 Yji+1
Kijkl :/ / kr(xayv'xkayl) dy dx
g2 Y

("

i+l LYt Thic [Yite 1
/ ko(xayaxkayl) dydl')(/ / ko(xayaxkayl) dydx)
i Y LTk—c Yi—c

J

=1 =1I>
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for 4,j,k,1 € {1,...,N}. These integrals are computed using the trapezoidal rule.
Let Kjjr; denote the discretized tensor element and define

h2

Tra'pl = 4 (ko(xzayjaxlmyl) +k0(xlay]+17xkayl))
h2
+ — 1 (k0($z+layjaxkayl) +/€o($z+1,yg+1,9€k,yl))
k+c—11l4c—1

Tra’p2 = Z Z _(k() 'T’I“vypv'Tkayl)+k0($7’ayp+la$kvyl))

r=k—cp=l—c
k+c—11l4+c—1

+ > —(ko $r+17yp7$€k,yl)+ko($r+1,yp+1,xk7yl))

r=k—cp=l—c

Then I; = Trap, + O(h®) (see Appendix C).* Similarly, Iy = Trap, + O(h*). The
error from discretizing K, using the trapezoidal rule is O(h?), that is,

i+c—1j+c—1 i+c—1j+c—1
3
‘ g g Kijr Qu — E E Kijri le‘ < O(h?)
k=i—cl=j—c k=i—c l=j—c
=K

Observe that

i+c—1j+c—1

46)  E< > > |Kiju- Kijkl‘ Qrl

i+c—1j+c—1 I Trap
A7 - -2
( ) k;c l—]Z;C .[2 Trap2 Q
i+c—1 j+c—1
I Trap, — Trap; I>
48 - |
( ) k;c l_]ZC Trap2 I le
=0(h®) =0(h%)  =0(h?) =0(h?
S L — Trapy | [Trap,) + [ Trap, | [I; — Trap,|
4.9 < 1 2 1 2
( ) a k;c l;c |Trap2 I2| gfi
- =J N—— =0(h2)
=Ch*
(4.10) = O(h).

Once we have discretized the final integral and the integral of the input density, the
Markov operator will be fully discretized, and we can analyze the error accumulated
in the first step.

4.2.3. Integrating the input density. We must take the input density p and
compute the mass matrix Q(©),
Tit1  LYjt1
/ w(u,v) do du.
Y

(4.11) QY = /

J

4The error is different from the standard trapezoidal rule error because the limits of integration
depend on the grid size; see Appendix C for details.
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These integrals are also computed using the trapezoidal rule. Denote by QZ(.?) the
discretized mass function. Then

0 h?
ng) 1 (M(f% Y5) + p(@i, yje1) + p(@ivr, y5) + pl@igr, yj+1))

and QE?) = QE?) + O(h*) (see Appendix C). Therefore we have that

i+c—1j+c—1 i+c—1j+c—1
2 (0) 4
‘ g g Kiju Q) — E E Kiju le < O(h%)
k=i—cl=j—c k=i—cl=j—c
—ob

4.2.4. Error summary for the first iteration. For the first iteration, the
error obtained by discretizing the Markov operator is as follows:

i+c—1 j+c—1

k=i—c l=j—c

=0O(h5)
i+c—1j+c—1 i+c—1j+c—1
+ ‘ Kz]kl le Kz]kl le
k=i—cl=j—c k=i—cl=j—c

=0(h?3)
i+c—1J7+c—1

+ ‘ Z Z Kiju Q;(.C(l)) - Qggl)

k=i—cl=j—c

=0(n4)
= O(h?).

After one iteration we retain third order accuracy.

4.3. Error analysis for m iterations. Assume that after m iterations of the
numerical scheme, the input density has concentrated on the invariant sets. Com-
putationally, we find m to be finite, and in fact O(N). See Appendix B for more
information on the number of iterations until convergence. The error after m itera-
tions is bounded as follows:

i+c—1j+c—1

<le? = 3 3 Kuwar |

k=i—cl=j—c

Q(m) m)

j

=:F
i+c—1j7+c—1 i+c—1j+c—1
m—1 m—1
+ ‘ g g K’L]kl Q( ) E § K’L]kl Q( )
k=i—cl=j—c k=i—cl=j—c

:2E2
i+c—1j+c—1

+’ Z Z szkl Q(m 1) Qm) .

k=i—cl=j—c

Es
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The error E; comes from assuming the kernel is piecewise constant in (u,v). As in

(4.3),
Tit1 Yji+1 Tite Yj+e

E = O(h)/ / / / P™ ] dv du dy dz.
T Yj Ti Yj—c

k3 j i—c

However, P™~1[u] should be almost concentrated along the generators. In the case of
point generators, the maximum of the iterated density should be O(N?), as the mass
should be concentrated on n grid boxes of area h? (recall that n is the number of
generators, which is independent of /). In the case of curved generators, the iterated
density should be O(N), as for each generator, the mass should be concentrated on
O(N) grid cells of area h%. Therefore,

Titec Yi+e Q
/ / P dv du < O(h) for cu?ved generators,
i O(1) for point generators.

And in particular,

B O(h*)  for curved generators,
1= O(h®) for point generators.

The second error comes from discretizing the kernel using the trapezoidal rule. This
calculation is also analogous to the error in the first iteration, adjusting for the con-
centrated nature of P~ 1[u]. As in (4.9),

=0(r?)  =0(h?) =0(*)  =0(h%)
ite—ljhre—l T —"— — s ——
gy S I ] Pl flrap ) —Toapa]
B h—i—c =i |Trap2 IQ| ~—~
=tme=y—e H’T/ O(h) or O(1)
=Ch

O(h?)  for curved generators,
— | O(h) for point generators.

The third error is as follows:

i+c—1j+c—1 ite—1j+e—1
m—1 > A(m—1
‘ E g Kijni Q( ) E E Kijle](gl )
k=i—cl=j—c k=i—cl=j—c
i+c—1j+c—1

Z Z ‘Kzgkl‘ ‘Q m—1) Q](;ln_l)‘ .

k=i—cl=j—c

This error is the same order as the error of the previous iteration. Since that error will
always be dominated by the error from integrating the kernel using the trapezoidal
rule, in the final step, this error will be

B < O(h?)  for curved generators,
=1 O(h') for point generators.

4.3.1. Error summary for m iterations. After m iterations, when the mass
has concentrated on the generators, the error is

’ Q m) < { O(h?)  for curved generators,

O(h')  for point generators.
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4.4. Obtaining the measures. Given Q™) and the indices corresponding to
each generator, it only remains to sum the values of Q™ along each generator
to obtain the approximated weights. Define Z; := {(j,k) | d((z;,yx),Is) < h}.
These are the computational points which lie closest to the generator I';. Then
w; = Z(jJC)GL kan) Let the union of these sets be denoted Z = U}"_,Z;.

4.4.1. Measures associated with curves. In the case of curved generators,
this summation will be over O(N) points, so an order of accuracy will be lost. The
error we obtain by discretizing the Markov operator is

R D N SRl eEe il
(j,k)eT (J,k)eT
= O(N)O(h?)
= O(h).

Finally, recall that the true measure was denoted w;. The error for curves between
the true measure and that obtained by numerically iterating the Markov operator is
first order:

‘wi - Z Q;ZL)‘ < |w; —ﬁli|+‘ﬁ/i - Z kan)‘
(j7k)ezf :O(h) (],k)EI

<O(h)
= O(h).

Therefore the method is first order for curved generators.

4.4.2. Measures for points. In the case of point generators, Z; consists of one
or at most four gridpoints, which is a size O(1) set. Then

@— >0 QY <4 max Q5 - QY < o).

(43.k)ETL; (4,k)ET;
Moreover,
(4,k)EL; ot v
<O(h)

Therefore the numerical method is first order for point generators as well. These
error rates are demonstrated in the next section on numerical results.

Remark. By the same reasoning, it is clear that this scheme is first order accurate
in any spatial dimension for generators of any codimension. So far in our discussion
on errors, we have not addressed the error induced by solving the eikonal equation
numerically. The error of the numerical scheme determines the error in the placement
of the Voronoi diagram. A first order numerical scheme should therefore result in
a first order error for the area of the generalized Voronoi regions, which does not
degrade the error rate of our scheme. The eikonal equation can be solved numerically
via the fast sweeping method or fast marching method (see [47, 52, 53, 5, 43, 44, 37];
see also [46, 20]).
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4.5. Algorithm. Implementing this iterative scheme to compute Voronoi mea-
sures involves five steps. The first is to solve the eikonal equation numerically, and
for that we use the fast sweeping method [52]. In the case of points and circles, the
eikonal solution is the minimum of conical surfaces, which can be computed exactly
(see Appendix A). Next, the probability transition tensor K must be populated using
the trapezoidal discretization. Third, the input density must be integrated numeri-
cally (via the trapezoidal rule, exactly, or by any higher order quadrature scheme).
Fourth, the scheme must be iterated until the mass is accumulated on the generators.
For this, iteration is terminated after the mass outside the set Z (all gridpoints in
an h-neighborhood of the generators) is less than some tolerance level. The tolerance
should be less than the accuracy divided by the number of gridpoints in Z. For an idea
of the accuracy, see Figure 5(d). Finally, the measures are calculated by summing the
mass along the gridpoints closest to each generator. These five steps are summarized
in Algorithm 2.

Algorithm 2 Calculate approximate measures.

Given: a bounded domain Q € R?, a density j, and generators {Ti .
Set TOL, h.
Find gridpoints Z; := {(j1,...,Ja) | d((zj,,. .., 2;5,), L) < h}.
1. Solve an eikonal equation:
a. Initialize ¢(Z), by interpolation, and set ¢p(2;, \ Z) = oc.
b. Solve eikonal equation for ¢ on €, (equation (3.2)).
c. Obtain the function ¢ on €2}, (equation (3.4)).
2. Compute probability transition tensor K from ¢ (equation (4.5)).
3. Integrate p along grid cells to obtain Q (equation (4.11)).
4. Accumulate mass to Z:
while ||Q|[1:(z) < 1- TOL do
Q « KQ
end while
5. Obtain the measures:
fori=1:ndo

4.6. Algorithm complexity. The algorithm that has been developed here to
evaluate integrals over generalized Voronoi regions is a convergent algorithm that
circumvents explicitly identifying the typically nonconvex generalized Voronoi regions.
The efficiency of the algorithm is in fact independent of the number of generators
(though h must be small enough for the asymptotic regime to be reached).

As for the algorithm’s complexity, Appendix B contains detailed numerical results
showing the computational time required to populate the discretized kernel, and the
number of iterations until convergence for the Voronoi and generalized Voronoi cases.
It is useful to emphasize that the basic idea behind evaluating these integrals is the
same regardless of dimension. Recall the procedure: Once the operator has been
iterated long enough (see criteria in Algorithm 2), the mass has accumulated on
gridpoints that lie in a neighborhood of generators. It is trivial to find these points,
so one only needs to perform a straight sum of these values. The task in three
dimensions is the same as that in two dimensions, with the difference being that the
gridpoints surrounding the generators live on a cubic lattice, and so on for higher
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dimensions. The overall complexity is then controlled primarily by the matrix-vector
multiplication required to iterate the discretized Markov operator. As demonstrated
in Appendix B, for N gridpoints in each of d spatial dimensions, the complexity
of the matrix-vector multiplication is O(N9), and O(N) iterations are required for
convergence, yielding an overall complexity of O(N9+1).

5. Numerical results. In this section we first provide numerical verification
that the numerical scheme is first order for the case of points, curves, and surfaces.
In each case, the density function is identically 1. For the case of curves and surfaces,
we use the calculations in Appendix A to compute these measures exactly. We then
give an application of the method with nonuniform density to the Los Angeles County
highway system. The method computes the fraction of population that lives closest to
each highway. Then we show moment computations in two and three spatial dimen-
sions, and we conclude with two examples of CVT, one in R? for circular generators,
and one in R? for spherical generators.

5.1. Error. Below we present the error rates for the numerical scheme in the
case of point, circular, and spherical generators.

The point generators are the white dots shown in Figure 5(a). We include the
standard Voronoi case (point generators) to complement the theoretical error rates
previously presented. The circular generators are the solid white lines in Figure 5(c),
and the spherical generators are the spheres in Figure 5(e). We use circular and
spherical generators to demonstrate the theoretical error rate in a case where the
generalized Voronoi diagram can be found and the measure of each region explicitly
calculated. The Voronoi diagram for the circular and spherical generators was calcu-
lated using the formulas of Appendix A. The scheme results in first order convergence
for both points, circles, and spheres.

5.2. Generalized Voronoi example in R? with nonuniform density: The
Los Angeles County Highway System. Next we compute the population in-
fluences (measures) of the highways in Los Angeles (L.A.) County. The influence
describes the fraction of population living closest to each highway in L.A. County,
and hence p is simply the population density of L.A. The population density data
and influences are depicted in Figures 6(a) and 6(b).

The map tiles are from [45, 38]. The highway data and geographic boundary data
for L.A. County zip codes are from the U.S. Census Bureau [49] and is accurate as of
January 1, 2010. The population density for each L.A. county zip code is also from
the U.S. Census Bureau [48]. The highway data came in the form of latitude and
longitude coordinates. These coordinates were used as the initial contour for solving
the eikonal equation. The solution was obtained in a square domain, where the
population density was set to zero outside L.A. County; the grid size was h = 0.005.
From a purely qualitative perspective, the results are intuitive: there are more people
living near the larger interstate freeways, and fewer people living in the domain of
influence of the state highways. The numerical results are in Table 2.

5.3. Moments of generalized Voronoi regions in R? and R3. To demon-
strate the algorithm further, we present examples in R? and R? where the generators
are nonconvex, are nonsymmetric, and have C° boundaries. Let mg denote the area
or volume of each region, and let m; denote the center of mass. In the following
figures (Figures 7, 8, and 9), the dots represent the center of mass (m;) of their cor-
responding Voronoi region. The underlying contour plot is the minimum distance to
the generators.
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F1G. 5. Two- and three-dimensional convergence plots.

From this, it is possible to infer information about each generalized Voronoi re-
gion. The example in Figure 7 shows overlapping generators. This, coupled with the
nonconvexity of the shapes, creates generalized Voronoi regions that are quite com-
plicated. The color scale of the background distance plot highlights the shape of the
generalized Voronoi regions in the most crucial regions, while sacrificing resolution in
the corners of the domain.

The areas (zeroth moment) of each generalized Voronoi region along with the
center of mass (the first moments) are presented in Table 3; these correspond to the
shapes in Figure 7. The grid size used was h = 0.0033. Here, we present only the
zeroth and first moments, because they are more easily verified in the figures; however,
there is no obstacle to computing any higher moment.

In Figure 8, we present an example where the centers of mass of the generalized
Voronoi regions are located at the center of mass of each shape. The moments for
these regions are presented in Table 3. The grid size used here was h = 0.0033.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 04/17/14 to 132.206.150.67. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journa s/ojsa.php

A816 L. J. LARSSON, R. CHOKSI, AND J.-C. NAVE

@

0.01

0.009

0.008

0.007

0.006

0.005

Latitude

0.004

0.003

0.002

33.8 . e ¢/ ] o001

-119 -1188 -1186 -1184 -1182 -118 -117.8
Longitude

(b)

@ 0.14
/'4\% sy
£0.12

Latitude

17

ST
remnee meoes

o

91 X
oy,
Ui
g .
110710
4

-119 -118.8 -1186 -1184  -1182 -118 -117.8
Longitude

Fic. 6. (a) Population density in L.A. County. (b) Fraction of L.A. County population living
closest to each highway.
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TABLE 2
Percent of population living closest to major L.A. highways.

Highway name  Influence Highway name  Influence
I-10 13.05% 1-710 5.46%
I-5 12.41% 1-605 4.67%
1-405 11.64% State Rte. 91 3.81%
1-210 10.53% State Rte. 170 3.21%
I-110 10.52% State Rte. 118 2.30%
U.S. 101 8.07% State Rte. 134 1.80%
State Rte. 60 5.78% State Rte. 2 0.97%
1-105 5.49% State Rte. 57 0.30%

0.2

0.18 .

0.16 0.16
0.14 0.14
0.12 ! 0.12
0.1 . ° 0.1

0.2 04

Fia. 8. Nonconvex I';.

F1G. 9. Integration exzample in R? with 50 generators.

In Figure 9, we present an example with 50 generators in = [0, 1]2. The centers
of mass are displayed, and the distance function is displayed in the background as a
contour plot. The grid size was h = 0.005.

In R3, an example of the volume integration in the case of spheres was already
presented (see Figure 5(e)). Another example with nonspherical generators is pre-
sented in Figures 10 and 11. In these examples, the grid size was h = 0.005, and the
domain was Q = [0, 1]3.

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 04/17/14 to 132.206.150.67. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

A818 L. J. LARSSON, R. CHOKSI, AND J.-C. NAVE

TABLE 3
Areas and centers of mass for Figures 7 and 8.

Moments for Figure 7 Moments for Figure 8
Gen. mo mi mo mi
1 0.0556 0.4060, 0.2476 0.0908 0.8295,0.1334

( ) ( )
0.4677 (0.7607, 0.4983) 0.0293 (0.4508, 0.4614)
0.1156 (0.4396, 0.7205) 0.2329 (0.2083,0.7365)
0.2042 (0.1724,0.7106) 0.2705 (0.3144,0.2079)
0.1569 (0.2271,0.1582) 0.3765 (0.7381,0.6550)

U W N

This example uses five bunnies of different sizes and three elephants. The gen-
eralized Voronoi regions generated by these shapes were produced using the direct
method (see Algorithm 1) for illustration purposes.

5.4. Application: Three-dimensional CVT of spheres. To extend the no-
tion of a CVT from the point-generator case, one must find a suitable energy to
minimize. In fact, we have already shown the form of this energy in (1.2). For an
elegant survey of algorithms to compute CVTs for points, see [11, 12]. Included in
these references, one will find many useful algorithms, including Lloyd’s method [32],
probabilistic algorithms [34, 21], a Newton-Lloyd method [10], multigrid methods
[9], as well as quasi-Newton algorithms [31] that offer superlinear convergence to a
minimum of the energy.

Historically, the problem of computing CVTs of points has been approached from
both implicit and explicit algorithmic perspectives. On the explicit side, the Voronoi
region of the point generators is computed exactly and used directly [32, 33]. However,
there are also very efficient implicit algorithms to compute CVTs, where no compu-
tation of the Voronoi regions is needed [21]. In this spirit, our current algorithm
can be likened to the latter algorithms, because the explicit calculation of the gen-
eralized Voronoi regions is not required. Interestingly, the method described here is
also very much an extension of the Lloyd and quasi-Newton minimization algorithms
for points [32, 33]—explicit methods. To accommodate a wide class of generators,
the exact computation of the generalized Voronoi regions is avoided. However, for
some of the curve primitives mentioned in the introduction, very accurate algorithms
exist for computing the generalized Voronoi diagram. In the case that CVT should
be required for such generators, the trade-off between the accuracy of using explicit
Voronoi regions and the computational efficiency and flexibility obtained through the
implicit approach can be studied in detail. This is left for future study.

The primary focus of this paper is for more general generators, and there has
been recent work in this direction. One extension of Lloyd’s algorithm in R? for
points was in the area of nonphotorealistic rendering [17]. The authors modified
Lloyd’s method to allow for the rotation of lines and polygons, and used the method
to generate stippled drawings. Their algorithm first projects the center of the shape
to the center of mass of the Voronoi region generated by the shape (analogous to the
original Lloyd’s method). Then the angle of inertia of the shape is rotated to match
the angle of inertia of the Voronoi region. This algorithm computes the zeroth, first,
and second moments of the Voronoi regions via a discrete summation over pixels using
the algorithm of [18]. The method gives an approximate CVT for shapes, although
the variational foundations of the algorithm were not explored.

Another algorithm to compute the CVT of line segments (and graphs) was pro-
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(b) Ty & T (c) mq for Ty & T'2

(d) T's (e) mq for I's

F1G. 10. Three-dimensional generators for the integration example, part 1.

posed in [33]. Here, the line segments are not constrained to have a fixed length;
instead, both endpoints of each line segment are allowed to move to minimize the
CVT energy (with a regularization term). The energy is simplified by approximat-
ing each line by a sequence of points and using the point-based CVT energy as an
approximation. This gives a good approximation for a dense point sampling of each
segment, and reduces the integration to a summation of integrals over polygons. Our
example is more closely related to previous work in nonphotorealistic rendering [17],
as the shapes we optimize are not deformed as a result of the energy minimization. In
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(c) T4, T'5,T7,Ts (d) mq for T'y,T'5,T'7, & T's

Fic. 11. Three-dimensional integration example, part I1.

the upcoming example, we can minimize the CV'T energy for spheres directly, without
using a point-based approximation of the energy.

5.4.1. CVT of spheres. We now describe the CVT framework to optimize the
placement of spheres. Assume we are working in a convex domain Q C R%, d = 2, 3.
Moreover, we are given a fixed set of n shapes {I';}?_; which depend on the sphere
center x; (spheres are rotationally invariant, so there is no angle to account for). Let
X denote the (dn x 1)-dimensional vector of location coordinates. Each sphere is
parametrized by a radius, 7;. Let p be a density in L*().

To obtain a CVT of spheres {I';}?_,, one must find the locations X that minimize
the following energy:

(5.1) =Y [ L ST )y

The Voronoi region V; depends on the location of I'; and all neighbors of I';. We
emphasize this by writing V;(X).

5.4.2. Energy gradient. To minimize the CVT energy (equation (5.1)), we use
a quasi-Newton method [35, 30]. Although it is possible to write down the second
derivatives of the energy function F', they include boundary integrals along the curved
Voronoi diagram generated by {I';}" ;. By using a quasi-Newton method, we only
need to compute first order derivatives. The L-BFGS algorithm is guaranteed to
converge when the energy F' is twice continuously differentiable in a neighborhood of
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the minimizer, though it is known to converge even in cases where F' is less regular
[29]. An analysis of the smoothness of the energy for spheres is beyond the scope of
this example.

To implement the quasi-Newton algorithm, we need to compute the first deriva-
tives of the energy F' with respect to the locations, X. For each term in the summation
that comprises F, the domain of integration as well as the integrand depend on these
locations. The derivative of an integral with respect to its domain of integration is

given in Lemma 6.1 of [11], and it can be shown that the first derivative of F' with
(k)

respect to ; ~ (the kth component of the location vector x;) is

or

o,
/Vimdm (y, 1) p(y) dy.

1

The manner in which the boundary integrals vanish in the case of rigid bodies
is analogous to the case of points. See [19] for the point-based energy derivative
calculations.

To calculate the energy derivatives, the derivatives of the squared distance func-
tion dist? (y,I';) must be computed. The distance from any point y € € to a sphere
T; is given by dist(y,T;) = ||y — x;| — r;|, where x; is the center of the sphere, and
r; its radius. This distance function can be used to obtain explicit equations for the
energy gradient with respect to the sphere’s center, x;:

When the distance is not available explicitly, one must approximate the integrand
numerically by appropriate derivatives of eikonal solutions. This requires additional
analysis and will be presented in a separate paper on the CVT of rigid shapes in R?.

5.4.3. Numerical examples. The numerical simulations presented here use a
constant density, p = 1. Starting with the configuration of circles in Figure 12(a),
L-BFGS was run with M = 20 for 30 iterations. Notice that this initial configuration
has overlapping generators. This type of configuration makes for complicated Voronoi
regions, but the integration remains simple using the method in this paper.

In each step of the optimization, a unit step length was tested first before the
line search algorithm was run. After 30 iterations, the configuration of circles became
distributed as in Figure 12(b). The energy and L? norm of the energy gradient per
iteration have been plotted in Figures 12(c) and 12(d).

Similarly, in three dimensions, we began with the configuration of spheres in
Figure 13. After 30 L-BFGS iterations, the spheres were distributed as in Figure 14.
The beginning energy was 0.0424, and the final energy was 0.0144.

6. Summary. We have presented an efficient numerical scheme to compute the
measures of generalized Voronoi regions. The scheme is first order accurate and can
deal with generators of arbitrary codimension. This algorithm computes a fundamen-
tal geometric quantity. The utility of the scheme was demonstrated on applications
to urban planning and the CVT of spheres of different radii.
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Fic. 12. CVT of two-dimensional circles.

Fic. 13. Initial configuration. Fia. 14. After 30 iterations.

Appendix A. Example of analytically available region boundaries. It
is worth noting that in some cases the formulas for the boundaries of the general-
ized Voronoi regions are analytically available. In this example we consider circular
generators (see also [24, 25, 22]).

In the case of nonoverlapping circular generators in two dimensions, we can derive
an explicit formula for ¢;; = 0. In this case,

Gi(@,y) = /(2 — )2+ (y — v:)? — 1.
Solving for ¢;; = 0 yields

—B++vB?-4AC
y:

(A1) = ,
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where A, B, and C are defined as

2
A= <u> -1,
T‘i—T‘j

Y5 — Yi
1 J

(Rt -n)? -1\

In (A.1), the positive or negative root is chosen such that ¢;(x,y) = ¢;(z,y). If there
is not one unique y value for each z, one should use the analogous expression for z as
a function of y. This equation was used to find the Voronoi diagram in Figure 5(c).
There, the generators are shown in solid white and the region boundaries are shown
in dashed black lines. The contour plot of the distance function is in the background.

In three dimensions, we have ¢;(z,y,2) = \/(z — ;)2 + (y — v;)% + (z — 21)2 — 7.
Solving for ¢;; = 0 yields

(cf —cf)(zi — 25) + K(2i + 2) + \/(7"1' =132 ((¢} = ] + K)? —4Kc})
2K ’

z =

where

¢j = \/(ff —z;)? + (y — y;)?,

K = (Tl'—Tj—l—Zi—Zj)(’l"i—Tj —Zi—l—Zj).

The equation ¢;; = 0 can also be solved in terms of x or y. The curves that are
equidistant to three spheres can be found analytically as the solution of a quartic
polynomial.

Appendix B. CPU times. In this section, we report the CPU times for the
two-dimensional integration algorithm. In the following sections, N refers to the
number of gridpoints in each spatial dimension, so the total degrees of freedom here
is N2. These tests were run in MATLAB on a 3.0 GHz quad-core desktop with 8 GB
of RAM.

B.1. Solving the eikonal equation. The first step in our algorithm is to find
the eikonal solution with the generators as the initial contours. This is done via a fast
sweeping method, which is an O(N?) algorithm (see [52]).

B.2. Constructing the discretized kernel. To construct the discretized ker-
nel, we must populate a matrix with O(N?) nonzero elements. This takes O(N?)
seconds, which is verified below in Figures 15(a) and 15(b).
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F1c. 15. CPU time for kernel population.

B.3. Number of iterations until convergence. We conjecture the number
of iterations until the mass converges to be O(N). Figures 16(a) and 16(b) confirm
that the number of iterations until convergence is O(N).

4 -« Iterations] 4 -|terations
10 10
<=O(N) <O(N)

log Iterations
2

log Iterations
o

10 10
10" 10°  10°  10* 10" o 10 10
log(N) log(N)
(a) Points (b) Circles

Fic. 16. Number of iterations for operator convergence.

B.4. CPU time for convergence to invariant sets. Each iteration of the
discretized Markov operator requires the multiplication of a vector with a sparse
O(N?) matrix.

log(seconds)
=)

--CPU Time|
<O(N%)

log(seconds)
=)

--CPU Time|
<O(N%)
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Fic. 17. CPU time for operator convergence.

The CPU time required for this is O(N?). As O(N) iterations are required to
obtain convergence, we expect a CPU time that is O(N3). This is exactly what is
observed in Figures 17(a) and 17(b).

Appendix C. Trapezoidal rule error. Let f : R?> — R have two continuous
partial derivatives in both  and y. Let h = ;41 —x; = y;j41 —y; fori, j € {1,...,N}.
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Then by integration by parts

b h 2
/o /o flxi +t,y; + s)dtds = hz(f(ﬁci, yi) + f(@i, yje1) + f(@ir1,y5) + F(@ig1,¥541))

—iTrap,;
+ g /Oh (@ - %Q)fyy(ﬁmlayj +s)ds
(= P

Then

h4

h rh
i,jer{%?fiN} ‘ /0 /0 f(zi+t,y; + s)dt ds — Trap,;

So for any function with two continuous partial derivatives, we expect the trape-
zoidal rule to yield fourth order accuracy. The stochastic kernel we define is only
continuous on {(z,y)||x — y| < €} (this is precisely the domain of integration). In
fact, there will be a gridpoint such that the left and right x derivatives (similarly for
the y derivatives) will not agree. Numerically, we see that for some gridpoint (x;,y;)

foalloo = [L280100) = ot
h h

and similarly for f,,. Therefore in the case of the kernel we have defined, we expect

the trapezoidal rule to yield O(h®) convergence. Note that because the limits of

integration depend on the grid size h, the above analysis is different from the standard

trapezoidal rule, where the limits of integration are fixed, and the error depends upon

the number of quadrature points.
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