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Abstract. We analyze the semiclassical limit of spectral theory
on manifolds whose metrics have jump-like discontinuities. Such
systems are quite different from manifolds with smooth Riemann-
ian metrics because the semiclassical limit does not relate to a clas-
sical flow but rather to branching (ray-splitting) billiard dynamics.
In order to describe this system we introduce a dynamical system
on the space of functions on phase space. To identify the quantum
dynamics in the semiclassical limit we compute the principal sym-
bols of the Fourier integral operators associated to reflected and
refracted geodesic rays and identify the relation between classical
and quantum dynamics. In particular we prove a quantum er-
godicity theorem for discontinuous systems. In order to do this we
introduce a new notion of ergodicity for the ray-splitting dynamics.

1. Introduction

Many questions about spectra and eigenfunctions of elliptic oper-
ators are motivated by Bohr’s correspondence principle in quantum
mechanics, asserting that a classical dynamical system manifests itself
in the semiclassical (as Planck’s constant h → 0) limit of its quan-
tization. When the quantum system is given by the Laplacian ∆ on
the Riemannian manifold M (describing a quantum particle on M in
the absence of electric and magnetic fields) the corresponding classi-
cal system is the geodesic flow Gt on M , so in the high energy limit
eigenfunctions should reflect the properties of the geodesic flow.

One of the most studied question concerns limits of eigenfunctions.
To an eigenfunction φj with ∆φj = λjφj one can associate a mea-
sure dµj on M with the density |φj|2; its phase space counterpart is a
distribution dωj on the unit cosphere bundle S∗M , projecting to dµj.
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It can be defined as follows: given a smooth function a on S∗M (an
observable), we choose a “quantization,” a pseudodifferential operator
A = Op(a) of order zero with principal symbol a, and let

(1.1) 〈a, dωj〉 =

∫
M

(Aφj)(x)φj(x) dx := 〈Aφj, φj〉.

The definition of the measures dωj depends of course on the choice
of the quantization map a 7→ Op(a), but any two choices differ by
an operator of a lower order, and that does not affect the asymptotic
behaviour of 〈Aφj, φj〉. The measures dωj are sometimes called Wigner
measures.

A natural problem is to study the set of weak* limit points of ωj-s; it
follows from Egorov’s theorem that any limit measure is invariant under
the geodesic flow, but the limits are quite different for manifolds with
integrable and ergodic geodesic flows. If M has completely integrable
geodesic flow Gt, sequences of dωj-s concentrate on Liouville tori in
phase space satisfying the quantization condition.

Let

N(λ) := #{λj < λ2}
be the the counting function of the Laplacian (as usual, we enumerate
eigenvalues taking into account their multiplicities). Recall that, by
the Weyl formula,

N(λ) = λn(2π)−nn−1Vol (S∗M) + o(λn) , λ→ +∞ .

If Gt is ergodic, the following fundamental result (sometimes called
quantum ergodicity theorem) holds.

Theorem 1.1. Let M be a compact manifold with ergodic geodesic
flow, and let A be a zero order pseudodifferential operator with principal
symbol σA. Then∑

λj≤λ2

∣∣∣∣〈Aφj, φj〉 − ∫
S∗M

σA dω

∣∣∣∣2 = o (N(λ)) , λ→∞,

or, equivalently,

lim
N→∞

1

N

N∑
j=1

∣∣∣∣〈Aφj, φj〉 − ∫
S∗M

σA dω

∣∣∣∣2 = 0

where dω is the normalized canonical measure on S∗M .

The theorem shows that for a subsequence φjk of eigenfunctions of
the full density, dωjk → dω, and after projecting to M we find that
φ2
jk
→ 1 (weak∗). In other words, almost all high energy eigenfunctions
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become equidistributed on the manifold and in phase space. Various
versions of Theorem 1.1 were proved in [CV, HMR, Shn74, Shn93, Z1,
Z3] by Shnirelman, Zelditch, Colin de Verdière and Helffer–Martinez–
Robert, as well as in other papers. Quantum ergodicity has been es-
tablished for billiards in [GL, ZZ] by Gérard–Leichtnam and Zelditch–
Zworski.

Important further questions concern the rate of convergence in (1.1),
quantum analogues of mixing and entropy. Rudnick and Sarnak conjec-
tured that on negatively curved manifolds, the conclusion of Theorem
1.1 holds without averaging, or equivalently dωj → dω for all eigen-
functions; this is sometimes called quantum unique ergodicity (QUE).
This conjecture has been proved for some arithmetic hyperbolic man-
ifolds by Lindenstrauss, with further progress by Soundararajan and
Holowinsky. On the other hand, A. Hassell ([Ha]) has shown that on
the Bunimovich stadium billiard, there exist exceptional sequences of
eigenfunctions concentrating on the “bouncing ball” orbits, so the ana-
logue of the QUE conjecture does not hold for all billiards.

The aim of this paper is to identify the correct semiclassical dy-
namics corresponding to quantum systems with discontinuities. More
precisely, we are looking at manifolds (possibly with boundary) whose
metrics are allowed to have jump discontinuities across codimension
one hypersurfaces. Such manifolds model situations in physics where
waves propagate in matter that consists of different layers of materials.
In the simplest case we would have two isotropic materials touching at
a hypersurface. The metric in each layer is then given by gi = ni(x)2ge,
where ni(x) is the refraction index in layer i and ge is the Euclidian
metric on the tangent bundle. Wave propagation in these media is
described by the wave equation

(
∂2

∂t2
+ ∆)φ(x, t) = 0,

where ∆ is the Laplace operator with respect to the metric gi and trans-
missive boundary conditions are imposed on the solutions. The high
energy limit of such a systems shows properties that do not remind of
classical mechanics: singularities of solutions travel on geodesics un-
til they hit the discontinuity. Then they are reflected and refracted
according to the laws of geometrical optics. Consequently, there is no
classical flow on phase space that describes the high energy limit. More-
over, the naive generalization of Egorov’s theorem fails in this situation.
If A is a pseudodifferential operator on the manifold supported away
from the discontinuity then the quantum mechanical time-evolution
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U(t)AU(−t) of A will in general fail to be a pseudodifferential opera-
tor. Thus, on the algebraic level of observables the quantum-classical
correspondence fails. We will show that after forming an average over
the eigenstates the quantum dynamics relates to a certain probabilis-
tic dynamics that takes into account the different branches of geodesics
emerging in this way. Our main result establishes a quantum ergodicity
theorem in the case where this classical dynamics is ergodic.

Our proof relies on a precise symbolic calculus for Fourier integral
operators associated with canonical transformations (see Section 4) and
on a local Weyl law for such operators (Theorem 6.2). We construct a
local parametrix for the wave kernel consisting of a sum of such Fourier
integral operators (Section 5.1) and apply to them the above results.

The usual proof of quantum ergodicity is based on the consideration
of the positive operator obtained by squaring the average of the time-
evolution of a pseudodifferential operator. Egorov’s theorem plays an
important role in this construction. Since it does not hold in our set-
ting, the standard proof cannot be directly applied. Instead we use
the local Weyl law for an operator that is not necessarily positive but
whose expectation value with respect to any eigenfunction is positive.
We then apply the symbolic calculus to obtain an explicit formula for
the leading asymptotic coefficient.

The proof of the main result is presented in full detail in Section 8. It
should be mentioned that local Weyl laws of the type given in Theorem
6.2 are very powerful and have many applications. In particular, a less
explicit but similar result was recently stated and used in [TZ1] and
[TZ2] to prove quantum ergodic restriction theorems.

Ray splitting not only occurs in the quantum systems we consider
but also happens in situations described by systems of partial differ-
ential equations and higher order equations. Moreover, ray-splitting
occurs in a natural way in quantum graphs. Our results carry over in
a straightforward manner to these situations.

Ray-splitting billiards have been studied extensively in the Physics
literature, see e.g. [BYNK, BAGOP1, BAGOP2, BKS, COA, KKB,
TS1, TS2] and references therein. The emphasis has been on spectral
statistics, trace formulae, eigenfunction localization (“scarring”), and
the behaviour of periodic orbits. In the mathematical literature, the
emphasis has been on the propagation of singularities [Iv1] and spectral
asymptotics [Iv2, Sa2].

Quantum ergodicity has not previously been considered for ray-
splitting (or branching) billiards. Our results fill an important gap in
the semiclassical theory of such systems. It is our hope that our results
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Y ∂M

M M

N ⊂ ∂M

Figure 1. Domain in R2 with boundary

will serve as a motivation to further study a probabilistic dynamical
system that we introduce.

2. Setting: Manifolds with metric discontinuities along
hypersurfaces

Following Zelditch and Zworksi [ZZ], we say that M is a compact
manifold with piecewise smooth Lipschitz boundary if M is a compact
subset of a smooth manifold M̃ such that there exists a finite collection
of smooth functions f1, . . . , f` such that

(1) dfj|f−1
j (0) 6= 0,

(2) M has Lipschitz boundary and f−1
i (0)

⋂
f−1
j (0) is an embedded

submanifold of M̃ .
(3) M = {x ∈ M̃ : ∀1 ≤ j ≤ ` : fj(x) ≥ 0}.

A Riemannian metric on M is assumed to be the restriction of a Rie-
mannian metric on M̃ . We will denote the regular part of the boundary
∂M of M by ∂Mreg and the singular part by ∂Msing.

Suppose that X is a compact manifold with piecewise smooth Lips-
chitz boundary and Y ⊂ X is a co-dimensional one piecewise smooth
closed hypersurface in X such that ∂Y ⊂ ∂X. We will also assume that
the completion of X\Y with respect to the inherited uniform struc-
ture is again a manifold M with piecewise smooth Lipschitz boundary.
Thus, cutting X open along Y results in M and we obtain a part N of
the boundary ∂M with a two-fold covering map N → Y .

Example 2.1. In the simplest case X is oriented, Y is a closed hyper-
surface that separates X into two parts X1 and X2. Then M will be
the disjoint union of X1 and X2, N is the disjoint union of two copies
of Y , and the deck transformation simply interchanges these two copies
of Y .
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∂X = ∅

Y
X

M

N = ∂M

Figure 2. Closed manifold with metric discontinuity

A smooth metric on M defines a metric on X\Y . Since we do not
require that the covering map φ be an isometry, this metric can in
general not be continued to a metric on X but has a jump discontinuity
at Y . Manifolds X with a metric of this form on X\Y can be thought
of as Riemannian manifolds with metric jump discontinuities at Y .
Note that the construction ensures that the metric can be continued
smoothly up to Y on either side of Y in local coordinates (although
the continuations from the left and from the right need not coincide).

The gluing construction defines a map T ∗M |N → T ∗X|Y which is
again a two-fold covering map that lifts the original covering map. Note
that the deck transformation of this cover does not in general preserve
the length of covectors.

SinceN has zero measure, functions in Lp(M) can also be understood
as functions in Lp(X). Moreover, functions in C(M) can be understood
as functions in L∞(X) which are smooth away from Y and can have
a jump discontinuity along Y . For the sake of notational simplicity,
in the following we will not distinguish between the spaces Lp(M) and
Lp(X) and understand C(M) as a subspace of L∞(X).

We will assume that D is either the Sobolev space H1(X) or the
spaceH1

0 (Xint) ofH1-functions vanishing on ∂X. We define the Laplace
operator ∆ on X as the self-adjoint operator defined by the Dirichlet
quadratic form

(2.1) q(φ, φ) =

∫
X\Y
|∇φ(x)|2 g(x) dx

with domain D, where g is the standard Riemannian density, g(x) dx
is the volume element and |∇φ(x)| is the Riemannian norm of the
covector ∇φ. Contraction of the density g with the outward pointing
unit normal vector field results in a density h on N . There then exists

a positive function b ∈ L∞(N) ∩ C∞(Nreg) such that h(x) = b(x)ĥ(x)

for all x ∈ N , where ĥ denotes the deck transformation of the density
h on N .
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The domain of the unique self-adjoint operator generated by this
quadratic form coincides with

{f ∈ H2(M)
⋂

H1(X) :

〈∇̂f, nN(x)〉 = −〈∇f, nN(x)〉 · b(x) for all x ∈ N, f |∂X = 0}

in the case D = H1
0 (Xint), and with

{f ∈ H2(M)
⋂

H1(X) :

〈∇̂f, nN(x)〉 = −〈∇f, nN(x)〉 · b(x) for all x ∈ N, 〈∇f, n∂X〉 = 0}

in the case D = H1(X).
In both formulae nN and n∂X are the outward pointing unit normal

vector fields at Nreg and ∂Xreg respectively, and ∇̂f is the deck trans-
formation of ∇f . Thus, in the former case the operator is subject to
Dirichlet boundary conditions at ∂X and transmissive boundary con-
dition at N . In the latter case the operator is subject to Neumann
boundary conditions at ∂X and transmissive boundary conditions at
N .

To be more specific and for notational purposes we would like to
describe the transmissive boundary condition in local coordinates near
Yreg. Suppose that x0 ∈ Yreg is a point. Locally the normal bundle of
Yreg is trivial and, therefore, there exists a connected open neighbour-
hood O of x0 such that O\Y is the disjoint union of two connected
components O+ and O−. After making such a choice, for each point
x ∈ Y ∩ O there are two points x+ and x− in N that correspond to x
under the covering N → Y . These points x± can be thought of as the
different limits in M that sequences have when converging to x in O+

and O− respectively. For any function f(x) on M we can then define
its two boundary values f+(x) := f(x+) and f−(x) := f(x−). The deck
transformation group will act by interchanging the points x+ and x−.
Similarly, different metrics {gij+(x)} and {gij−(x)} on T ∗xX are obtained
by passing to the limit in O+ and O− respectively. Let g±(x, ξ) be
the corresponding quadratic forms, and let n± be the g±-unit conormal
vectors oriented into the g±-sides. In the same way let h be the induced
Riemannian metric on Nreg. Then h+(x) = h(x+) and h−(x) = h(x−)
correspond to the different Riemannian metrics on Yreg that are induced
by the different limits from left and right hand side respectively. The in-

duced metric densities are then given by (h±)(x) = (det((h±)ij(x)))1/2

and the function b is computed as b+(x) = b(x+) = h+(x) (h−(x))−1.
By construction b−(x) = b(x−) = (b+(x))−1. Elements f in the domain
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of ∆ then satisfy the transmissive boundary conditions

f+(x) = f−(x),

b+(x)∂nf+(x) = −∂nf−(x),

for all x ∈ Yreg ∩ O, where ∂nf± is the exterior normal derivative of f
at the point x±.

Let Hs(M) be the Sobolev space. Since these boundary conditions
are elliptic, we have

dom(∆s/2) ⊂ Hs(M)

for any s > 0. Moreover, if s > n/2 + k then

dom(∆s/2) ⊂ Ck(M)
⋂

C(X).

For technical reasons, it is more convenient to consider operators
acting in the space of half-densities on X rather than in the space of
functions. Further on, if H(·) is a function space, we shall denote by
H(·,Ω1/2) the corresponding space of half-densities.

The operator g1/2 ∆ g−1/2 with domain

{f ∈ L2(X,Ω1/2) : g−1/2f ∈ dom(∆)}
is said to be the Laplacian in the space of half-densities. Clearly, it is a
self-adjoint operator whose spectrum coincides with the spectrum of ∆.
Moreover, f is an eigenfunction of ∆ if and only if the half-density g1/2f
is an eigenvector of g1/2 ∆ g−1/2 corresponding to the same eigenvalue.

We shall denote the Laplacian in the space of half-densities by the
same letter ∆ specifying, when necessary, in what space we consider
the operator.

3. Ray-splitting billiards

3.1. Reflection and refraction. As above let {gij(x)} be the Rie-
mannian metric on T ∗xX and g(x, ξ) :=

∑n
i,j=1 g

ij(x) ξi ξj. For local
statements near Y it will be enough to consider open sets O as in
the previous section and a choice O± as above so that we can use
the above notation {gij±(x)} for the different boundary values of the
metric. If (y, η) ∈ T ∗(X\∂M), where y ∈ X\∂M and η ∈ T ∗yX, let
denote by (xt(y, η), ξt(y, η)) the Hamiltonian trajectory generated by

the Hamiltonian
√
g(x, ξ) and starting at (x0(y, η), ξ0(y, η)) := (y, η).

Its projection xt onto X is the geodesic emanating from the point y
in the direction η. Clearly, xt and ξt are positively homogeneous func-
tions of η of degree 0 and 1 respectively. Furthermore, if (y, η̃) ∈ S∗M
then (xt(y, η̃), ξt(y, η̃)) ∈ S∗M and the geodesic xt is parametrised by
its length.
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The Hamiltonian trajectory (xt, ξt) is well defined until the geodesic
xt hits the boundary ∂M , i.e., either the set Y or the boundary of
X. In the former case, according to the laws of geometrical optics, it
splits into two geodesics. One of them is obtained by reflection, and
the other is the refracted trajectory which goes through Y but changes
its direction. In the latter case there is only the reflected trajectory.
More precisely, there are the following possibilities.

Assume, for the sake of definiteness, that the trajectory

γ+(t) = (xt(y, η), ξt(y, η))

approaches Y from the g+-side and meets Yreg at the time t∗. Let

lim
t→t∗−0

(xt(y, η), ξt(y, η)) := (x∗, ξ∗) ,

so that x∗ ∈ Yreg and g+(x∗, ξ∗) = g(y, η). Denote by ξ±Y the g±-
orthogonal projections of ξ∗ onto the cotangent space T ∗x∗Y .

Clearly, ξ∗ = ξ+
Y − τ+ n+ where

τ+ =
√
g+(x∗, ξ∗)− g+(x∗, ξ+

Y ) .

By definition, the reflected trajectory is the Hamiltonian trajectory
γ̃+(t) originating from the point (x∗, ξ+

Y + τ+ n+) at the time t∗ and
going into the g+-side of X. If τ+ = 0 then the geodesic xt hits Yreg at
zero angle. In this case the reflected trajectory is not well defined.

Assume that g−(x∗, ξ−Y ) < g+(x∗, ξ∗) and denote

τ− =
√
g+(x∗, ξ∗)− g−(x∗, ξ−Y ) .

Obviously, g−(x∗, ξ−Y ± τ−n−)) = g+(x∗, ξ∗). The Hamiltonian trajec-
tory γ̃−(t) originating from the point (x∗, ξ−Y + τ−n

−) at the time t∗

and going into the g−-side is called the refracted trajectory. Note that
in this case γ̃−(t) is the reflection of the trajectory γ−(t) coming from
the g−-side to the point (x∗, ξ−Y − τ−n−). The corresponding refracted
trajectory coincides with γ̃+(t), so that γ+(t) and γ−(t) have the same
pair of reflected and refracted trajectories.

If g−(x∗, ξ−Y ) > g+(x∗, ξ∗) then there is no refraction. In this case one
says that (x∗, ξ∗) is a point of total reflection. If g−(x∗, ξ−Y ) = g+(x∗, ξ∗)
then the angle of refraction is zero and the refracted trajectory may
not be well defined.

If the geodesic hits a point x∗ ∈ ∂Xreg then (xt, ξt) is reflected in
the same way as above. Namely, the reflected trajectory is the Hamil-
tonian trajectory originating from (x∗, ξ∗∂X − ξ∗n) where ξ∗∂X and ξ∗n are
tangential and normal components of ξ∗.
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κ5 = (2, 0, 0, . . .)

(y, η)

κ1

κ2

κ3

κ4

κ5

κ1 = (0, 0, 0, . . .)
κ2 = (2, 0, 2, . . .)
κ3 = (0, 0, 2, 2, . . .)
κ4 = (0, 0, 2, 0, . . .)

Figure 3. Ray-splitting trajectories

3.2. Billiard trajectories. The trajectory obtained by consecutive
reflections and/or refractions is called a billiard trajectory. In general,
there are infinitely many billiard trajectories originating from a given
point (y, η) ∈ T ∗(X\∂M); moreover, the set of these trajectories is
typically uncountable. We shall denote them by (xtκ, ξ

t
κ), where κ is an

index specifying the type of trajectory (see below). Each billiard tra-
jectory (xtκ, ξ

t
κ) consists of a collection of geodesic segments (xtκ,j, ξ

t
κ,j),

which are joined at Y and ∂X.
Following [Sa1], we shall suppose that κ is a ternary fraction

0.κ1κ2 . . . ,

where κm = 0 or κ = 2 for all m, so that κ is a point of the Cantor set
in [0, 1]. More precisely, we say that the trajectory has type κ if the
following is true.

• If the (m + 1)st segment of the trajectory is obtained by re-
flection and there exists the corresponding refracted ray then
κm = 0.
• if the (m+ 1)st segment of the trajectory is obtained by refrac-

tion then κm = 2,
• If the trajectory has only m segments or the mth segment ends

at ∂X or at a point of total reflection then either κm = 0 or
κm = 2.

The last condition implies that a billiard trajectory may have different
types κ. Roughly speaking, the equality κm = 2 means that (m+ 1)st
segment is obtained by refraction whenever it is possible.

3.3. Dead-end and grazing trajectories. A billiard trajectory is
not well-defined if

• the trajectory hits ∂M infinitely many times in a finite time,
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• or the angle of incidence or the angle of refraction is equal to
zero,
• or the trajectory hits a point in ∂Msing.

Trajectories of the first type are called dead-end, trajectories of the
second type are said to be grazing, and we call trajectories of the third
kind singular. Let Od, Og, and Os be the sets of starting points of the
dead-end, grazing and singular trajectories, respectively. Clearly, Od,
Og, and Os are conic subsets of T ∗(X \ ∂M). Throughout the paper
we shall suppose that the following assumption holds.

Assumption 3.1. The conic set Od

⋃
Og

⋃
Os has measure zero in the

cotangent bundle.

This assumption means the set of starting points of “bad” trajecto-
ries is of measure zero or, in other words, that the billiard trajectories
(xtκ(y, η), ξtκ(y, η)) are well-defined for all κ, all t ≥ 0 and almost all
(y, η) ∈ T ∗X.

Remark 3.2. One can easily show that Og

⋃
Os is a set of measure zero

(see, for instance [Sa1], [SV1] or [SV2]). However, there are reasons
to believe that Od

⋂
S∗M may have a positive measure. In [SV1] the

authors constructed such an example for a similar branching billiard.

Let OT be the set of points (y, η) ∈ T ∗(X \ ∂M) such that all the
billiard trajectories (xtκ(y, η), ξtκ(y, η)) are well defined for t ∈ [0, T ] and
xTκ (y, η) 6∈ ∂M . Clearly, OT is an open conic subset of T ∗(X \ ∂M).
Assumption 3.1 implies that their intersection O∞ :=

⋂
T>0OT is a set

of full measure in T ∗X.
Note that the mapping Φt

κ : (y, η) 7→ (xtκ, ξ
t
κ) defined on OT is a ho-

mogeneous canonical transformation in the sense in symplectic geome-
try for each fixed t ∈ [t, T ] and κ. It preserves the canonical symplectic
1-form ξ · dx on T ∗X and the standard measures on T ∗X and S∗M
(see, for instance, [Sa1] or [SV2]).

4. Fourier integral operators

Further on we shall abbreviate the words ‘Fourier integral operator’
and ‘pseudodifferential operator’ to FIO and ψDO, respectively. We
shall always be assuming that their symbols and amplitudes belong to
Hörmander’s classes Smphg (see, for instance, [H2, Chapter 18]). Recall
that the conic support cone supp p of a function p ∈ Smphg is defined as
the closure of the union

⋃
j supp pj, where pj are the positively homo-

geneous functions appearing in the asymptotic expansion p ∼∑j pj.
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4.1. Definition. Let Φ : (y, η) 7→ (x∗(y, η), ξ∗(y, η)) be a smooth ho-
mogeneous canonical transformation in T ∗M defined on an open conic
set D(Φ) ⊂ T ∗M , and let V : C∞0 (M,Ω1/2) 7→ C∞(M,Ω1/2) be an op-
erator with Schwartz kernel V(x, y) (that is, V u(x) = 〈V(x, ·), u(·)〉).

The operator V is said to be a FIO of order m associated with Φ if
V(x, y) can be written as an oscillatory integral of the form

(4.1) (2π)−n
∫
T ∗yM

eiϕ(x,y,η)p(y, η) |detϕxη(x, y, η)|1/2 ς(x, y, η) dη

modulo a half-density from C∞(M ×M,Ω1/2). Here ς, ϕ and p are
smooth functions on M × T ∗M satisfying the following conditions.

(a1) ς is an arbitrary cut-off function, which is positively homoge-
neous of degree 0 for large η, is identically equal to 1 in a small
neighbourhood of the set {x = x∗(y, η)} and vanishes outside
another small neighbourhood of the set {x = x∗(y, η)}.

(a2) p is an amplitude from a class Smphg with cone supp p ⊂ D(Φ);
(a3) ϕ is positively homogeneous in η of degree 1 with Imϕ ≥ 0.
(a4) ϕ(x, y, η) = (x− x∗) · ξ∗ +O (|x− x∗|2) as x→ x∗.
(a5) detϕxη(x, y, η) 6= 0 for all (x, y, η) ∈ supp ς and x = x∗ is the

only solution of the equation ϕη(x, y, η) = 0 on supp ς.

Note that

• ϕη(x∗, y, η) = 0 because Φ preserves the 1-form x·dξ. Therefore
the condition (a5) is fulfilled whenever detϕxη(x

∗, y, η) 6= 0 and
supp ς is small enough.
• The right hand side of (4.1) behaves as a half-density with re-

spect to x and y and, consequently, the corresponding operator
acts in the space of half-densities;

Remark 4.1. The above definition of a FIO was introduced in [LSV]
(see also [SV2, Chapter 2]). It is equivalent to the traditional one,
which is given in terms of local real-valued phase functions parametriz-
ing the Lagrangian manifold

(4.2) {(y, η;x, ξ) ∈ D(Φ)× T ∗M : (x, ξ) = (x∗(y, η), ξ∗(y, η))}
(see, for example, [H1] or [Tr]).

Remark 4.2. By [LSV, Theorem 1.8], the Schwartz kernel of a FIO
can be represented by an integral of the form (4.1) with any phase func-
tion ϕ and cut-off function ς satisfying the above conditions.

Remark 4.3. One can define a FIO using (4.1) with an amplitude
p̃(x, y, η) ∈ Smphg depending on x instead of p(y, η). These two defini-

tions are equivalent. Indeed, since (x − x∗)eiϕ = B∇η e
iϕ with some
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smooth matrix-function B, one can always remove the dependence on
x by expanding p̃ into Taylor’s series at the point x = x∗, replacing
(x − x∗)eiϕ with B∇η e

iϕ and integrating by parts. In particular, this
procedure shows that (4.1) with an x-dependent amplitude p̃(x, y, η) de-
fines an infinitely smooth half-density whenever p ≡ 0 in a conic neigh-
bourhood of the set {x = x∗}.

One can find all homogeneous terms in the expansion of the am-
plitude p(y, η) by analysing asymptotic behaviour of the Fourier trans-
forms of localizations of the distribution (4.1). This implies that p(y, η)
is determined modulo a rapidly decreasing function by the FIO and
the phase function ϕ. It is not difficult to show that the conic support
cone supp p does not depend on the choice of ϕ and is determined only
by the FIO V itself (see, for instance, [SV2, Section 2.7.4]). We shall
denote it by cone suppV .

Remark 4.4. By [SV2, Corollary 2.4.5], if a phase function satis-
fies (a3), (a4) and the matrix Imϕxx(x

∗, y, η) is positive definite then
detϕxη(x

∗, y, η) 6= 0. One can deduce from this that the set of phase
functions ϕ satisfying (a3)–(a5) is connected and simply connected.

4.2. The Keller–Maslov bundle. LetDZ(Φ) be the Z-principal bun-
dle over D(Φ) on which the multivalued function arg det2ϕxη(x

∗, y, η)
becomes a single valued continuous function of y, η depending contin-
uously on ϕ. The fibre at the point (y, η) can be thought of as the
set of equivalence classes of pairs (ϕ, a), where ϕ is a phase function
satisfying (a3)–(a5), a is an integer, and the equivalence relation is
(ϕ, a) ∼ (ϕ̃, ã) iff

2π(a− ã)− arg det2ϕxη(x
∗, y, η) + arg det2ϕ̃xη(x

∗, y, η) ∈ (−π, π],

where the branch of the argument in the right hand side is chosen to
be continuous along any path in the set of phase functions satisfying
(a3)–(a5). Then arg det2ϕxη(x

∗, y, η) can be defined as a continuous
single valued function on the principal bundle DZ(Φ) determined by

arg det2ϕxη(x
∗, y, η, [(ϕ, a)]) ∈ (−π + a, π + a].

Locally real phase functions provide local trivializations of DZ(Φ) de-
termining the topology on the total space.

In the following we will often suppress the argument [(ϕ, a)] and
think of the function arg det2ϕxη(x

∗, y) as a multivalued function on
D(Φ) understood as a continuous single valued function on DZ(Φ).
Factoring out 4Z ⊂ Z one obtains a Z4-principal bundle which we
denote by DZ4(Φ).
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The complex line bundle associated with the representation

Z4 → C×, a 7→ i−a

is called the Keller–Maslov line bundle. Our definition here is equiva-
lent to the one given in the literature (see, for instance, [H1] and [Tr])
because if ϕxη(x

∗, y, η) and ϕ̃xη(x
∗, y, η) are real then (ϕ, a) ∼ (ϕ̃, ã) is

equivalent to

a− ã = −1

2
(sgnϕηη(x

∗, y, η)− sgn ϕ̃ηη(x
∗, y, η)) .

Sections of the Keller–Maslov line bundle can be understood as func-
tions f(y, η, a) on DZ4(Φ) satisfying the equivariance condition

f(y, η, a + n) = i−nf(y, η, a),(4.3)

where a = [(φ, a)] denotes the variable in the fibre on which the Z-
action is defined by [(φ, a)] + n = [(φ, a + n)]. For the purpose of this
article we will think of them in this way.

The situation simplifies when the bundle DZ(Φ) is topologically triv-
ial. This is equivalent to the existence a branch of arg(det2 ϕxη(x

∗, y, η))
which is continuous on the set D(Φ) . Clearly, such a branch exists
whenever D(Φ) is simply connected.

4.3. The index function ΘΦ. Let C = C1 + iC2 be a symmetric
n× n-matrix with a nonnegative (in the sense of operator theory) real
part C1, and let ΠC be the orthogonal projection on kerC. We shall
denote det+ C = det(C + ΠC). Furthermore, we define the function
arg det+C in such a way that it is continuous with respect to C on the
set of matrices with a fixed kernel and is equal to zero when C2 = 0.
In particular, if C1 = 0 then arg det+C = π

2
sgnC2 where sgnC2 is the

signature of C2 (see [H2, Section 3.4]).
The following is [LSV, Proposition 2.3].

Proposition 4.5. The function

(4.4) ΘΦ(y, η) =
1

2π
arg det2ϕxη(x

∗, y, η)

− 1

π
arg det+(ϕηη(x

∗, y, η)/i) +
1

2
rankx∗η(y, η)

as a function on DZ(Φ) does not depend on ϕ and local coordinates. The
function ΘΦ is continuous along any path on which rankx∗η is constant.

Definition 4.6. If γ : [a, b] → D(Φ) is a path in D(Φ) let γ̃ : [a, b] →
DZ(Φ) be any continuous lift. ΘΦ(γ̃(b)) − ΘΦ(γ̃(a)) is independent of
the lift and called the Maslov index of γ.
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The above definition was introduced in [LSV] (the idea goes back to
[Ar]). If the path is closed then it coincides with the Maslov index de-
fined in [H2] via a Čech cohomology class associated with parametriza-
tions of the Lagrangian manifold (4.2) by families of local real-valued
phase functions. The index function ΘΦ allows one to extend this no-
tion to non-closed paths.

4.4. The principal symbol of a FIO. Choosing ς with a sufficiently
small support, we can rewrite (4.1) in the form

(4.5) (2π)−n
∫
T ∗yM

eiϕ(x,y,η)q(y, η)
(
det2 ϕxη(x, y, η)

)1/4
ς(x, y, η) dη ,

where q is the section of the Keller–Maslov bundle obtained from the
amplitude q̃(x, y, η) = p(y, η) e−

i
4

(arg(det2ϕxη(x,y,η)) by the procedure de-
scribed in Remark 4.3. Clearly, q belongs to the same class Smphg and

(4.6) q0(y, η) = p0(y, η) e−
i
4

(arg(det2ϕxη(x∗,y,η)) ,

where q0 and p0 are the leading homogeneous terms of the amplitudes
q and p.

By construction,
(
det2 ϕxη(x, y, η)

)1/4
is well defined for x sufficiently

closed to x∗ as a continuous function on DZ4(Φ) satisfying the equiv-
ariance condition

f(y, η, a + n) = inf(y, η, a),(4.7)

where a is a variable for the fibre of DZ4(Φ). Therefore it is a sec-
tion in the dual of the Keller–Maslov bundle. Since the product of

q(y, η)
(
det2 ϕxη(x, y, η)

)1/4
is single valued, q(y, η) is a section of the

Keller–Maslov line bundle. We shall call it a full symbol of the corre-
sponding FIO.

The following is [SV2, Theorem 2.7.11].

Theorem 4.7. Let V be a FIO whose Schwartz kernel is given by
(4.5). Then the leading homogeneous term q0 of the amplitude q is
uniquely determined by the operator V .

Remark 4.8. By Theorem 4.7, the leading homogeneous term q0 does
not depend on the choice of local coordinates and does not change when
we change the phase function ϕ in the representation (4.5).

Remark 4.9. Theorem 4.7 was proved in [SV1] only for canonical
transformations associated with billiards. However, the same proof
works in the general case.
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In the following we will denote the leading homogeneous term q0

of the symbol of a FIO V by σV and think of it as a multivalued
function on D(Φ) or as a single valued function on DZ4(Φ) respectively,
that satisfies (4.3). Note that the product iΘΦσV is single valued by
construction as

(4.8) iΘΦσV = i(rankx∗η)/2−(arg det+(ϕηη/i)π p0

where p0 is the leading homogeneous term of the amplitude p from (4.1)
and arg det+(ϕηη/i) is evaluated at x = x∗(y, η).

Example 4.10. If Φ is the identical transformation then ϕxη(x
∗, y, η) ≡

I and the corresponding FIO V is a ψDO (see, for example, [Sh, The-
orem 19.1]). If we put arg(det2 ϕxη) ≡ 0 then the principal symbol of
V (in the sense of the theory of pseudodifferential operators) coincides
with the leading homogeneous term q0.

If the bundle DZ4(Φ) is trivial we can globally fix a branch of

arg(det2ϕxη(x, y, η)

for a fixed phase function. Note, that in general there will be no pre-
ferred branch. In case V is a ψDO we shall however suppose that
arg(det2 ϕxη) ≡ 0, so that in this case σV coincides with the traditional
principal symbol.

4.5. Symbolic calculus for FIOs. In what follows, in order to avoid
‘boundary effects’ when considering compositions of various FIOs and
ψDOs on M , we shall have to assume that supports of their Schwartz
kernels are separated from the boundary. Namely, we shall deal the
following classes of operators.

• A′0 is the class of operators V whose Schwartz kernels V(x, y)
vanish in a neighbourhood of the set ∂M ×M .
• A′′0 is the class of operators V whose Schwartz kernels V(x, y)

vanish in a neighbourhood of the set M × ∂M .
• A0 := A′0

⋂A′′0.
• A is the class of operators that can be written in the form
cI + A0 where A0 ∈ A0.

The following results are in principle well-known. However, we need
explicit formulae for the principal symbols, which are not obvious
(partly, due to the fact that there are many possible definitions of the
symbol). Therefore we have included a simple direct proof of Theorem
4.11 in Appendix A. In the rest of this section b = b(y, η, a1, a2) or
b = b(y, η, a) will denote a map between the fibres of the Z4-bundles
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that depends only on the involved canonical transformations. A con-
struction of this map is implicitly contained in the proofs of the state-
ments but is not needed for our purposes.

Theorem 4.11. Let Vj be FIOs of order mj associated with canonical
transformations Φj, where j = 1, 2. Assume that either V1 ∈ A′0 or
V2 ∈ A′0. Then the composition V ∗2 V1 is a FIO of order m1 +m2 asso-
ciated with the canonical transformation Φ = Φ−1

2 ◦ Φ1 with principal

symbol equal to σV2
∗V1(y, η, b) = σV1(y, η, a1)σV2(Φ(y, η), a2) such that

cone supp (V ∗2 V1) ⊂
(

cone suppV1

⋂
Φ−1(cone suppV2)

)
.

Recall that the inner product in the space of half-densities L2(M,Ω1/2)
is invariantly defined, and so are the adjoint operators. Taking V1 = I
in Theorem 4.11, we obtain

Corollary 4.12. Let V be a FIO of order m associated with a canonical
transformation Φ. If V ∈ A′0 then the adjoint operator V ∗ is a FIO of
order m associated with the inverse transformation Φ−1 with principal
symbol equal to σV ∗(y, η, b) = σV (Φ−1(y, η), a) such that

cone suppV ∗ ⊂ Φ(cone suppV ) .

Theorem 4.11 and Corollary 4.12 immediately imply

Corollary 4.13. Let V1, V2 be as in Theorem 4.11. Assume that either
V1, V2 ∈ A′0 or V2 ∈ A0. Then V2V1 is a FIO of order m1+m2 associated
with the transformation Φ = Φ2 ◦ Φ1 with principal symbol equal to
σV2V1(y, η, b) = σV1(y, η, a1)σV2(Φ1(y, η), a2) such that

cone supp (V2V1) ⊂
(

cone suppV1

⋂
Φ−1

1 (cone suppV2)
)
.

Remark 4.14. In simple words, the above formulae for principle sym-
bols mean that σV2

∗V1(y, η) = ik1 σV1(y, η)σV2(Φ(y, η)) , σV ∗(y, η) =

ik2 σV (Φ−1(y, η)) and σV2V1(y, η) = ik3 σV1(y, η)σV2(Φ1(y, η)) , where
kj are integers which are uniquely determined by the canonical trans-
formations.

It is well known that FIOs can be extended to the space E ′(M \∂M)
of distributions with compact supports in M \ ∂M (see, for instance,
[Sh] or [Tr]). Theorem 4.11 and standard results on ψDOs imply that
a FIO of order m lying in A0 is bounded from Hs(M) to Hs−m(M).

Let A,B ∈ A0 be ψDOs, and let V be a FIO associated with a
canonical transformation Φ. Then, by Corollary 4.13, AV B is a FIO
associated with Φ such that cone supp (AV B) is a subset of

cone suppB
⋂

cone suppV
⋂

Φ−1(cone suppA).
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The above inclusion implies that WF (V u) ⊂ Φ (WF (u)) for all dis-
tributions u ∈ E ′(M \ ∂M), where WF (·) denotes the wave front set.
Roughly speaking, this means that singularities of a distribution are
moved by the map Φ under the action of the associated FIO V .

The following is a refined version of Egorov’s theorem.

Theorem 4.15. Let V1 and V2 be FIOs of orders m1 and m2 associated
with a canonical transformation Φ. If A ∈ A0 is a ψDO of order m
then

(1) the composition B := V ∗2 AV1 is a ψDO of order m + m1 + m2

such that

cone suppB ⊂ cone suppV1

⋂
Φ−1(cone suppA)

⋂
cone suppV2;

(2) σB(y, η, a) = σV1(y, η, a)σA(Φ(y, η))σV2(y, η, b)
(3) if V1 = V2 then σB(y, η) = σA(Φ(y, η)) |σV1(y, η)|2.

Proof. The first two statements are obtained by applying Corollary 4.13
to the composition AV1 and then Theorem 4.11 to the composition of
this operator with V ∗2 .

If V1 = V2 then σB(y, η) coincides with σA(Φ(y, η)) |σV1(y, η)|2 as
the principal principal symbol of a FIO, that is, modulo a factor ik

with k ∈ Z4. If A is a non-negative self-adjoint operator then so is
B = V ∗1 AV1. It follows that σB ≥ 0, which implies that k = 0. Since
σB continuously depends on A, the same is true for all ψDOs A. �

5. The unitary group e− i t∆1/2

In this section and further on we shall denote

U(t) := e− i t∆1/2

.

Since ∆ is self-adjoint, the operators U(t) form a strongly continuous
unitary group in the space of half-densities in L2(M,Ω1/2).

5.1. Representation by FIOs. In the following theorem Ψ−∞ de-
notes the class of operators whose Schwartz kernels are infinitely smooth
on [0, T ]×M ×M up to the boundary.

Theorem 5.1. Let A and B be ψDOs in the space of half-densities on
M such that A ∈ A′′0, B ∈ A′0 and cone suppB ⊂ OT . Then, on the
time interval [0, T ], we have AU(t)B =

∑
κ,j AUκ,j(t)B modulo Ψ−∞,

where the sum is finite and Uκ,j(t) are parameter-dependent FIOs such
that
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(1) each FIO Uκ,j(t) is associated with the canonical transformation
Φt
κ,j : (y, η) 7→ (xtκ,j(y, η), ξtκ,j(y, η)), where (y, η) ∈ cone suppB

and (xtκ,j, ξ
t
κ,j) is a billiard segment defined in Subsection 3.2;

(2) each FIOs Uκ,j(t) satisfies the equation ∂2
tUκ,j(t)−∆Uκ,j(t) = 0

modulo Ψ−∞;
(3) the FIO Uκ,0(t) associated with the first segment (which starts

at t = 0) satisfies the initial condition Uκ,0(0) = I, for all other
segments Uκ,j(0) = 0;

(4) the phase functions corresponding to the incoming, reflected and
refracted trajectories coincide on the set {x ∈ Y ⋃ ∂X}, and so
do the arguments arg(det2 ϕxη);

(5) the principal symbols σUκ,j(t) are (locally) independent of t.

The theorem is proved using the standard technique, which goes back
to [Ch]. For a usual elliptic boundary value problem with branching
billiards, it is discussed in detail in [SV2]. For the operator defined in
Section 2, a sketch of proof was given in [Sa1].

Remark 5.2. The same arguments show that a similar result holds
for negative times. More precisely, Theorem 5.1 remains valid for t ∈
[−T, 0] under the assumption that cone suppB ⊂ O−m,T , where O−T is
the set of starting points of billiard trajectories going in the reverse
direction which are well defined on the time interval [−T, 0]. One can
easily show that (y, η) ∈ O−T if and only if (y,−η) ∈ OT .

5.2. Principal symbols of the FIOs Uκ,j(t). Following [SV2, Sec-
tion 2.6.3], let us fix branches of arg(det2 ϕxη) for the FIOs Uκ,j(t)
assuming that

• for the FIO Uκ,0(t) associated with the first segment of billiard
trajectories, arg(det2 ϕxη)

∣∣
t=0,x=y

= 0;

• the branches corresponding to the incoming, reflected and re-
fracted trajectories coincide on the set {x ∈ Y ⋃ ∂X}.

In view of the parts (3) and (4) of Theorem 5.1, these two condi-
tions can be satisfied. Clearly, they uniquely determine the branch of
arg(det2 ϕxη) for all the FIOs Uκ,j(t) for all times t. It follows that
the bundles DZ(Φt

κ,j) over cone suppB associated with the transforma-
tions Φt

κ,j are trivial. This allows us to consider the principal symbols
σκ,j(t; y, η) of FIOs Uκ,j(t) as single-valued functions on R+ × T ∗M .
In particular, Theorem 5.1(5) implies that the principal symbol σUκ,0(t)

associated with the first segment is identically equal to 1.
Let Om,T be the conic set of points (y, η) ∈ OT such that all the

billiard trajectories (xtκ(y, η), ξtκ(y, η)) experience at most m reflections
and refractions for t ∈ [0, T ]. The sets Om,T are open, and their union
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over m contains OT . Since the intersection S∗M
⋂

cone suppB is com-
pact, the conic support cone suppB is covered by a finite collection of
connected components of Om,T with a sufficiently large m. Assume, for
the sake of simplicity, that cone suppB lies in one connected component
of Om,T , and let Uκ,j(t) be one of the FIOs introduced in Theorem 5.1.
Since there are no dead-end, grazing or singular trajectories of length
t ∈ [0, T ] originating from Om,T , for each fixed κ and j there are two
possibilities :

(i) all segments (xtκ,j(y, η), ξtκ,j(y, η)) with (y, η) ∈ cone suppB end
at the points of T ∗M |Yreg

which do not belong to the set of total
reflection;

(ii) all segments (xtκ,j(y, η), ξtκ,j(y, η)) with (y, η) ∈ cone suppB end
at the points of total reflection in T ∗M |Yreg

;

(iii) all segments (xtκ,j(y, η), ξtκ,j(y, η)) with (y, η) ∈ cone suppB end
at T ∗M |∂Xreg

.

In the first case, in order to satisfy the boundary condition, one has
to add to Uκ,j(t) two FIOs Uκ0,j+1(t) and Uκ1,j+1(t), corresponding to
the reflected and refracted trajectories, respectively.

In the second case, the FIO Uκ0,j+1(t) corresponding to the reflected
trajectories is chosen is such a way that the Schwartz kernel of the sum
Uκ,j(t) + Uκ0,j+1(t) has singularities only at the points (t, x, y) with
x ∈ Y . After that one can satisfy the boundary condition by adding a
‘boundary layer term’ whose singularities are also located at the points
(t, x, y) with x ∈ Y (see [SV2, Section 3.3.4] for details). Since A ∈ A′′0,
the boundary layer terms do not appear in the sum representing the
operator AU(t)B.

Finally, in the third case, the Dirichlet or Neumann boundary con-
dition is satisfied by adding only a FIO Uκ0,j+1(t) corresponding to the
reflected trajectories.

Let σκ,j(t; y, η), σκ0,j+1(t; y, η) and σκ1,j+1(t; y, η) be the principal
symbols of the FIOs Uκ,j(t), Uκ0,j+1(t) and Uκ1,j+1(t).

Lemma 5.3. Assume that the trajectory (xtκ,j(y, η), ξtκ,j(y, η) approaches
Yreg from the g+-side and hits Yreg at the time t∗(y, η) at the point

(x∗, ξ∗) := lim
t→t∗(y,η)−0

(xtκ,j(y, η), ξtκ,j(y, η) .

Let τ± be as in Subsection 3.1, and let τ̃− =
√
|x∗(x∗, ξ∗)− g−(x∗, ξ±Y )|

if (x∗, ξ∗) is a point of total reflection. Define b+ := b+(x∗). Then

σκ0,j+1(t∗; y, η) = τκ0,j+1(y, η)σκ,j(t
∗; y, η) ,(5.1)

σκ1,j+1(t∗; y, η) = τκ1,j+1(y, η)σκ,j(t
∗; y, η) ,(5.2)
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where

(i) in the first case τκ0,j+1 = b+τ+−τ−
b+τ++τ−

and τκ1,j+1 =
2
√
b+τ+ τ−

b+τ++τ−
;

(ii) in the second case τκ0,j+1 = b+τ+−i τ̃−
b+τ++i τ̃−

.

If the trajectory hits the boundary ∂Xreg then we have (5.1) with

(iii) τκ0,j+1 = 1 for the Neumann boundary condition, and
τκ0,j+1 = −1 for the Dirichlet boundary condition.

Clearly, if the geodesics approaches Yreg from the g−-side, then the
coefficients τκ0,j+1 and τκ1,j+1 are defined by the formulae which are
obtained from the above equalities by swapping + and − .

Remark 5.4. Note that (τκ0,j+1)2 + (τκ1,j+1)2 = 1 in the case (i), and
|τκ0,j+1| = 1 in the cases (ii), (iii).

Part (iii) of Lemma 5.3 is a particular case of [SV2, Corollary 3.4.7].
The formulae (i) and (ii) can be deduced from [Sa1, Proposition 3.3],
which states the same result but for principals symbols defined in a
different way. However, the proof of Proposition 3.3 in [Sa1] is very
sketchy and is not easy to reconstruct. Therefore in Appendix B we
outline a direct proof, which uses the technique developed in [SV2].

5.3. The index function of billiard transformations. In this sub-
section we shall briefly recall some results from [SV2, Section 1.5] and
[SV2, Appendix D.6]. Strictly speaking, they were proved in [SV2] only
for billiards obtained by reflections. However, the same technique of
matching phase functions is applicable to refracted trajectories, and
the proofs remain exactly the same.

Let us denote the index functions of the transformations Φt
κ,j by

Θκ,j(t; y, η). Theorem 5.1(4) implies that the index functions corre-
sponding to two consecutive billiard segments coincide at the points of
reflection and refraction. This allows us to define the index function
Θκ(t; y, η) associated with the transformation Φt

κ : (y, η) 7→ (xtκ, ξ
t
κ).

Consider the matrix of the first derivatives (xtκ)η(y, η). Since xtκ is
positively homogeneous in η of degree zero, rank (xtκ)η is not greater
than n − 1. If rank (xsκ)η < n − 1 for some s > 0 then the point xsκ
is said to be a conjugate point of the billiard trajectory xtκ(y, η), and
the number n − 1 − rank (xsκ)η is called its multiplicity. At the points
of reflection and refraction, rank (xtκ)η is the same for the incoming,
reflected and refracted trajectories. Thus the notions of a conjugate
point and its multiplicity are well defined for all (y, η) ∈ OT and all
s ∈ [0, T ].

The following statement is an immediate corollary of [SV2, Lemma
1.5.6] and [SV2, Theorem D.6.8].
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Proposition 5.5. If (y, η) ∈ OT then every billiard trajectory xtκ(y, η),
t ∈ [0, T ], has only finitely many conjugate points. The number of its
conjugate points counted with their multiplicities is equal to −Θκ(T ; y, η).

6. Local Weyl asymptotics

The operator ∆ is self-adjoint and has compact resolvent and there-
fore there exists an orthonormal basis (φj)j∈N in L2(M,Ω1/2) such that

∆φj = λjφj,

where 0 ≤ λ1 ≤ λ2 ≤ . . .→∞.
Given an L2-bounded operators A, let us define

NA(λ) :=
∑
λi<λ2

〈Aφi, φj〉.

The Weyl asymptotic formula for N(λ) implies that

NA(λ) ≤ ‖A‖N(λ) ≤ const ‖A‖λn .
We shall denote

Λ(A) := lim
N→∞

1

N

N∑
i=1

〈Aφi, φi〉 = lim
λ→∞

1

N(λ)

∑
λi<λ2

〈Aφi, φi〉

whenever the limit exists. Formulae giving the value of Λ(A) in terms of
other characteristics of the operator A (such as its symbol or Schwartz
kernel) are usually called local Weyl laws.

Remark 6.1. Since Λ(K) = 0 whenever the operator K is compact,
Λ(A) depends only on the image of A in the Calkin algebra.

Clearly, NA(λ) is a function with locally bounded variation, whose

derivative N ′A is the sum of δ-functions located at the points λ
1/2
j with

coefficients 〈Aφi, φj〉. For every smooth rapidly decreasing function ρ
on R we have

(6.1)
∞∑
j=1

ρ(λ− λ1/2
j ) 〈Aφi, φj〉 = ρ ∗N ′A(λ) = ρ′ ∗NA(λ) ,

where ∗ denotes the convolution. In many cases it is easier to investi-
gate the asymptotic behaviour of ρ ∗ N ′A(λ). After that, a local Weyl
law can be obtained by applying a suitable Tauberian theorem.

If A ∈ A0 and its Schwartz kernel A(x, y) satisfies the condition

(C) (x, ξ; y, 0) 6∈WF (A) for all (x, ξ) ∈ T ∗M and y ∈M
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then the trace Tr (AU(t)) exists as a distribution in t. Indeed, the
above condition implies that AU(t)(1 + ∆)−m is an operator with a
continuous kernel UA,m(t, x, y) for all sufficiently large positive integers
m, so that we can define

Tr (AU(t)) :=

(
1− d2

dt2

)m ∫
M

UA,m(t, y, y) dy .

In this case

(6.2) ρ ∗N ′A(λ) = F−1
t→λ

(
∞∑
j=1

ρ̂(t) e−itλj 〈Aφi, φj〉
)

= F−1
t→λ (ρ̂(t) Tr (AU(t))) = F−1

t→λ (ρ̂(t) Tr (U(t)A)) ,

where ρ̂ is the Fourier transform of ρ and F−1
t→λ is the inverse Fourier

transform.
Let V ∈ A0 be a FIO of order zero associated with canonical trans-

formations Φ. By [H2, Theorem 8.1.9], the wave front of the Schwartz
kernel of V is a subset of

{(x, ξ; y,−η) ∈ T ∗M × T ∗M : (x, ξ) = Φ(y, η)} ,
Therefore V satisfies the condition (C).

Further on

• dω(y, η̃) =
dy dη̃

Vol(S∗M)
is the normalised measure on S∗M ;

• Fix(Φ) = {(y, η̃) ∈ S∗M : Φ(y, η̃) = (y, η̃)} is the set of fixed
points of a transformation Φ lying in S∗M .

The following two results are proved in Appendix C.

Theorem 6.2. If V ∈ A0 is a FIO of order zero associated with a
homogeneous canonical transformations Φ then the limit Λ(V ) exists
and

(6.3) Λ(V ) =

∫
Fix(Φ)

iΘΦ(y,η̃)σV (y, η̃) dω(y, η̃) .

Lemma 6.3. If Vj ∈ A0 are FIOs of order zero associated with ho-
mogeneous canonical transformations Φj and let V = V ∗2 V1 and Φ =
Φ−1

2 ◦ Φ1. Then

iΘΦσV = (iΘΦ1σV1)(i−ΘΦ2σV2)

almost everywhere on the set Fix(Φ).

Theorems 4.11, 6.2, and Lemma 6.3 immediately imply
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Corollary 6.4. If Vj ∈ A0 are FIOs of order zero associated with
canonical transformations Φj then the limit Λ(V ∗2 V1) exists and coin-
cides with

Λ(V ∗2 V1) =

∫
Fix(Φ)

iΘΦ1
(y,η̃) σV1(y, η̃) i−ΘΦ2

(y,η̃) σV2(y, η̃) dω(y, η̃) ,

where Φ = Φ−1
2 ◦ Φ1.

Applying Theorem 6.2 with Φ = I and the Weyl formula for the
counting function, we obtain the following well known result.

Corollary 6.5. If A ∈ A is a ψDO of order zero then the limit Λ(A)
exists and is equal to

∫
S∗M

σA(y, η̃) dω(y, η̃).

Remark 6.6. A theorem similar to Theorem 6.2 was stated and proved
under a clean intersection condition in [Z2]. Note that the formula for
Λ(V ) given in [Z2] differs from (6.3), as it does not contain the factor
iΘΦ. This is due to the fact that the author used an implicitly defined
notion of ”scalar principal symbol”. An explicit definition of this object
would have involved the index function or an analogue.

7. Classical dynamics of branching billiards

7.1. Definitions. Let OT be the conic subsets of the cotangent bundle
T ∗(X \ ∂M) defined at Subsection 3.3. By Assumption 3.1, OT is an
open set of full measure for each T ≥ 0.

If (y, η) ∈ OT then all the billiard trajectories (xtκ(y, η), ξtκ(y, η))
originating from (y, η) are well defined for t ∈ [0, T ] and experience
only finitely many reflections and refractions. It follows that, for each
fixed (y, η) ∈ OT and t ∈ [0, T ], the set of end points of the trajectories
(xtκ(y, η), ξtκ(y, η)) is finite. Let us denote it by Φt(y, η).

Remark 7.1. Note that ξt
∗
κ (y, η) is not uniquely defined if the trajec-

tory hits the boundary at the time t∗. For the sake of definiteness, we
shall be assuming that in this situation ξt

∗
κ (y, η) := limt→t∗−0 ξ

t
κ(y, η).

Remark 7.2. Recall that the shifts along billiard trajectories Φt
κ :

(y, η) 7→ (xtκ, ξ
t
κ) are homogeneous canonical transformations in T ∗X.

One can consider the branching billiard system as a family of multi-
valued canonical transformations Φt, mapping (y, η) ∈ T ∗X into the
set Φt(y, η) =

⋃
κ Φt

κ(y, η).

Suppose that a billiard trajectory (xtκ(y, η), ξtκ(y, η)) is well defined
and hits the boundary at the times 0 < t∗1(y, η) < t∗2(y, η) . . . For
each t∗j(y, η) we have the associated coefficient τκ,j+1(y, η) calculated
in Lemma 5.3, where j + 1 is the order number of the next segment.
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More precisely, in the notation of Lemma 5.3, τκ,j+1 := τκ0,j+1 if the
next segment is obtained by reflection, and τκ,j+1 := τκ1,j+1 if the next
segment is obtained by retraction.

Let us define

τκ(t; y, η) :=

{
1 if 0 ≤ t ≤ t∗1(y, η) ,∏

t∗j (y,η)<t τκ,j+1(y, η) if t∗1(y, η) < t .

In view of Remark 5.4,

(7.1)
∑

(xtκ,ξ
t
κ)

|τκ(t; y, η)|2 = 1

for all (y, η) ∈ OT and t ∈ [0, T ], where the sum is taken over all
distinct billiard trajectories of ‘length’ t originating from (y, η).

Remark 7.3. We call the number |τκ(t; y, η)|2 the weight of the trajec-
tory (xsκ(y, η), ξsκ(y, η)), s ∈ [0, t]. It can be thought of as the proportion
of energy transmitted along the billiard trajectory, or the probability for
a particle to travel along this trajectory.

If (x, ξ) ∈ Φt(y, η), let us denote

wc
(x,ξ)(t; y, η) :=

∑
(xtκ,ξ

t
κ)=(x,ξ)

|τκ(t; y, η)|2,

wd
(x,ξ)(t; y, η) :=

∣∣ ∑
(xtκ,ξ

t
κ)=(x,ξ)

iΘκ(t;y,η) τκ(t; y, η)
∣∣2,

where τκ(t; y, η) are as above, Θκ are the index functions introduced in
Subsection 5.3, and the sum is taken over all distinct billiard trajecto-
ries of ‘length’ t originating from (y, η) and ending at (x, ξ).

In view of Assumption 3.1, the following definition makes sense for
all p ∈ [1,∞] and t ≥ 0.

Definition 7.4. The classical transfer operators Ξc
t and the diagonal

transfer operators Ξd
t in the space Lp(S∗M, dω) are defined for times

t ≥ 0 by the equalities

(Ξc
tf)(y, η̃) :=

∑
(x,ξ)∈Φt(y,η̃)

wc
(x,ξ)(t; y, η̃) f(x, ξ) ,

(Ξd
t f)(y, η̃) :=

∑
(x,ξ)∈Φt(y,η̃)

wd
(x,ξ)(t; y, η̃) f(x, ξ) ,

where (y, η̃) ∈ S∗(M \ ∂M) \ Ot .

The difference between Ξd and Ξc is in the contributions from re-
combining billiard trajectories, that is, the billiard trajectories such
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that (xtκ, ξ
t
κ) = (xtκ′ , ξ

t
κ′) but (xsκ, ξ

s
κ) 6= (xsκ′ , ξ

s
κ′) for some s ∈ (0, t). If

the set of initial points that admit recombining billiard trajectories has
measure zero then Ξd

t and Ξc
y coincide.

Example 7.5. Let X̃ be the unit 2-dimensional sphere and Y be a
great circle, splitting X̃ into the union of two hemispheres X+ and X−.
Let us provide X± with the metrics c± g, where g is the standard met-
ric on X̃ and c± are positive constants, and consider the Riemannian
manifold X = X+

⋃
X−. In this situation, the billiard trajectories are

formed by the great semicircles lying either in X+ or X−, whose length
is equal to π c+ and π c−, respectively. If m+c+ = m−c− with some
positive integers m± and t > 4πm+c+ then for every billiard trajectory
(xtκ(y, η̃), ξtκ(y, η̃)) there exists a distinct trajectory (xtκ′(y, η̃), ξtκ′(y, η̃))
with the same end point, which is obtained from (xtκ(y, η̃), ξtκ(y, η̃)) by
replacing 2m+ great semicircles in X+ with 2m− great semicircles in
X− or the other way round. If c+ and c− are rationally independent
then there are no recombining trajectories.

7.2. Results. The following theorem reveals the link between the di-
agonal transfer operators and local Weyl asymptotics.

Theorem 7.6. Let B,C ∈ A0 be ψDOs of order zero in the space of
half-densities on M such that cone suppB

⋃
cone suppC ⊂ OT . Then,

for all ψDOs A ∈ A of order zero and all t ∈ [0, T ],

Λ (CU∗(t)AU(t)B) =

∫
S∗M

σC(y, η̃) Ξd
t (σA)(y, η̃) σB(y, η̃) dω(y, η̃) .

Proof. If A is the multiplication by a constant then the theorem follows
from Corollary 6.5. Thus we can assume without loss of generality that
A ∈ A0.

Then, by Theorem 5.1, U(t)B and U(t)C∗ can be represented as
finite sums of IOFs

∑
κ,j Uκ,j(t)B and

∑
κ′,j′ Uκ′,j′(t)C

∗. It follows that

(7.2) CU∗(t)AU(t)B =
∑

κ,κ′,j,j′

CU∗κ′,j′(t)AUκ,j(t)B ,

Corollaries 4.12 and 4.13 imply that (CU∗κ′,j′)
∗ = Uκ′,j′C

∗ andAUκ,j(t)B
are FIOs associated with canonical transformation Φt

κ′,j′ and Φt
κ,j with

principal symbols

σUκ′,j′ (t)(y, η)σC(y, η) and σA(Φt
κ,j(y, η))σUκ,j(t)(y, η)σB(y, η),

respectively. Clearly, the set of fixed points of the mapping (Φt
κ′,j′)

−1Φt
κ,j

consist of (y, η) ∈ T ∗M such that

(xtκ,j(y, η), ξtκ,j(y, η)) = (xtκ′,j′(y, η), ξtκ′,j′(y, η)).
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Now the required result is obtained by calculating the principal symbols
of Uκ,j(t) and Uκ′,j′(t) with the use of Lemma 5.3, applying Corollary
6.4 and summing up over all segments of the billiard trajectories. �

Corollary 7.7. If (y, η) ∈ OT and 0 ≤ t ≤ T then∑
(x,ξ)∈Φt(y,η)

wc
(x,ξ)(t, y, η) = 1 and

∑
(x,ξ)∈Φt(y,η)

wd
(x,ξ)(t, y, η) = 1 .

Proof. The first equality is an immediate consequence of (7.1). The
second is proved by applying Theorem 7.6 to A = I and comparing the
obtained result with Corollary 6.5. �

7.3. Properties of the transfer operators. Clearly,

• Ξc
t and Ξd

t are positivity preserving operators.

Corollary 7.7 implies that

• the operators Ξc
t and Ξd

t are continuous in all spaces Lp(S∗M, dω)
with p ∈ [1,∞] and their operator norms in these spaces are
bounded by 1,
• Ξc

t and Ξd
t are isometries in the space L1(S∗M, dω).

Note that the operators Ξc
t form a semigroup, whereas Ξd

t Ξd
s may not

coincide with Ξd
t+s.

Definition 7.8. Let Ξt be either Ξc
t or Ξd

t . We say that Ξt is ergodic
if for all f ∈ L∞(S∗M, dω)

(7.3) 2T−2

∫ T

0

∫ t

0

(Ξsf) (y, η̃) ds dt →
∫
S∗M

f(y, η̃) dω(y, η̃)

as T → +∞ almost everywhere in S∗M .

In view of Corollary 7.7 and Lebesgue’s dominated convergence the-
orem, if Ξt is ergodic then

(7.4) 2T−2

∫ T

0

∫ t

0

(Ξsf) ds dt →
(∫

S∗M

f(y, η̃) dω(y, η̃)

)
1

in all spaces Lp(S∗M, dω), where 1 is the function identically equal to
one.

Remark 7.9. Changing the order of integration, one can rewrite the
condition (7.3) in the following equivalent form

2T−2

∫ T

0

(T − s) (Ξsf) (y, η̃) ds →
∫
S∗M

f(y, η̃) dω(y, η̃) .
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Remark 7.10. The traditional definition of ergodicity assumes that

(7.5) t−1

∫ t

0

(Ξsf) ds →
∫
S∗M

f(y, η̃) dω(y, η̃)

as t → +∞ almost everywhere. It is easy to see that (7.5) implies
(7.3) but, generally speaking, the converse is not true. However, if the
left hand side of (7.5) does converge to a limit for all f (as in the
von Neumann ergodic theorem) then, by (7.3), the limit coincides with∫
S∗M

f(y, η̃) dω(y, η̃) and, consequently, the dynamics is ergodic in the
classical sense. In our scenario this happens when Y = ∅ and there
are no branching trajectories.

8. Classical ergodicity implies quantum ergodicity

The purpose of this section is to prove the following theorem which
is the main result of this paper.

Theorem 8.1. Suppose that Assumption 3.1 is fulfilled and that the
diagonal dynamics Ξd

t is ergodic. Then quantum ergodicity (QE) holds,
that is, for any ψDO A ∈ A of order zero we have

lim
N→∞

1

N

N∑
j=1

∣∣∣∣〈Aφj, φj〉 − ∫
S∗M

σA(y, η̃) dω(y, η̃)

∣∣∣∣ = 0 .

Proof. The proof proceeds in several steps.

Step 1. We can assume without loss of generality that

(8.1)

∫
S∗M

σA(x, ξ) dω(y, η̃) = 0

simply by subtracting the constant
∫
S∗M

σA(y, η̃) dω(y, η̃) from A. Thus
it is sufficient to prove that, under the assumption (8.1),

lim sup
N→∞

1

N

N∑
j=1

|〈Aφj, φj〉| = 0 .

Step 2. If Q is an L2-bouned operator, let us denote

ΛN(Q) :=
1

N

N∑
j=1

〈Qφj, φj〉 ,

so that Λ(Q) = limN→∞ ΛN(Q) whenever the limit exists. By the
Cauchy–Schwarz inequality,

(8.2)
1

N

N∑
j=1

|〈Qφj, φj〉| ≤
1

N

N∑
j=1

‖Qφj‖ ≤ (ΛN(Q∗Q))1/2 .
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Let us define At := U(−t)AU(t) and ÃT := T−1
∫ T

0
U(−t)AU(t)dt .

Here and further on integrals of operator-valued functions are under-
stood in the weak sense.

Since U(t)φj = e−itλ
1/2
j φj and U(−t) = U∗(t) for all t ∈ R, we have

〈ÃTφj, φj〉 = 〈Atφj, φj〉 = 〈Aφj, φj〉
for all positive integers j, t ∈ R and T > 0. Therefore, by (8.2),

lim sup
N→∞

1

N

N∑
j=1

|〈Aφj, φj〉| ≤
(

lim sup
N→∞

ΛN(Ã∗T ÃT )

)1/2

.

Thus it is sufficient to show that

(8.3) lim sup
N→∞

ΛN(Ã∗T ÃT ) = 0.

Remark 8.2. Note that, generally speaking, the operators At and ÃT
are not FIOs and do not belong to A0. Therefore we cannot directly
apply Theorem 6.2 or Corollary 6.4 to evaluate the upper limit (8.3).

Step 3. Clearly,

(8.4) ‖ÃTφj‖2 = T−2

∫ T

0

∫ T

0

〈U(−t)AU(t)φj, U(−r)AU(r)φj〉 dr dt

= T−2

∫ T

0

∫ T

0

FA,j(t− r) dr dt ,

where

FA,j(s) := e−is λ
1/2
j 〈U(−s)Aφj, Aφj〉 = 〈A∗U(−s)AU(s)φj, φj〉 .

Since FA,j(−s) = FA,j(s) and ‖ÃTφj‖2 is real, the integral on the right
hand side of (8.4) coincides with

2T−2

∫ T

0

∫ t

0

FA,j(t− r) dr dt = 2T−2

∫ T

0

∫ t

0

FA,j(s) ds dt .

Thus it follows that

(8.5) 〈Ã∗T ÃTφj, φj〉 = ‖ÃTφj‖2 = 2T−2

∫ T

0

∫ t

0

〈A∗Asφj, φj〉 ds dt .

Step 4. Let Op(χ) be the operator of multiplication by a real-valued
function χ ∈ C∞0 (M \ ∂M) such that 0 ≤ χ ≤ 1, and let B ∈ A0 be a
ψDO of order zero. Since ‖A∗As‖ ≤ ‖A‖2 and ‖Op(χ)‖ ≤ 1, we have

|〈A∗Asφj, φj〉 − 〈Op(χ)A∗Asφj, φj〉| = |〈Op(1− χ)A∗Asφj, φj〉|
= |〈A∗Asφj,Op(1− χ)φj〉| ≤ ‖A‖2 ‖Op(1− χ)φj‖L2(M)
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where Op(1− χ) is the multiplication by 1− χ, and

|〈Op(χ)A∗Asφj, φj〉 − 〈Op(χ)A∗AsBφj, φj〉|
= |〈Op(χ)A∗As(I −B)φj, φj〉| ≤ ‖A‖2 ‖(I −B)φj‖L2(M) .

These inequalities and (8.5) imply the estimate∣∣∣∣〈Ã∗T ÃTφj, φj〉 − 2T−2

∫ T

0

∫ t

0

〈Op(χ)A∗AsBφj, φj〉 ds dt

∣∣∣∣
≤ ‖A‖2 ‖Op(1− χ)φj‖L2(M) + ‖A‖2 ‖(I −B)φj‖L2(M) .

Now, applying the second inequality (8.2), we see that

(8.6)

∣∣∣∣ΛN(Ã∗T ÃT ) − 2T−2

∫ T

0

∫ t

0

〈ΛN(Op(χ)A∗AsB) ds dt

∣∣∣∣
≤ ‖A‖2

(
ΛN((Op(1− χ))2)1/2

+ ‖A‖2 (ΛN((I −B)∗(I −B)))1/2

for all N = 1, 2, . . .

Step 5. Let us fix an arbitrary ε > 0. In view of (8.1), ergodicity of
the diagonal dynamics implies that there exists T > 0 such that

(8.7)

∥∥∥∥2T−2

∫ T

0

∫ t

0

Ξd
sσA ds dt

∥∥∥∥
L1(S∗M,dω)

< ε .

Let us fix such a positive T and choose the nonnegative function χ ∈
C∞0 (M \ ∂M) and the ψDO B ∈ A0 of order zero such that

(a) ‖(1− χ)‖2
L2(S∗M,dω) < ε2 ,

(b) cone suppB ⊂ OT , |σB| ≤ 1 and ‖1− σB‖2
L2(S∗M,dω) < ε2.

Note that (b) can be satisfied because, by Assumption 3.1, OT has full
measure.

In view of Corollary 6.5, the limits Λ((I − Op(χ))2) and Λ((I −
B)∗(I −B)) exist and are smaller than ε2. Therefore

(∗) the right hand side of (8.6) is estimated by 2ε‖A‖2 for all suf-
ficiently large N .

By Theorem 7.6, the limit Λ(Op(χ)A∗AsB) also exits and is equal
to

(8.8)

∫
S∗M

χ(y)σA(y, η̃) Ξd
s(σA)(y, η̃)σB(y, η̃) dω(y, η̃) .



SEMICLASSICAL THEORY OF DISCONTINUOUS SYSTEMS 31

The Lebesgue dominated convergence theorem implies that

(8.9) lim
N→∞

2T−2

∫ T

0

∫ t

0

〈ΛN(Op(χ)A∗AsB) ds dt

= 2T−2

∫ T

0

∫ t

0

〈Λ(Op(χ)A∗AsB) ds dt .

Substituting (8.8), integrating over s and t, and taking into account
(8.7) and (a), (b), we see that the absolute value of (8.9) is smaller
than ε sup |σA|. Consequently,

(∗∗) the integral in the left hand side of (8.6) is estimated by
ε sup |σA| for all sufficiently large N .

Applying the estimates (∗) and (∗∗) to (8.6), we obtain

lim sup
N→∞

ΛN(Ã∗T ÃT ) ≤ 2ε ‖A‖2 + ε sup |σA| .

Since ε can be chosen arbitrarily small, this implies (8.3). �

Appendix A. Proof of Theorem 4.11

In this and next sections, if f = (f1, . . . , fn) is a vector-function of
n-dimensional variable θ = (θ1, . . . , θn), we denote by fθ the n × n-
matrix function with entries (fi)θj , where j enumerates elements of the
ith row.

Let

Φ1 : (y, η) 7→
(
z(1)(y, η), ζ(1)(y, η)

)
,

Φ2 : (x, ξ) 7→
(
z(2)(x, ξ), ζ(2)(x, ξ)

)
,

(A.1)

and

(A.2) Φ := Φ−1
2 ◦ Φ1 : (y, η) 7→ (x∗(y, η), ξ∗(y, η)) .

Note that

(ζ(1)
η )T z(2)

η − (z(2)
η )T ζ(2)

η = (ζ
(2)
ξ )T z

(2)
ξ − (z

(2)
ξ )T ζ

(2)
ξ = 0 ,(A.3)

(ζ(1)
η )T z(1)

y − (z(1)
η )T ζ(1)

y = (ζ
(2)
ξ )T z(2)

x − (z
(2)
ξ )T ζ(2)

x = I(A.4)

(A.5) (z(1)
η )T ζ(1) = (z

(2)
ξ )T ζ(2) = 0 ,

(A.6) (z(1)
y )T ζ(1) = η and (z(2)

x )T ζ(2) = ξ

for all (y, η) and (x, ξ) in any local coordinates because the transfor-
mations Φj preserves the 2-form dz ∧ dζ and the 1-form ζ · dz.

The proof proceeds in several steps.
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A.1. Part 1. Assume that Φ1(y0, η0) = Φ2(x0, ξ0) := (z0, ζ0) . Then
there exists a local coordinate system z = (z1, . . . , zn) in a neighbour-

hood of z0 such that det ζ
(1)
η (y0, η0) 6= 0 and det ζ

(2)
ξ (x0, ξ0) 6= 0.

Indeed, let z̃ be arbitrary coordinates in a neighbourhood of z0. One
can easily show that under a change of coordinates z̃ → z the matrices

ζ
(1)
η and ζ

(2)
ξ transform in the following way

ζ(1)
η = (z̃z)

T
∣∣
z=z(1) ζ̃

(1)
η + C(1) (z̃z)

−1
∣∣
z=z(1) z̃

(1)
η ,

ζ
(2)
ξ = (z̃z)

T
∣∣
z=z(2) ζ̃

(2)
ξ + C(2) (z̃z)

−1
∣∣
z=z(1) z̃

(2)
ξ ,

(A.7)

where C(1), C(2) are symmetric matrices with entries

C
(1)
ik =

n∑
m=1

ζ̃(1)
m

∂2z̃m
∂zi ∂zk

∣∣∣∣
z=z(1)

, C
(2)
ik =

n∑
m=1

ζ̃(2)
m

∂2z̃m
∂zi ∂zk

∣∣∣∣
z=z(2)

(see, for instance, [SV2, Section 2.3]). Clearly, one can choose coordi-
nates z in such a way that

(z̃z)|z=z(1)(y0,η0) = (z̃z)|z=z(2)(x0,ξ0) = I

and C(1)(y0, η0) = C(2)(x0, ξ0) = c I , where c is an arbitrary real
constant. Then (A.7) turn into

ζ(1)
η (y0, η0) = ζ̃(1)

η (y0, η0) + c z̃(1)
η (y0, η0),

ζ
(2)
ξ (x0, ξ0) = ζ̃

(2)
ξ (x0, ξ0) + c z̃

(2)
ξ (x0, ξ0) .

(A.8)

In view of (A.3), ζ̃
(1)
η and ζ̃

(2)
ξ map the kernels of the matrices z̃

(1)
η

and z̃
(2)
ξ into the orthogonal complements of their ranges. This implies

that the matrices in the right hand sides of the equalities (A.8) are
non-degenerate for all sufficiently large c .

A.2. Part 2. Let (y0, η0), (x0, ξ0) and (z0, ζ0) be as in Part 1, and let

z be an arbitrary local coordinate system such that det ζ
(1)
η (y0, η0) 6= 0

and det ζ
(2)
ξ (x0, ξ0) 6= 0.

Assume first that cone suppV1 lies in a sufficiently small conic neigh-

bourhood O1 of the point (y0, η0) such that det ζ
(1)
η (y, η) 6= 0 for all

(y, η) ∈ O1 and det ζ
(2)
ξ (x, ξ) 6= 0 for all (x, ξ) ∈ Φ1(O1) . If

ϕ(1)(z, y, η) = (z − z(1)(y, η)) · ζ(1)(y, η) ,

ϕ(2)(z, x, ξ) = (z − z(2)(x, ξ)) · ζ(2)(x, ξ)
(A.9)
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then, by (A.5),

ϕ(1)
η (z, y, η) = (z − z(1)(y, η)) · ζ(1)

η (y, η) ,

ϕ
(2)
ξ (z, x, ξ) = (z − z(2)(x, ξ)) · ζ(2)

ξ (x, ξ) ,

ϕ
(1)
zη = ζ

(1)
η and ϕ

(2)
zξ = ζ

(2)
ξ . Therefore the phase functions ϕ(j) satisfy

the conditions (a3)–(a5) of Subsection 4.1 for all (y, η) ∈ O1 , (x, ξ) ∈
Φ1(O1) and z sufficiently closed to z0.

Since WF (V1u) ⊂ Φ1(O1) for all distributions u , we may assume
without loss of generality that cone suppV2 ⊂ Φ1(O1) . Then, in view
of the above, the Schwartz kernels V1(z, y) and V2(z, x) of the FIO Vj
can be represented by oscillatory integrals

(2π)−n
∫
T ∗yM

eiϕ
(1)(z,y,η)p1(y, η)

∣∣det ζ(1)
η

∣∣1/2 ς1(z, y, η) dη ,

(2π)−n
∫
T ∗yM

eiϕ
(2)(z,x,ξ)p2(x, ξ)

∣∣∣det ζ
(2)
ξ

∣∣∣1/2 ς2(z, x, ξ) dξ

(A.10)

of the form (4.1) with the phase functions (A.9). The Schwartz kernel
of the composition V ∗2 V1 coincides with

(A.11)

∫∫∫
eiψ(x,ξ,z,y,η)b(x, ξ, z, y, η) p1(y, η) p2(x, ξ) dη dz dξ

=

∫∫∫
|η|−neiψ(x,|η|ξ,z,y,η)b(x, |η|ξ, z, y, η) p1(y, η) p2(x, |η|ξ) dη dz dξ ,

where the integrals are taken over T ∗xM ×M × T ∗yM ,

ψ(x, ξ, z, y, η) = (z − z(1)(y, η)) · ζ(1)(y, η)− (z − z(2)(x, ξ)) · ζ(2)(x, ξ)

and

b(x, ξ, z, y, η)

= (2π)−2n
∣∣det ζ(1)

η (y, η)
∣∣1/2 ∣∣∣det ζ

(2)
ξ (x, ξ)

∣∣∣1/2 ς1(z, y, η) ς2(z, x, ξ) .

Now we are going to apply the stationary phase method to the in-
tegral with respect to the variables z and ξ, considering |η| as a large
parameter. A rigorous justification of the stationary phase formula
for non-convergent integrals of this type can be found, for instance, in
[SV2, Appendix C].

The equations ψξ = 0 and ψz = 0 are equivalent to

(A.12) z = z(2)(x, ξ) and ζ(2)(x, ξ) = ζ(1)(y, η)

respectively. Since ζ(2)(x0, ξ0) = ζ(1)(y0, η0) and det ζ
(2)
ξ (x0, ξ0) 6= 0, in

a neighbourhood of (x0, y0, η0), the second equation (A.12) has a unique
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ξ-solution ξ̂(x, y, η) such that ξ̂(x0, y0, η0) = ξ0. Thus the stationary

point is (z, ξ) = (z(2)(x, ξ̂), ξ̂). It is unique and non-degenerate because

(A.13)

(
ψzz ψzξ
ψξz ψξξ

)
=

 0 ζ
(2)
ξ(

ζ
(2)
ξ

)T
ψξξ

 .

By the stationary phase formula, the integral (A.11) coincides mod-
ulo a smooth function with

(A.14) (2π)−n
∫
eiϕ(x,y,η)

∣∣∣det ζ
(2)
ξ (x, ξ̂)

∣∣∣−1

p̃(x, y, η) dη ,

where

(A.15) ϕ(x, y, η) := ψ(x, ξ̂, z(2)(x, ξ̂), y, η)

=
(
z(2)(x, ξ̂)− z(1)(y, η)

)
· ζ(1)(y, η)

and p̃ is an amplitude of class Sm1+m2
phg with the leading homogeneous

term

(2π)2n b(x, ξ̂, z(2)(x, ξ̂), y, η) p1(y, η) p2(x, ξ̂)

such that

cone supp p̃ ⊂ {(x, y, η) : (y, η) ∈ cone supp p1 , (x, ξ̂) ∈ cone supp p2}
(we have used the fact that the signature of the Hessian (A.13) is equal
to zero).

Clearly, ξ̂(x∗(y, η), y, η) = ξ∗(y, η) and z(2)(x∗, ξ∗) = z(1)(y, η). Thus
ϕ(x∗, y, η) = 0. Since

ψz(x, ξ̂, z
(2)(x, ξ̂), y, η) = ψξ(x, ξ̂, z

(2)(x, ξ̂), y, η) = 0

for all x, y, η, we also have

ϕx(x, y, η) = ψx(x, ξ̂, z
(2)(x, ξ̂), y, η) = (z(2)

x (x, ξ̂))T ζ(2)(x, ξ̂) .

Now the second equality (A.6) implies that ϕx(x, y, η) = ξ̂(x, y, η).
Substituting x = x∗, we obtain

(A.16) ϕx(x
∗, y, η) = (z(2)

x (x∗, ξ∗))T ζ(2)(x∗, ξ∗) = ξ∗ .

Similarly,

ϕη(x, y, η) = ψη(x, ξ̂, z
(2)(x, ξ̂), y, η)

= ∇η

(
(z − z(1)(y, η)) · ζ(1)(y, η)

)∣∣
z=z(2)(x,ξ̂)

.

This equality and (A.5) imply that

ϕη(x, y, η) = (z(2)(x, ξ̂)− z(1)(y, η)) · ζ(1)
η (y, η) ,
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and, consequently,

ϕxη(x, y, η) =
(
∇x z

(2)(x, ξ̂)
)T

ζ(1)
η (y, η) .

Differentiating the identity ζ(2)(x, ξ̂) ≡ ζ(1)(y, η), we obtain

ζ
(2)
ξ (x, ξ̂) ξ̂x = −ζ(2)

x (x, ξ̂) .

From the above two equalities it follows that

ϕxη(x
∗, y, η) =

(
z(2)
x − z(2)

ξ

(
ζ

(2)
ξ

)−1

ζ(2)
x

)T
ζ(1)
η ,

where z
(1)
η = z

(1)
η (y, η), ζ

(1)
η = ζ

(1)
η (y, η), and z

(2)
x , z

(2)
η , ζ

(2)
x , ζ

(2)
η are

evaluated at (x∗, ξ∗).
In view of (A.3) and (A.4),

z(2)
x − z(2)

ξ

(
ζ

(2)
ξ

)−1

ζ(2)
x

=
(

(ζ
(2)
ξ )T

)−1 (
(ζ

(2)
ξ )T z(2)

x − (z
(2)
ξ )T ζ(2)

x

)
=
(

(ζ
(2)
ξ )T

)−1

Consequently,

(A.17) ϕxη(x
∗, y, η) =

(
ζ

(2)
ξ (x∗, ξ∗)

)−1

ζ(1)
η (y, η)

and

(A.18) |detϕxη(x
∗, y, η)|1/2 =

∣∣det ζ(1)
η (y, η)

∣∣1/2 ∣∣∣det ζ
(2)
ξ (x∗, ξ∗)

∣∣∣−1/2

.

Since det ζ
(j)
η 6= 0, the above equality and (A.16) imply that the

phase function (A.15) satisfies the conditions of Subsection 4.1. This
shows that (A.14) defines the Schwartz kernel of a FIO associated with
the canonical transformation Φ. Applying the procedure described in
Remark 4.3, we can remove the dependence on x and rewrite it in the
form

(A.19) (2π)−n
∫
eiϕ(x,y,η) p(y, η) |detϕxη(x

∗, y, η)|1/2 ς(x, y, η) dη

where ς is a cut-off function satisfying the conditions of Subsection 4.1
and p(y, η) is an amplitude of class Sm1+m2

phg such that

cone supp p ⊂ {(y, η) ∈ cone supp p1 : (x∗, ξ∗) ∈ cone supp p2} .
Clearly, the leading homogeneous term p0 of the amplitude p is given
by the formula

(A.20) p0(y, η) = p1,0(y, η) p2,0 (Φ(y, η)),

where pj,0 are the leading homogeneous terms of the amplitudes pj.
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A.3. Part 3. Consider now general FIOs Vj associated with the canon-
ical transformations Φj. Splitting Vj into sums of FIOs with simply
connected conic supports, we see that it is sufficient to prove the the-
orem assuming that the bundles DZ(Φj) are topologically trivial and
the Schwartz kernels of Vj are given by oscillatory integrals Ij of the
form (4.5) with phase functions ϕj and full symbols qj.

If the conic supports of qj are sufficiently small then, choosing suit-
able local coordinates and transforming ϕj into the phase functions
(A.9), we can rewrite the corresponding oscillatory integrals in the
form (A.10) with pj = ikjqj, where kj is an integer determined by the
choice of branch of arg(det2(ϕj)xη). In this case, by Part 2, the com-
position V ∗2 V1 is a FIO given by the oscillatory integral (A.19) with
the local phase function (A.15) and an amplitude p ∈ Sm1+m2

phg with the
leading homogeneous term

p0(y, η) = ik1−k2 q1,0(y, η) q2,0 (Φ(y, η)) .

Let ϕ̃ be an arbitrary global phase function associated with the trans-
formation Φ. Since D(Φ) = D(Φ1) is simply connected, the bundle
DZ(Φ) is also trivial. Let us fix a continuous branch of arg(det2(ϕ̃xη).
Transforming the phase function ϕ given by (A.15) into ϕ̃, we see that
(A.19) coincides with an oscillatory integral of the form

(2π)−n
∫
T ∗yM

eiϕ̃(x,y,η)i−k q̃(y, η)
(
det2 ϕ̃xη(x, y, η)

)1/4
ς(x, y, η) dη ,

where q̃ ∈ Sm1+m2
phg is another amplitude with the same leading homo-

geneous term ik1−k2 q1,0(y, η) q2,0 (Φ(y, η)) and k is the integer such that
kπ
2

= arg(det2ϕxη) turns into arg(det2ϕ̃xη) under continuous transfor-
mation of the phase functions φ 7→ ϕ̃ (see Remark 4.8).

Thus have proved that, for Vj with small conic supports, the com-
position V ∗2 V1 is a FIOs of order m1 +m2 with principal symbol

ik1−k2−kσV1(y, η)σV2(Φ(y, η))

such that

cone supp (V ∗2 V1) ⊂
(

cone suppV1

⋂
Φ−1(cone suppV2)

)
.

Obviously, the integer k1 − k2 − k is uniquely defined by the choice
of branches of arg(det2(ϕj)xη) and arg(det2(ϕ̃xη). Therefore, using a
partition of unity on T ∗M , we see that the same result holds for all
FIOs Vj. Since the principal symbols are defined modulo a factor im

with an integer m, this completes the proof. �
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Appendix B. Sketch of proof of Lemma 5.3(i) and (ii)

Let the FIOs corresponding to the incoming, reflected and refracted
trajectories are given by the oscillatory integrals (4.5) with phase func-
tions ϕ, ϕ+, ϕ− and symbols q, q+ and q− respectively. The first two
are standard oscillatory integrals defined in Section 4. In the case (i),
the third is also a standard oscillatory integral. In the case (ii), it is a
boundary layer oscillatory integral given by the same expression (4.5)
but with a complex-valued phase function satisfying the conditions of
[SV2, Section 2.6.4].

Since we are dealing with half densities elements u in the domain of
the operator have to satisfy

h
−1/2
+ (x)u+(x) = h

−1/2
− (x)u−(x),

h+(x)∂+
n (g−1/2u)(x) = −h−(x)∂−n (g−1/2u)(x)

in each local coordinate chart for each x ∈ Y in the domain of the
chart, where u± are the left and right boundary values of u and ∂±n
denote the inward g±-normal derivatives.

Substituting the sum of the integrals into the boundary conditions
and equating to zero the sum of leading terms at t = t∗ and x = x∗,
we obtain the following equations,

(B.1) ϕ(t∗, x∗, y, η) = ϕ+(t∗, x∗, y, η) = ϕ−(t∗, x∗, y, η) ,

(B.2) h
−1/2
+ (x) (uκ,j dϕ + uκ0,j+1 dϕ+)|

t=t∗, x=x∗

= h
−1/2
− (x) (uκ1,j+1 dϕ−)|

t=t∗, x=x∗

and

(B.3) h
1/2
+ (x)

(
uκ,j dϕ ∂

+
n ϕ+ uκ0,j+1 dϕ+ ∂+

n ϕ
+
)∣∣
t=t∗, x=x∗

= −h
1/2
− (x)

(
uκ1,j+1 dϕ− ∂

−
n ϕ
−)∣∣

t=t∗, x=x∗

where dψ :=
(
det2 ψxη

)1/4
.

Then condition (a4) implies that

− ∂+
n ϕ
∣∣
t=t∗, x=x∗

= ∂+
n ϕ

+
∣∣
t=t∗, x=x∗

= τ+ .

Similarly, in the case (i), ∂−n ϕ
−|t=t∗, x=x∗ = τ− . In the case (ii), by

[SV2, (2.6.23)], we have ∂−n ϕ
−|t=t∗, x=x∗ = i τ̃− .
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From the equalities (B.1), [SV2, (2.5.3±)] and [SV2, (2.6.25)] it fol-
lows that at the point t = t∗, x = x∗

−τ+ detϕxη = τ+ detϕ+
xη =

{
τ− detϕ−xη in the case (i),

i τ̃− detϕ−xη in the case (ii).

(cf. [SV2, (2.6.14)]). Consequently, dϕ|t=t∗, x=x∗ = dϕ+ |
t=t∗, x=x∗ and

dϕ−|t=t∗, x=x∗ =

{√
τ+/τ− dϕ in the case (i),

(τ+/i τ̃−)1/2 dϕ in the case (ii),

where (τ+/i τ̃−)1/2 is a continuous branch of the square root.
In view of the above equalities, the equations (B.2), (B.3) imply that

b
−1/2
+ (uκ,j + uκ0,j+1) =

√
τ+/τ− uκ1,j+1 ,

b
1/2
+ (−τ+ uκ,j + τ+ uκ0,j+1) = −√τ+ τ− uκ1,j+1 ,

in the case (i), and

b
−1/2
+ (uκ,j + uκ0,j+1) = (τ+/i τ̃−)1/2 uκ1,j+1 ,

b
1/2
+ (−τ+ uκ,j + τ+ uκ0,j+1) = −iτ̃− (τ+/i τ̃−)1/2 uκ1,j+1

in the case (ii), where we have used b+(x) = h+(x)h−1
− (x). Solving

these equations with respect to uκ0,j+1 , uκ1,j+1 , we obtain the required
formulae for the coefficients τκ0,j+1 , τκ1,j+1 .

Appendix C. Proofs of Theorem 6.2 and Lemma 6.3

C.1. Proof of Theorem 6.2. Without loss of generality we shall be
assuming that cone suppV lies in a sufficiently small neighbourhood of
a fixed point (y0, η0) ∈ T ∗(M \ ∂M).

Let t ∈ (−δ, δ) with a sufficiently small δ. If δ is smaller than the
geodesic distance from the support of the Schwartz kernel of V to the
boundary ∂M then, in view of Theorems 5.1, Corollary 4.13 and Re-
mark 5.2, V U(t) is a FIO associated with the canonical transformation
Φt
V := Φ ◦ Φt with principal symbol σV U(t)(y, η) = σV (Φt(y, η)), where

Φt : (y, η) 7→ (xt(y, η), ξt(y, η))

is the shift along geodesics in M \ ∂M . Denote

Φ(y, η) := (x∗(y, η), ξ∗(y, η)) , Φt
V (y, η) :=

(
zt(y, η), ζt(y, η)

)
.

Assume that δ and cone suppV are small enough. Then the union⋃
t∈(−δ,δ) cone suppV (t) is also small and, for t ∈ (−δ, δ), the Schwartz
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kernel of V U(t) can be represented (modulo smoothing operators) by
an oscillatory integral

(C.1) (2π)−n
∫
T ∗yM

eiϕ(t;x,y,η)p(t; y, η)
∣∣det ζtη(y, η)

∣∣1/2 ς(t;x, y, η) dη ,

with a phase function given by the equality

(C.2) ϕ(t, x, y, η) = (x− zt(y, η)) · ζt(y, η)

in a local coordinate system such that det ζtη(y, η) 6= 0, an amplitude p
with small conic support, and a cut-off function ς satisfying the condi-
tions of Subsection 4.1 (see Appendix A).

Lemma C.1. Let Σδ(Φ) be the set of points (y, η̃) ∈ S∗M such that
Φt?

V (y, η̃) = (y, η̃) at some time t? = t?(y, η̃) ∈ (−δ, δ). If the Schwartz
kernel of V U(t) is given by (C.1) and ρ̂ ∈ C∞0 (−δ, δ) then

(C.3) F−1
t→λ (ρ̂(t) Tr (V U(t)))

= (2π)−nλn−1

∫
Σδ(Φ)

eiλt
?

ρ̂(t?) p0(t?; y, η̃) dy dη̃ + o(λn−1)

as λ → +∞, where t? = t?(y, η̃) and p0 is the leading homogeneous
term of the amplitude p.

Proof. Clearly, zt = x∗ (xt(y, η), ξt(y, η)). Therefore

d

dt
zt = x∗y(x

t, ξt)
d

dt
xt + x∗η(x

t, ξt)
d

dt
ξt .

Since Φ preserves the 1-form ξ · dx, we have(
x∗y(x

t, ξt)
)T
ζt =

(
x∗y(x

t, ξt)
)T
ξ∗(xt, ξt) = ξt ,(

x∗η(x
t, ξt)

)T
ζt =

(
x∗η(x

t, ξt)
)T
ξ∗(xt, ξt) = 0

and, consequently, ζt · d
dt
zt = ξt · d

dt
xt. By Euler’s identity for homo-

geneous functions, ξt · d
dt
xt = ξt · hξ(xt, ξt) = h(xt, ξt) where h(x, ξ) =√

g(x, ξ). Now, differentiating (C.2), we see that

(C.4) ϕt(t;x, y, η) = −
√
g(xt, ξt) + (x− zt(y, η)) · d

dt
ζt(y, η) 6= 0

for all (t, x, y, η) ∈ supp ς provided that supp ς is small enough.
Let

(C.5) p̃(t; y, η) = ρ̂(t) p(t; y, η)
∣∣det ζtη(y, η)

∣∣1/2 ς(t, y, y, η) .
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Then

F−1
t→λ (ρ̂(t) Tr (V U(t)))

= (2π)−n−1

∫ ∫
T ∗yM

ei(ϕ(t;y,y,η)+λt) p̃(t; y, η) dy dη dt +O(λ−∞).

Changing variables η = λrη̃, where r ∈ [0,+∞) and η̃ are coordinates
on the cosphere S∗yM , we obtain

(C.6) F−1
t→λ (ρ̂(t) Tr (V U(t)Op(χ)))

= (2π)−n−1λn
∫∫ ∫

S∗yM

eiλψ(t;r,y,η̃) p̃(t; y, λrη̃) dy dη̃ dr dt+O(λ−∞),

with

ψ(t; r, y, η̃) = rϕ(t; y, y, η̃) + t .

Now we are going to apply the stationary phase formula with respect
to t and r (see [SV2, Appendix C] for justification of this procedure).
In view of (C.4),

det

(
ψrr ψrt
ψtr ψtt

)
= −(ϕt)

2 6= 0

on supp p̃. Thus all stationary points of ψ lying in supp p̃ are non-
degenerate. They are given by the equations

(C.7) ϕ(t; y, y, η̃) = 0 and rϕt(t; y, y, η̃) = 1 .

By (C.4), the first equation either does not have any solutions, or has
a unique solution t?(y, η̃) smoothly depending on (y, η̃). Here we have
used the implicit function theorem and assumed that δ is small enough
so that t?(y, η̃) is defined on supp p̃.

In the first case (C.6) is a rapidly decreasing function of λ and
zt(y, η) 6= y for all (t; y, η) ∈ supp p̃, which implies that Φt

V (y, η) 6=
(y, η) for all (y, η) ∈ supp p and t ∈ supp ρ̂.

In the second case, by the stationary phase formula,

(C.8) F−1
t→λ (ρ̂(t) Tr (V U(t)))

= (2π)−nλn−1

∫
S∗yM

eiλt
?

r∗ p̃(t?; y, λr∗η̃) dy dη̃ + o(λn−1)

as λ → +∞, where r∗ = r∗(y, η̃) := |ϕt(t?; y, y, η̃)|−1. One can easily
show that the right hand side of (C.8) coincides with

(C.9) (2π)−nλn−1

∫
Ω

eiλt
?

r∗ p̃(t?; y, λr∗η̃) dy dη̃ + o(λn−1) ,
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where

Ω = {(y, η̃) ∈ S∗M : t?y(y, η̃) = t?η(y, η̃) = 0}
is the set of stationary points of the function t?.

Differentiating the identity ϕ(t?, y, y, η̃) ≡ 0 and taking into account
(C.4), we see that Ω consists of the points (y, η̃) such that

ϕη(t
?, y, y, η̃) = (y − zt?(y, η̃)) · ζt?η (y, η̃) = 0

and

ϕy(t
?, y, y, η̃) = (I−zt?y (y, η̃))T ζt

?

(y, η̃)+(y−zt?(y, η̃)) ·ζt?y (y, η̃) = 0 .

The first equation implies that y = zt
?
(y, η). Since Φt

V preserves the
1-form ξ ·dx, the vector-function zt

?

y (y, η))T ζt
?
(y, η) in the second equa-

tion is identically equal to η̃. Therefore the second equation yields
ζt
?
(y, η̃) = η̃.
Thus we see that (y, η̃) ∈ Ω if and only if Φt?

V (y, η̃) = (y, η̃). From
here and (C.4) it follows that r∗(y, η̃) = 1 for all (y, η̃) ∈ Ω. Recall
that

for every C∞-function the set of zeros of infinite

order has full measure in the set of all its zeros.
(C.10)

In particular, this implies that ∇η(ζ
t?(y, η) − η̃) = ζt

?

η (y, η) − I = 0
on a set of full measure in Ω. Now, substituting (C.5) into (C.9) and
removing lower order terms of p, we obtain the required result. �

Let Op(χ) be the operator of multiplication by an arbitrary func-
tion χ ∈ C∞0 (M \ ∂M) such that V = Op(χ)V = V Op(χ). Then∑3

m=0 i
m V ∗mVm = V and, consequently, NV (λ) =

∑3
m=0 i

mNV ∗mVm(λ) ,
where Vm := 1

2
(V + imOp(χ)). Note that V ∗mVm are linear combina-

tions of FIOs lying in A0. Applying Lemma C.1 to these FIOs and
taking into account (6.2), we see that

ρ ∗N ′V ∗mVm(λ) = F−1
t→λ (ρ̂(t) Tr (V ∗mVmU(t))) = O(λn−1) , λ→ +∞ ,

whenever supp ρ ⊂ (−δ, δ) for a sufficiently small δ. Assume, in addi-
tion, that the function ρ is even and nonnegative, and ρ̂(0) = 1. Then,
since the functions NV ∗mVm are nondecreasing, standard Tauberian the-
orems imply that∣∣NV ∗mVm(λ)− ρ ∗NV ∗mVm(λ)

∣∣ = O(λn−1) , λ→ +∞ ,

(see, for instance, [Sa2, Theorem 1.3]).
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Clearly, the same estimate holds for the function NV . Applying (6.2)
and integrating (C.3), we obtain

(C.11) NV (λ) = ρ ∗NV (λ) =

∫ λ

0

F−1
t→µ (ρ̂(t) Tr (V U(t))) dµ

= (2π)−n
∫ λ

0

µn−1

∫
Σδ(Φ)

eiλt
?

ρ̂(t?) p0(t?; y, η̃) dy dη̃ dµ+ o(λn) .

If ε > 0 and Σδ,ε(Φ) := {(y, η̃) ∈ Σδ(Φ) : |t?(y, η̃)| > ε} then∫ λ

0

µn−1

∫
Σδ,ε(Φ)

eiµt
?

ρ̂(t?) p0(t?; y, η̃) dy dη̃ dµ = O(λn−1) .

Since Σδ(Φ) \
(⋃

ε>0 Σδ,ε(Φ)
)

= Σ0(Φ) = Fix(Φ) , letting ε→ 0 we see
that the right hand side of (C.11) coincides with

(2π)−n
∫ λ

0

µn−1

∫
Fix(Φ)

p0(0; y, η̃) dy dη̃ dµ + o(λn)

= (2π)−nn−1λn
∫

Fix(Φ)

p0(0; y, η̃) dy dη̃ + o(λn) .

In view of (C.10), x∗η = ϕηη|x=x∗ = 0 on a set of full measure in
Fix(Φ), where ϕ is the phase function (C.2). Now (4.8) implies that
p0(0; y, η̃) = iΘΦ(y,η̃)σV (y, η̃) on a set of full measure, and (6.3) follows
from the Weyl asymptotic formula for the counting function N(λ).

C.2. Proof of Lemma 6.3. Let ϕ(j) and ϕ be arbitrary functions
associated (in the sense of Subsection 4.1) with the transformations
(A.1) and (A.2). The condition (a4) and (C.10) imply that

(C.12) x∗η = z(1)
η − z(2)

η = 0 and ϕηη|x=x∗ =
(
ϕ(1)
ηη − ϕ(2)

ηη

)∣∣
x=x∗

= 0

on a set of full measure in Fix(Φ).
Let Vj and V be arbitrary FIOs given by the integrals (4.1) with

the phase functions ϕ(j) and ϕ, and let p0,j and p0 be the leading
homogeneous terms of corresponding amplitudes. In view of (4.8) and
(C.12), we have

(C.13) iΘΦσV = p0 and iΘΦ1 i−ΘΦ2 σV1 σV2 = p0,1 p0,2

on a set of full measure in Fix(Φ). In particular, this shows that the
restrictions of p0 and p0,1 p0,2 to this set do not depend on the choice
of the phase functions.

Assume now that the FIOs Vj have sufficiently small conic supports,
the phase functions ϕ(j) are given by (A.9), and V = V ∗2 V1. Then, as
was shown in Subsection A.2, V is represented by the integral (A.19)
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with the phase function (A.15) and an amplitude with leading homo-

geneous term p1,0(y, η) p2,0 (Φ(y, η)). From here and (C.13) it follows
that iΘΦσV = iΘΦ1 i−ΘΦ2 σV1σV2 on a set of full measure in Fix(Φ).

Appendix D. An example where QE holds by Yves Colin
de Verdière

D.1. Introduction. The goal of this Appendix is to provide an exam-
ple of QE for a discontinuous Riemannian metric. We will first discuss
generalities on ergodicity for Markov semi-groups in order to get a sim-
ple test of ergodicity via the Poincaré maps associated to the singular
manifold. We will then present examples of metrics on the 2−sphere
whose geodesic flows are ergodic. Finally, we will discuss Thom-Sard
transversality in order to check that we have QE for a generic subset
of these metrics.

D.2. Ergodicity of Markov semi-groups. We will denote by Z the
unit cotangent bundle of (X, g) and by dω the normalized Liouville
measure on Z. We will denote by Gt the semi-group denoted by Ξc

t in
the body of the present paper (see Definition 7.4) It acts on L1(Z, dω)
and L∞(Z, dω) with norms equal to 1. We call Gt the “geodesic flow”
even if it is not a (deterministic) flow on Z.

Definition D.1. The geodesic flow Gt is ergodic if and only if the
only functions in L∞(Z, dω) which are invariant under the semi-group
(Gt)t≥0 are the functions which are constant outside a set of measure
0.

As a Corollary of ergodicity, we get the

Proposition D.2. If the geodesic flow is ergodic and f ∈ L1(Z, dω),
we have, for almost all z ∈ Z and in L1(Z, dω),

lim
T→+∞

1

T

∫ T

0

Gtf(z)dt =

∫
Z

fdω .

This is proved using the point-wise ergodic Theorem given in [DS58],
Theorem 5, page 690 or in [Kr85], Theorem 3.7, page 217:

Theorem D.3. If µ is a probability measure on a space Z and (Gt)t≥0

is a strongly measurable semi-group on L1(µ) whose norms on L1(µ)
and L∞(µ) are bounded by 1, then, for f ∈ L1(µ), the averages

1

T

∫ T

0

Gtf(z)dt

converge for almost all z and in L1(µ) as T → +∞. The limit function
z → f(z) is invariant under Gt for all t.
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Definition D.4. A measurable subset A ⊂ Z is invariant by Gt if the
characeristic function χA of A satisfies: for all t and for almost all
z ∈ Z, GtχA(z) = χA(z).

Theorem D.5. If Gt is given by Gtf(x) =
∫
Z
pt(x, dy)f(y) with pt(x, dy)

a measurable family of probability measures on Z (a Markov kernel),
the function f given in Theorem D.3 is the conditional expectation of
f with respect to the σ−field I of invariant sets:

f = E(f |I) .

Proof. This result is proved in the book [Kr85] (Lemma 3.3) for Markov
chains. Let us show how to extend it to the continuous case: let us
denote, for τ > 0, by fτ the function 1

τ

∫ τ
0
Gtfdt. We have clearly

f = lim
N→∞

N−1∑
n=0

P n
τ fτ .

Hence, using the Markov chain generated by Pτ , we deduce that f is
measurable with respect to Iτ , the σ−field of Pτ -invariant sets. Hence f
is measurable with respect to I which is the intersection of the σ−fields
Iτ . The conclusion follows. �

Hence, we get:

Corollary D.6. The geodesic flow Gt is ergodic if and only if all in-
variant subsets of Z have measure 0 or 1.

D.3. Poincaré maps. Let us assume for simplicity that Y is smooth
and cuts X into two open disjoint parts X \ Y = X+ ∪ X−. Let us
denote by Y± the unit ball bundles for g?± in T ?Y and let us parametrize
the maximal geodesic arcs γ : [a, b]→ X+ in X+ crossing Y by a point
in Y+: if (γ(t), ξ(t)) is the corresponding curve in Z and (γ(b), ξ(b))
the final point of γ, we associate to γ the covector (y, η) with y = γ(b)
and η = ξ(b)|TyY . The point (y, η) is the starting point of a maximal
reflected arc γr whose associated final point corresponds in the way
previously described to a point in the unit bundle Y+, this point will
be denoted by P+(y, η). We get similarly a possible starting point for
a refracted geodesic arc γρ in X− by starting with a vector ξ− in S?X−
whose restriction to TyY is still η. This way we get a map P− defined
on Y−. The Poincaré maps P± are not everywhere defined respectively
on Y±, but almost everywhere thanks to Poincaré recurrence Theorem.

Let A be an invariant subset of Z. Then A is a union of maximal
geodesic arcs contained in X+ or X−. Let us consider the trace of
A ∩ S?X+ on Y+ as before.
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Definition D.7. We will say that a set B ⊂ Y+∪Y− is invariant under
P+ and P− if for any y ∈ Y+, P+y ∈ B and similarly for y ∈ Y−.

We will use the following result in order to prove ergodicity of the
geodesic flow:

Theorem D.8. Assuming Y non empty, the geodesic flow (Gt)t≥0 is
ergodic if and only if

• almost all maximal geodesic arcs in X± cut Y at both ends
• if B ⊂ Y = Y+ ∪ Y− is invariant under P+ and P−, then either
B or Y \B are of measure 0.

Proof. The first condition is clearly necessary, otherwise we would get
at least two invariant sets of positive measure. Let us assume that
both conditions are satisfied and consider a set A ⊂ Z invariant under
Gt. A is, up to a set of measure 0, a union of maximal geodesic arcs
in X \ Xsing. Let us consider the trace B of A in Y . Clearly B has
to be invariant under P+ and P− modulo sets of measure 0. Let B1

be the intersections of the images of B by iterating P+ and P−. The
measure of B \ B1 vanishes. The second condition implies that either
B1 or Y \B1 has measure 0. The converse is easy. �

s

u

1

0

u = χ′(s−)−1

Figure 4. Poincaré section.

D.4. An example: Gluing together two flat disks. Let us con-
sider two unit Euclidian disks D+ and D− and a diffeomorphism χ :
∂D− → ∂D+ so that χ′′(s) 6= 1 except for a finite number of values of
s. Gluing together D+ and D− along their boundaries using χ gives
a topological manifold homeomorphic to S2 with a metric gχ which is
flat outside the equator and discontinuous on the equator except at a
finite number of points.
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Let us first describe the Poincaré section: as in Section D.3, we
define Y± ⊂ T ?∂D+ with the boundary ∂D+ = R/2πZ parametrized
by the arc length s. Then Y+ = {(s, u)|s ∈ R/2πZ, |u| < 1} with the
symplectic structure ω = du ∧ ds. Using the map χ and its extension
Ξ to the cotangent bundle of D−, we get Y− = Ξ(R/2πZ×] − 1,+1[)
or more explicitly

Y− = {(s, u)|s ∈ R/2πZ, |u| < ψ(s)}
with ψ(s) = 1/χ′(χ−1(s)).

The Poincaré maps P± : Y± → Y± are integrable; they preserve the
foliations F± of Y± defined by

• F+ = {L+
α | |α| < 1} with L+

α := Z × {α} on which P+ acts as
a rotation of angle ρ+(α) = 2 arccos(α) satisfying ρ′+ < 0
• F− = {L−β | |β| < 1} with L−β := {(s, βψ(s))} on which P− acts

as a rotation of angle ρ−(β) where ρ′− < 0.

We have ψ′(s) = η(s)χ′′(χ−1(s))) where η does not vanish. This implies
that the foliations F+ and F− are transverse in Y+∩Y− outside a finite
number of segments Ij := {sj}×] − min(1, ψ(s)),min(1, ψ(s))[ with
0 ≤ s1 < s2 < · · · < sN < 2π.

Our main result is:

Theorem D.9. The geodesic flow on the 2-sphere (S2, gχ) has two
ergodic components corresponding in the Poincaré sections to u > 0
and to u < 0.

Proof. Following the result of Section D.3, we have to consider a subset
B of Y = (Y+ ∪ Y−)∩ {u > 0} which is invariant under P+ and by P−,
meaning that P+(B∩Y+) = B∩Y+ and P−(B∩Y−) = B∩Y−. We want
to prove that B or Y \B has measure 0. Let Bi be the intersection of B
with the leaves Lα+ on which the rotation ρ+(α)/2π is irrational. Then
Bi ≡ B (i.e. B \ Bi has measure 0) and Bi ∩ Lα+ is measurable and
invariant under the rotation ρ+(α). Hence the measure of Bi ∩Lα+ is 0
or 2π by the ergodicity of the irrational rotations of the circle. From
this we get that B ∩ Y+ is equivalent to a set foliated by F+. Similarly
B∩Y− is equivalent to a set foliated by F−. Let us now consider the set
Bj := B ∩Dj with Dj := {(s, u)| sj < s < sj+1, 0 < u < max(1, ψ(s)).
In Dj, both foliations are transverse. This implies that Bj or Dj \ Bj

is of measure 0: using smooth coordinates (x, y) in Dj so that the
two foliations correspond to x = const and y = const respectively, the
indicator function of B is equivalent to a function depending on x only
and to a function depending of y only, hence is equivalent to a constant
0 or 1. If Bj is of measure 0, then B ∩ Y+ is of measure 0 as being
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foliated by F+, similarly for B∩Y−. The conclusion follows: all Bj are
of measure 0 or all Dj \Bj are of measure 0. �

If we want to apply the main Theorem of the paper, we have to take
into account the fact that there are two ergodic components, they are
equivalent by the involution J : (x, ξ)→ (x,−ξ) which on the quantum
level is the complex conjugation φ → φ. The semi-classical measures
associated to real eigenfunctions are invariant under J .

We want to prove that QE holds for the manifold (S2, gχ) for a
generic χ. What remains to do is to check that Ξt

c coincides with Ξt
q

for a generic χ: this is a consequence of the fact that Cauchy data
of recombining geodesics have measure 0 and will be proved in what
follows to hold for a generic χ. We recall the

Definition D.10. We denote by f t Z the fact that the map f : X →
Y is transverse to the sub-manifold Z of Y , i.e. for each x ∈ X so that
z = f(x) ∈ Z, we have TzY = f ′(x) (TxX) + TzZ.

We start with the

Lemma D.11. Let us consider a word Pα
χ = P a1

− P
a2
+ · · ·P a2l

+ with aj ∈
Z\0. For N ≥ 3 and D ⊂ Y+ a closed domain with a smooth boundary,
so that D ⊂ Y+, let AND be the manifold of all diffeomorphisms of class
CN of S1 so that Pα

χ is defined in some open set V containing D. Let

us denote by π the projection of Y+ onto S1, by W the diagonal of
S1 × S1 and, for χ ∈ AND , by ρ(χ) the C2 map from D into S1 × S1

defined by
ρ(χ)(z) =

(
π(z), π

(
Pα
χ (z)

))
.

Then the set of χ’s belonging to AND so that ρ(χ) t W is open and
dense in AN .

Proof. By induction on |α|, we can assume that we are looking only
at the case where the projections on S1 of the points of the z−orbit
(z, P+z = z1, · · · , z|α|−1) are pairwise distinct.

The openness is clear.
The density follows from the transversality Theorem as stated for

example in [AB63] and [AR67], page 48 (see Appendix D.5). We will
apply Theorem D.15 with r = 2, X = D, Y = S1 × S1 and W the
diagonal of Y .

The transversal intersection of ρ(χ) with W implies that the set of
z for which π(z) = π

(
Pα
χ (z)

)
is a submanifold of dimension 1 of Y+.

Let us consider the evaluation map ev(χ, z) = (π(z), π
(
Pα
χ (z)

)
. The

differential L of ev at a point (χ0, z0) can be written as L(δχ, δz) =
(0, L1δχ) + (δs, L2δz). In order to prove transversality it is enough to
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prove that L1 is surjective. Let us restrict ourselves to variations of χ
in some small neighborhood of s1 = χ−1(s0) where z0 = (s0, u0). Then
we have L2(δχ) = δχ(s1). �

Hence we get the

Proposition D.12. For any N ≥ 3 , the set of CN diffeomorphisms
χ’s, whose set of periodic points under iterations of P+, P− and their
inverses is of measure 0, is generic.

This implies that Ξc
t and Ξd

t coincide for a generic χ. Hence, a small
extension of Theorem 8.1 applies and we get

Theorem D.13. For a generic χ, any basis of real eigenfunctions of
∆χ is QE.

Remark D.14. Unique Quantum Ergodicity is not satisfied because
there are infinitely many radial eigenfunctions corresponding to the
Neumann and the Dirichlet problem for radial functions in the unit
Euclidian disk.

D.5. The Abraham-Thom transversality Theorem. Let us give
the statement of the transversality Theorem, due to René Thom, as
given in [T56, AB63, AR67]:

Theorem D.15. Let r ≥ 1 and A, X and Y be Cr manifolds. We
assume that A is a Banach manifold while dimX and dimY are finite.
The manifold X is assumed to be compact with a smooth boundary.
Consider a Cr map ρ : A → Cr(X, Y ) and W ⊂ Y a compact sub-
manifold. The evaluation map ev : A×X → Y is defined by ev(a, x) =
ρ(a)(x) and we denote by AW the set of the a’s in A so that ρ(a) t W .
Then if r > max(0, dimX − codimW ), and ev t W , then AW is open
and dense in A.
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Comm. Math. Phys. 102, 497–502, (1985)

[DG] J. Duistermaat and V. Guillemin, The spectrum of positive elliptic op-
erators and periodic bicharacteristics, Invent. Math. 29 (1975), 39–79.

[DS58] N. Dunford and J.T. Schwartz. Linear Operators, Part I: general theory.
Interscience Publishers, New-York (1958).

[GL] P. Gérard and E. Leichtnam. Ergodic properties of eigenfunctions for
the Dirichlet problem. Duke Math. J. 71 (1993), no. 2, 559–607.
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