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Preface

There have been some renewed interests on fully nonlinear equations on manifolds recently,
in particular in connection to some problems in classical Euclidean geometry and conformal
geometry. These equations are of some kind of interpolation of the Monge-Ampère equation
and Laplace equation with respect to certain quadratic form involving second order covariant
derivatives. Due to the fundamental work of Krylov [87] and Evans [42], there is a general
theorem on C2,α-regularity of the solutions of these equations once C2 a priori estimates are
established. The basic structure of these equations in Euclidean domains have been studied
thoroughly in [26]. When dealing with equations arising from geometry, the treatments may
vary according to the underline geometric situation.

In this lecture notes, we will restrict ourselves on fully nonlinear elliptic and parabolic
equations related to classical Euclidean geometry and conformal geometry. Some algebraic
and analytic properties of concave symmetric functions and Garding’s theory of hyperbolic
polynomials are collected in the appendix. The choice of the topics is solely based on author’s
personal taste and the material familiar to him.

This an expanded and updated version of the notes delivered in a series of lectures in the
workshop of Monge-Ampère equations and summer school of mathematics in Zhejiang University,
Hangzhou, 2002 and 2004 respectively. These notes are compiled from some of joint works with
B. Guan, C.S. Lin, X. Ma and G. Wang in recent years. This is a record of their contributions
to the subject. Of course, any errors, mistakes and omissions in the notes lies completely on the
author. I have learned a great deal from them during the pleasant period of collaborations. I
would like to take this opportunity to thank them for their friendship and impact on me.
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Part 1

Curvature equations of hypersurfaces in Rn



CHAPTER 1

Theory of convex bodies: Alexandrov-Fenchel inequality

Suppose Ω ⊂ Rn+1 is a bounded domain with reasonable smooth boundary, let’s denote V (Ω)
and A(∂Ω) the volume of Ω and surface area of ∂Ω respectively. The isopermetric inequality
says that

V (Ω)
1

n+1 ≤ cnA(∂Ω)
1
n ,

where cn is a dimensional constant, with the equality holds if and only if Ω is a ball.
If Ω is convex, there is a sequence of geometric quantities called quermassintegrals Wk(Ω)

for k = 1, 2, ..., n+ 1 with Wn+1(Ω) = V (Ω) and Wn(Ω) = A(∂Ω), They defined as

Wk(Ω) =

∫
π∈G(k,n+1)

vol(Ω|π)dπ,

where π is any k-dim hyperplane (as a point in Grassmannian manifold G(k, n+1)) and vol(Ω|π)
is the volume of the projection of Ω to π. The Cauchy-Crofton formula states that

Wk(Ω) = cn,k

∫
∂Ω
σn−k(κ1, ..., κn),

where cn,k is a positive constant depending only on n, k, σk is the k-th elementary symmetric
function and κ1, ..., κn the principal curvature functions on ∂Ω. We note that if ∂Ω is smooth,
σn−k(κ1, ..., κn) is a smooth function, while κ1, ..., κn may not necessary smooth (but they are
continuous).

Support function: we define

u(x) = max
y∈Ω

< x, y >, x ∈ Sn.

If ∂Ω is strictly convex, one may check that u(x) =< x,n−1(x) > for x ∈ Sn.

The support function carries all the information of ∂Ω. There is one-to-one correspondence of
support function and convex body. For any function on Sn, we may extend it as a homogeneous
function of degree one in Rn+1. A function u on Sn is a support function of some convex body
if and only if it is a convex function in Rn+1 after this extension.

For convex bodies, one can define Minkowski summation. Together with the concept of
support functions, they play fundamental roles, in the theory of convex bodies.

Minkowski summation: For two convex bodies Ω1 and Ω2, define

Ω1 + Ω2 := {x+ y|x ∈ Ω1, y ∈ Ω2}.
and for λ > 0, define

λΩ := {λx|x ∈ Ω}.
2
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So, for any positive numbers t1, ..., tm and convex bodies Ω1, ...,Ωm with support function
u1, ..., um respectively. We can define t1Ω1 + ... + tmΩm, it is still convex. It is easy to check
that the corresponding support function is t1u1 + ...+ tmum.

Minkowski proved that the volume of t1Ω1 + ...+ tn+1Ωn+1 is a homogeneous polynomial in
t1, ..., tn+1. The coefficient in front of the minomial t1 × ... × tn+1 is called the mixed volume,
often write as V (Ω1, ...,Ωn+1).

From now on, we assume ∂Ω is C2 and strictly convex. By the Hadamard’s theorem, it is
equivalent to κ1, ..., κn are positive functions on ∂Ω. If we view ∂Ω as a Riemannian manifold
embedded in Rn+1 as a compact hypersurface, let X be its position vector and n be its outer
normal (Gauss map), the first and second fundamental forms are given by I = dXdX and
II = dndX respectively. κ1, ..., κn are the eigenvalues of II with respect to the first fundamental
form I. When ∂Ω is strictly convex, the Gauss map n is a diffeomorphism from ∂Ω onto Sn. We
may view the inverse Gauss map as a natural parametrization of ∂Ω. This is a starting point
for the theory of convex bodies.

There is a magic connection of the support function and curvature functions of ∂Ω. Write

W = (uij + δiju),

where uij indicates the second order covariant derivatives of u with respect to any orthonormal
frame on Sn. The eigenvalues of W are the principal radii of ∂Ω. By divergence theorem,
V (Ω) = cn

∫
∂Ω u. For the rest, we will assume ∂Ω is strictly convex and C2. So, we have the

formula

(1.1) Wk(Ω) = cn,k

∫
Sn
σk(W ), 1 ≤ n.

The volume V (Ω), in generalWk+1(Ω) can also be expressed as (via Minkowski formula, see
(1.7))

Wk+1(Ω) = c̃n,k

∫
Sn
uσk(W ), 1 ≤ n.

For the above, it’s easy to see that V (t1Ω1 + ...+ tn+1Ωn+1) is a homogeneous polynomial of
degree n + 1. Though the above expression only proved for strictly smooth convex bodies, the
general case can be valid by approximation.

σk(W ) is called the k-th area function of Ω. The problem of prescribing k-th area function
on Sn is called The Christoffel-Minkowski problem. The main subject of the theory of convex
bodies is to study the mixed volumes and their local versions: area measures and curvature
measures.

We now start differential calculations with respect to support functions. Let e1, ..., en is an
orthonormal frame on Sn, let ω1, ..., ωn be the corresponding dual 1-forms. For each function
u ∈ C2(Sn), let ui be the covariant derivative of u with respect to ei. We define a vector valued
function

Z =

n∑
i=1

uiei + uen+1.
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where en+1 is the position vector on Sn, that is, the outer normal vector field of Sn. We note
that Z is globally defined on Sn. We write the hessian matrix of u with respect to the frame as

W = {uij + uδij}.

We calculate that,

u = Z · en+1,

dZ =
n∑
i=1

(duiei + uidei) + duen+1 + uden+1

=
n∑
i=1

(
n∑
j=1

uijω
j −

n∑
j=1

ujω
i
j)ei +

n∑
i=1

(
n+1∑
α=1

uiω
α
i eα)

+

n∑
i=1

(uiω
i)en+1 + u

n∑
i=1

ωiei

=
n∑
j=1

(
n∑
i=1

(uij + δiju)ei)ω
j .

Let u1, ..., un+1 ∈ C2(Sn), we define ∀l = 1, ..., n+ 1,

Z l =

n∑
i=1

uliei + ulen+1,

and

W l = {ulij + ulδij}

Set,

Ω(u1, ..., un+1) = (Z1, dZ2, dZ3, ..., dZn+1).(1.2)

and

V (u1, u2..., un+1) =

∫
Sn

Ω(u1, ..., un+1).(1.3)

We note that

Ω(u1, ..., un+1) = u1σn(W 2, ...,Wn+1)ds(1.4)

where σn(W 2, ...,Wn+1) is the mixed determinant and ds is the standard area form on Sn. In
particular, ∀1 ≤ k ≤ n, if we set uk+2 = ... = un+1 = 1, we obtain

Ω(u1, ..., un+1) =

(
n

k

)−1

u1σk(W
2, ...,W k+1)ds(1.5)

where σk(W
2, ...,W k+1) is the complete polarization of the symmetric function σk defined for

symmetric matrices.

Lemma 1.1. V is a symmetric multilinear form on (C2(Sn))n+1.
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Proof. The multilinearility follows directly from the definition. Also, by the definition, for
any permutation σ of {2, ..., n+ 1},

Ω(u1, u2..., un+1) = Ω(u1, uσ(2)..., uσ(n+1)),

so V (u1, u2..., un+1) = V (u1, uσ(2)..., uσ(n+1)). To see V is a symmetric form, we only need to
show

V (u1, u2, u3..., un+1) = V (u2, u1, u3..., un+1).(1.6)

We first assume ui ∈ C3(Sn),∀i. Let,

ω(u1, ..., un+1) = (Z1, Z2, dZ3, ..., dZn+1),

we have
dω(u1, ..., un+1) = −Ω(u2, u1, u3..., un+1) + Ω(u1, u2, u3..., un+1),

Now, (1.6) follows from Stokes theorem. The identity (1.6) is valid for C2 function by approxi-
mation.

Remark: If u1, ..., un+1 are the support functions of convex bodies K1, ...,Kn+1 respectively,
then V (u1, u2..., un+1) is the Minkowski mixed volume V (K1, ...,Kn+1).

The following is a direct corollary of the lemma. If u is a support function of a convex body,
it is well known as Minkowski type integral.

Corollary 1.1. For any function u ∈ C2(Sn), W = {uij + δiju}. For any 1 ≤ k < n, we
have the Minkowski type integral formulas.

(n− k)

∫
Sn
uσk(W ) ds = (k + 1)

∫
Sn
σk+1(W ) ds,(1.7)

where ds is the standard area element on Sn.

For any n×n symmetric matrices W1, ...,Wk, let σk(W1, ...,Wk) be the complete polarization

of σk. Let u and ũ are two C2 functions on Sn. Let W and W̃ are the corresponding Hessian
matrices of u and ũ respectively. Define Prs = σr+s(W, ...,W, W̃ , ...W̃ ) where W appears r times

and W̃ appears s times. So, Prs is a polynomial in Wij , W̃ij , homogeneous of degrees r and s
respectively. The following is another corollary of Lemma 1.1.

Corollary 1.2. Suppose u and ũ are two C2 functions on Sn, then the following identities
hold. ∫

Sn
[uP0k − ũP1,k−1]dx = 0,(1.8) ∫

Sn
[uPk−1,1 − ũPk0]dx = 0,(1.9)

and,

2

∫
Sn
u(P0k − Pk−1,1)dx

=

∫
Sn
{ũ(P1,k−1 − Pk0)− u(Pk−1,1 − P0k)}dx.(1.10)
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Now, we consider functions satisfying the following equation,

σk(W ) = ϕ on Sn.(1.11)

Definition 1.1. For 1 ≤ k ≤ n, let Γk is a convex cone in Rn determined by

Γk = {λ ∈ Rn : σ1(λ) > 0, ..., σk(λ) > 0}
Suppose u ∈ C2(Sn), we say u is k-convex, if W (x) = {uij(x)+u(x)δij} is in Γk for each x ∈ Sn.
u is convex on Sn if W is semi-positive definite on Sn. Furthermore, u is called an admissible
solution of (1.11), if u is k-convex and satisfies (1.11).

The next is a uniqueness theorem.

Theorem 1.1. Suppose u and ũ are two C2 k-convex functions on Sn satisfying (1.11). If

σk(W ) = σk(W̃ ), and if one of u and ũ is nonnegative, then u− ũ ∈ Span{x1, ..., xn+1} on Sn.

Proof of Theorem 1.1. We may assume u is nonnegative. Since σk(W ) is positive,
we conclude that u is positive almost everywhere on Sn. As σk is complete hyperbolic, and
∀W i ∈ Γk, i = 1, ..., k,

σk(W
1, ...,W k) ≥ σ

1
k
k (W 1) · · ·σ

1
k
k (W k),(1.12)

with the equality holds if and only if these k matrices are pairwise proportional.
If W, W̃ ∈ Γk, from (1.12) we have

(1.13) P0,k ≤ Pk−1,1,

with the equality holds if and only if W and W̃ are proportional.
Suppose σk(W ) = σk(W̃ ) on Sn, where W = {uij + δiju} and W̃ = {ũij + δij ũ}. The left

hand side of the integral formula (1.10) in Corollary 1.2 is non-positive. The same is therefore
true of the right hand side of (1.10). The latter is anti-symmetric on the two function u and ũ,
and hence must be zero. It follows that Pk−1,1 = P0,k by (1.13). Again, the equality gives that

W and W̃ are proportional. Since σk(W ) = σk(W̃ ), we conclude that W = W̃ at each point of
Sn. In particular,

L(u− ũ) = ∆(u− ũ) + n(u− ũ) = 0, on Sn.
We know that L is a self-adjoint linear elliptic operator on Sn, Span{x1, ..., xn+1} is exactly the
kernel of L. This gives u− ũ ∈ Span{x1, ..., xn+1}.

The following is an infinitesimal version of Theorem 1.1.

Proposition 1.1. ∀u2, ..., uk ∈ C2(Sn) fixed, define

L(v) = Ω(1, v, u2..., uk, 1, ..., 1),(1.14)

then, L is self-adjoint. If in addition, u2, ..., uk are k-convex, and at least one of them is non-
negative, the kernel of L is Span{x1, ..., xn+1}.

Proof of Proposition 1.1. First, L is self-adjoint is self-adjoint by Lemma 1.1. To
compute the kernel, we may assume u2 is nonnegative. Since u2 is k-convex, it is positive almost
everywhere. Suppose v is in kernel of L, i.e.,

L(v) = 0.(1.15)
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Simple calculation shows that

Ω(1, v, v, u3, ..., uk, 1, ..., 1) =

(
n

k

)−1

σk(A,A,W
3, ...,W k)ds,

where A = {vij + δijv} and W l = {ulij + δiju
l}.

We claim that, if (1.15) holds, then

σk(A,A,W
3, ...,W k) ≤ 0,(1.16)

with equality if and only if A = 0, i.e., v ∈ Span{x1, ..., xn+1}.
We note that,

0 =

∫
Sn
vL(v) =

∫
Sn

Ω(v, v, u2, u3, ..., uk, 1, ..., 1)

= V (v, v, u2, u3, ..., uk, 1, ..., 1) = V (u2, v, v, u3, ..., uk, 1, ..., 1)

=

∫
Sn
u2Ω(1, v, v, u3, ..., uk, 1, ..., 1)

=

(
n

k

)−1 ∫
Sn
u2σk(A,A,W

3, ...,W k)ds.

If the claim is true, we will conclude that v is in Span{x1, ..., xn+1} since u2 is positive almost
everywhere.

To prove the claim, we make use of hyperbolicity of σk in the cone Γk (Corollary 13.1). Since
ul is k-convex, W l ∈ Γk, ∀2 ≤ l ≤ k. For W 3, ...,W k fixed, the polarization σk(B,B,W

3, ...,W k)
is also hyperbolic and complete for B ∈ Γk. Let Wt = W 2 + tA, we have

σk(Wt,Wt,W
3, ...W k) = σk(W

2,W 2,W 3, ...,W k)

+2tσk(A,W
2,W 3, ...,W k) + t2σk(A,A,W

3, ...,W k).

Since

σk(W
2,W 2,W 3..,W k) > 0,

and

σk(A,W
2, ...,W k) = 0.

By the hyperbolicity, σk(Wt,Wt,W
3, ...,W k) has only real roots in t variable, so (1.16) must be

true. If in addition, σk(A,A,W, ...,W ) = 0, we would have

σk(Wt,Wt,W, ...,W ) = σk(W, ...,W ),

for all t ∈ R. By Lemma 13.2 and the completeness of σk(W,W,W
3, ...,W k) , A = 0. The claim

is proved.

For any n ≥ k ≥ 1 fixed, set uk+2 = ... = un+1 = 1 we define ∀u1, ..., uk+1 ∈ C2(Sn),

Vk+1(u1, u2, ..., uk+1) = V (u1, u2, ..., un+1).(1.17)

Now we state a form of Alexandrov-Fenchel inequality for positive k-convex functions.
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Theorem 1.2. If u1, ..., uk are k-convex, and u1 positive, and at least one of ul is nonnegative
on Sn (for 2 ≤ l ≤ k), then ∀v ∈ C2(Sn),

V 2
k+1(v, u1, ..., uk) ≥ Vk+1(u1, u1, u2, ..., uk)Vk+1(v, v, u2, ..., uk),(1.18)

the equality holds if and only if v = au1 +
∑n+1

i=1 aixi for some constants a, a1, ..., an+1.

Proof. The theorem follows directly from the next statement.
Statement: If

Vk+1(v, u1, u2, ..., uk) = 0, for some v ∈ C2(Sn),(1.19)

then

Vk+1(v, v, u2, ..., uk) ≤ 0,(1.20)

with equality if and only if v =
∑n+1

i=1 aixi.

The proof of the Statement will be reduced to an eigenvalue problem for certain elliptic
differential operators.

First, for u2, ..., uk ∈ Γk fixed, we set

L(v) = Ω(1, v, u2..., uk, 1, ..., 1).

By Lemma 13.1, L(v) > 0 if v is k-convex. We claim that L is an elliptic differential operator with
negative principal symbol. The principal symbol of L at the co-tangent vector θ = (θ1, ..., θn) is
obtained when A is replaced by −θ ⊗ θ in

σk(A,W
2, ...,W k).

So it is equal to

−σk(θ ⊗ θ,W 2, ...,W k).

Since σk is hyperbolic with respect to the positive cone Γk, and θ ⊗ θ is semi-positive definite
and is not a 0 matrix if θ not 0. By the complete hyperbolicity,

−σk(θ ⊗ θ,W 2, ...,W k) < 0.

We now use continuity method to finish the job. For 0 ≤ t ≤ 1, let uit = t + (1 − t)ui, and
set

ρt =
Ω(1, u1

t , u
2
t ..., u

k
t , 1, ..., 1)

u1
t

,

We examine the eigenvalue problem:

Lt(v) = λρtv.(1.21)

If for we set Qt(u, v) =
∫
Sn uLt(v), the eigenvalue problem (1.21) is corresponding to the qua-

dratic form Qt with respect to the inner-product < u, v >ρt=
∫
Sn uvρt.

We want to show Claim: λ = 1 is the only positive eigenvalue of multiplicity 1 with eigen-
function u1

t , and λ = 0 is the eigenvalue of multiplicity n+1 with eigenspace Span{x1, ...., xn+1}
for the eigenvalue problem of (1.21).

We note that u1
t is an eigenfunction corresponding to the eigenvalue λ = 1. If the Claim is

true, (1.19) implies that v is orthogonal to eigenspace corresponding to λ = 1 with respect to
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the inner product < ., . >ρ1 . If the claim is true, Statement follows from the standard spectral
theory of self-adjoint elliptic operators.

We now prove the Claim. When t = 0, the problem can be reduced to the following simple
form by straightforward calculations:

∆v + nv = nλv.

The eigenvectors of ∆ are the spherical harmonics of degree ν = 0, 1, ..., with the corresponding
eigenvalues −ν(ν + n − 1). ν = 0 corresponds to λ = 1 and ν = 1 corresponds to λ = 0 in the
eigenvalue problem (1.21) respectively in this special case. And λ < 0 when ν > 1. It is well
known that spherical harmonics of degree 0 are constants, and spherical harmonics of degree
1 are linear functions, i.e., Span{x1, ..., xn+1}. Therefore, the Claim is true for t = 0. For
arbitrary t, since 1 is an eigenvalue of the problem (1.21) with eigenfunction u1

t , by the theory
of elliptic equations, we only need to prove that 0 is the eigenvalue of multiplicity n + 1. It’s
obvious that x1, ..., xn+1 are the eigenfunctions of L corresponding to the eigenvalue 0. The
theorem now follows from Proposition 1.1.

Now, we consider a class of domains which will be named k∗-convex. They can be viewed
as a generalization of convex bodies via polar dual. Let D be a star-shaped bounded domain in
Rn+1 with C2 boundary. The distance function of D is defined as,

u(x) = min{λ|x ∈ λD}, ∀x ∈ Sn.(1.22)

When D is convex, the distance function is also called the gauge function of D.

Definition 1.2. Let D be a star-shaped bounded domain in Rn+1 with C2 boundary. We
say D is k∗-convex if its distance function u is k-convex on Sn. We day D is polar centrized if
its distance function u satisfies∫

Sn
xju(x)ds = 0, ∀j = 1, 2, ..., n+ 1.

If D1, ..., Dk+1 are k∗-convex bodies, let u1, ..., uk+1 are the corresponding distance functions, and
W1, ...,Wk+1 be the corresponding hessians of the gauge functions respectively. For 0 ≤ l ≤ k,
we define mixed polar surface area functions

σl(D1, ..., Dl, x) = σl(W1, ...,Wl).(1.23)

We call σl(D,x) = σl(W, ...,W ) the lth polar surface are function of D. We also define a mixed
polar volume,

V ∗k+1(D1, ..., Dk+1) =
1

Vk+1(u1, ..., uk+1)
(1.24)

where Vk+1(u1, ..., uk+1) defined as in (1.17). We also write, ∀0 ≤ l ≤ k + 1, V ∗l (D) =
V ∗k+1(D, ...,D,B, ..., B), where B is the unit ball centered at the origin in Rn+1, D appears l
times, and B appears k + 1− l times in the formula.

As an application, we have the following consequences of Theorem 1.1 and Theorem 1.2.
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Theorem 1.3. Suppose D1, D2 are two k∗-convex domains in Rn+1. If kth polar surface
area functions of D1 and D2 are the same, i.e.,

σl(D1, x) = σl(D2, x), ∀x ∈ Sn,

then, the distance functions of D1, D2 are equal upto a linear function. In particular, if both D1

and D2 are polar centrized, then D1 = D2.

Theorem 1.4. Suppose D1, ..., Dk+1 are k∗-convex domains in Rn+1,then we have the fol-
lowing Alexandrov-Fenchel inequality for the mixed polar volumes:

(V ∗k+1(D1, ..., Dk+1))2 ≤ V ∗k+1(D1, D1, D3..., Dk+1)V ∗k+1(D2, D2, D3..., Dk+1),

with the equality if and only if the distance functions of D1 and D2 are equal upto a linear
function. In particular, if both D1, D2 are polar centerized, then D1 = λD2 for some λ > 0.

The above theorem indicates that the reciprocal of the mixed polar volume is log-concave.
Therefore, one may deduce a sequence of inequalities for k∗-convex domains from Theorem 1.2.
In particular, one can obtain the corresponding Brunn-Minkowski inequality and quermassinte-
gral inequalities for V ∗.

Corollary 1.3. Suppose D1, D2 are k∗-convex, then for 0 ≤ t ≤ 1,

V ∗k+1((1− t)D1 + tD2)
−1
k+1 ≥ (1− t)V ∗k+1(D1)

−1
k+1 + tV ∗k+1(D2)

−1
k+1 ,

if D1, D2 are polar centralized, the equality for some 0 < t < 1 holds if and only if D1 = λD2

for some λ > 0. If D is k∗-convex, then for 0 ≤ i < j < l ≤ k + 1,

(V ∗j (D))l−i ≤ (V ∗i (D))l−j(V ∗l (D))j−i.

if D is polar centralized, the equality holds if and only if D is a ball centered at the origin. In
particular, if we let σn be the volume of the unit ball B in Rn+1,

σi−jn (V ∗j (D))k−i ≤ (V ∗i (D))k−j ,

if D is polar centralized, the equality holds if and only if D is a ball centered at the origin.

At the end of this chapter, we discuss the geometric obstructions and uniqueness problem
for equation

(1.25)
σn
σn−k

(uij + δiju) = f on Sn.

This equation arises from the problem of prescribing Weingarten curvatures on outer normals
(see [4], [36]). It was discovered in [57] that the necessary conditions for the Minkowski problem
are not valid for equation (1.25) if k 6= n.

We start with some calculation. Let v ∈ C∞(Sn) and consider ut = 1 + tv. For t > 0 small,
ut is a supporting function of some smooth strictly convex hypersurface, and

σn(∇2ut + utσ) =

n∑
i=1

n!

i!(n− i)!
σi t

i.
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Here, and in the rest of this section, we write σi = σi(∇2v + vσ). It follows that

(1.26)

∫
Sn
xjσidσ = 0, ∀ 1 ≤ j ≤ n+ 1, 1 ≤ i ≤ n

since ∫
Sn
xjσn(∇2ut + utσ)dσ = 0, ∀ 1 ≤ j ≤ n+ 1

for all t > 0 sufficiently small.
For a fixed k (1 ≤ k < n), by straightforward calculation we see that

(1.27) σn,k(∇2ut + utσ) = 1 + a1t+ a2t
2 + a3t

3 +O(t4)

where

(1.28)

a1 = (n− k)σ1,

a2 =
n− k

2
[(n+ k − 1)σ2 − 2kσ2

1],

a3 =
k(n− k)

2
[2kσ3

1 − (n+ 2k − 2)σ1σ2] + aσ3,

for some constant a depending only on k and n.
From this we compute, for any m ∈ R, the coefficients of the Taylor expansion

(1.29) [σn,k(∇2ut + utσ)]m = 1 + b1t+ b2t
2 + b3t

3 +O(t4)

to obtain

(1.30)

b1 = m(n− k)σ1,

b2 =
m(n− k)

2
[(n+ k − 1)σ2 + (m(n− k)− n− k)σ2

1]

and, when m = n+k
n−k ,

(1.31) b3 =
nk(n+ k)

6
(3σ1σ2 − 2σ3

1) + bσ3

where b is a constant. We are now in a position to prove the following result.

Proposition 1.2. For every integer k, 1 ≤ k < n, and any m ∈ R, m 6= 0 there exists
v ∈ C∞(Sn) such that the function ut = 1 + tv satisfies

(1.32)

∫
Sn
x [σn,k(∇2ut + utσ)]mdσ 6= 0

for all t > 0 sufficiently small.

Proof. We use the spherical coordinates on Sn

(1.33)

x1 = cos θ1,

xj = sin θ1 · · · sin θj−1 cos θj , 1 < j ≤ n,
xn+1 = sin θ1 · · · sin θn−1 sin θn,

dσSn = sinn−1 θ1 sinn−2 θ2 · · · sin θn−1dθ1 · · · dθn,
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where 0 ≤ θj ≤ π, 1 ≤ j ≤ n− 1; 0 ≤ θn ≤ 2π. Let

(1.34) g(x) = η(cos2 θ1) · · · η(cos2 θn−1)(cos 2θn + sin 3θn)

where η is a smooth cut-off function satisfying 0 ≤ η ≤ 1; η(t) = 1 if |t| < 1
2 and η(t) = 0 if

|t| > 3
4 . One finds that

(1.35)

∫
Sn
xjg(x) = 0, ∀ 1 ≤ j ≤ n+ 1,

∫
Sn
xn+1g

2(x) 6= 0.

Note that the linear elliptic operator L defined by L(v) = σ1(∇2v + vσ) is self-adjoint with
kernel K1 = Span(x1, . . . , xn+1). As g is orthogonal to the kernel of L, there exists v ∈ C∞(Sn)
satisfying the equation

(1.36) σ1(∇2v + vσ) = g on Sn.

By (1.35), we see from (1.26)-(1.30) that ut = 1 + tv satisfies (1.32) for all t > 0 sufficiently
small, provided that m 6= n+k

n−k .

Turning to the case m = n+k
n−k , we take v = xl1 where l > 1 is an odd integer. For t > 0

sufficiently small, the function ut = 1 + tv then is the supporting function of a surface of
revolution. For convenience we write θ = θ1 and, therefore, x1 = cos θ, 0 ≤ θ ≤ π. Using a
formula in [47] with some simplification, we obtain

σ1 =
1− l
n

(n cos2 θ − l sin2 θ) cosl−2 θ,

σ2 =
(1− l)2

n
(n cos2 θ − 2l sin2 θ) cos2l−2 θ.

It follows that

3σ1σ2 − 2σ3
1 =

(1− l)3

n3
(n3 cos6 θ − 3n2l cos4 θ sin2 θ + 2l3 sin6 θ) cos3l−6 θ.

We calculate∫
Sn
x1(3σ1σ2 − 2σ3

1)dσ = c1

∫ π

0
(3σ1σ2 − 2σ3

1) sinn−1 θ cos θdθ

=c2

∫ π

0
(n3 cos6 θ − 3n2l cos4 θ sin2 θ + 2l3 sin6 θ) cos3l−5 θ sinn−1 θdθ

=n2c2

∫ π

0
(n cos3l+1 θ sinn−1 θ − 3l cos3l−1 θ sinn+1 θ)dθ

+ 2l3c2

∫ π

0
cos3l−5 θ sinn+5 θdθ

=2l3c2

∫ π

0
cos3l−5 θ sinn+5 θdθ < 0

since ∫ π

0
(n cos3l+1 θ sinn−1 θ − 3l cos3l−1 θ sinn+1 θ)dθ = cos3l θ sinn θ

∣∣∣π
0

= 0
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and l > 1 is an odd integer, where c1 is a positive constant (equal to the volume of Sn−1) and

c2 = c1(1−l)3

n3 < 0. ¿From (1.26)-(1.31) it follows that ut satisfies (1.32) for all t > 0 sufficiently
small.

Remark 1.1. In the case m = n+k
n−k , ut constructed in the proof of Proposition 1.2 is the

support function of a surface of revolution. Similar construction can also be done for m 6= n+k
n−k .

It follows from the proof of Proposition 1.2 that the linearized operator Lut of Smn,k at ut is not
self-adjoint with respect to the standard metric on Sn. We complement this with the following
observation. Suppose w is a positive function defined on Sn such that

(1.37)

∫
Sn
xjw(x)[σn,k(∇2u+ uσ)]m = 0

for all u ∈ C∞(Sn) with {∇2u+ uσ} > 0, where 1 ≤ j ≤ n, 1 ≤ k < n and m ∈ R, m 6= 0 (all
are fixed). Then, for any v ∈ C2(Sn), as the function ut = 1 + tv satisfies (1.37) for all t > 0
sufficiently small, we have ∫

Sn
xjw(x)σ1(∇2v + vσ) = 0

by (1.29) and (1.30). This implies ∆(xjw) + nxjw = 0 on Sn. Since the kernel of ∆ + n is the
linear span of x1, . . . , xn, we see that w ≡ const.

Notes

If assuming the convexity, the main results in this chapter are classical, see [3], [45] and
[36]. They were extended to k-convex case in [69].

Our proof of Theorem 1.2 follows the similar arguments of Alexandrov’s second proof of
Alexandrov-Fenchel inequality in [3] (see also [81]), which in turn is adapted from Hilbert’s
proof of the Brunn-Minkowski inequality in the case n = 3. Instead of using Alexandrov’s
inequality for mixed discriminants in his original proof, we make use of the hyperbolicity of the
elementary symmetric functions as in [81].

Proposition 1.2 was proved in [57], where the existence and uniqueness for the prescribing
Weingarten curvatures on outer normals were studied. the problem was proposed by Alexandrov
[4] and Chern [36].

We note that if D is convex, D is polar centrized if and only if the Steiner point of the
polar of D is the origin. If D is convex, V ∗l (D) in Definition 1.2 is the is the reciprocal of
the lth quermassintegral of the polar of D. The geometric quantities of D and its polar D∗ in
this case are related by some important inequalities, like Blascke-Santalo inequality, Mahler’s
conjecture. When D is a centrally symmetric convex body and l = n + 1, by the work of [18],
V (D)V (D∗) ≥ cn for some positive constant cn depending only on the dimensionality.



CHAPTER 2

The Minkowski Problem

The Minkowski problem is the main source for the study of Monge-Ampère equation. The
work of Nirenberg, Cheng-Yau and Pogorelov on the Minkowski problem led to the late devel-
opment of the theory of fully nonlinear equations.

Suppose M is a closed strongly convex hypersurface in the Euclidean space Rn+1, the Gauss
map ~n : M → Sn is a diffeomorphism, where at any point p ∈M , ~n(p) is the unit outer normal
at p. In this way, the Gauss curvature can be viewed as a positive function k(~n−1(x)) on Sn. Let
us denote κ = (κ1, · · · , κn) be the principal curvatures and K = κ1 · · ·κn the Guass curvature
of M respectively. The Minkowski problem is a problem of prescribing Gauss curvature on the
outer normals of convex hypersurfaces. To be more precise, the question is: given a positive
function K on Sn, is there a closed strongly convex hypersurface whose Gauss curvature is K
as a function on its outer normals? By the Divergence Theorem, K has to satisfy equation

(2.38)

∫
Sn

xi
K(x)

=

∫
M
~n · ~Ei = 0, i = 1, . . . , n+ 1,

where xi are the coordinate functions and ~Ei is the standard ith coordinate vector of Sn.
A C2 closed hypersurface M in Rn+1 is called strongly convex if its Gauss curvature is

positive everywhere. By the Hadamard Theorem, M is a boundary of a convex domain. In
turn, M can be parametrized by its inverse Gauss map over Sn with y(x) = ~n−1

M (x). In this
chapter, we prove the following theorem.

Theorem 2.1. Suppose K ∈ C 2(Sn),K(x) > 0, ∀ x ∈ Sn, and K satisfies equation (2.38),
then there is a C3,α(∀ 0 < α < 1) strongly convex surface M in Rn+1, such that k(~n−1

M (x)) =
K(x) ∀ x ∈ Sn. M is unique up to translations.

1. Support function

Let M be a closed strongly convex hypersurface. The support function of M is defined as

u(x) = sup
z∈M

x · z = x · y(x), ∀x ∈ Sn.

We extend u as a homogeneous function of degree one in Rn+1 \ {0}. It is easy to check that u

is a convex function in Rn+1. Since ∂y
∂xj

is tangent to M for all j, and x = ~nM (y) is normal to

M , we have x · ∂y∂xj = 0 for all j. It follows that

(2.39) y(x) = ∇Rn+1u(x).

14
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Therefore, M can be recovered completely from u by above equation. The relation y(x) = ~n−1
M (x)

and (2.39) yield

(2.40) ∇Rn+1u(x) = ~n−1
M (x).

Equation (2.40) implies that u is C2 if M is C2 and its Gauss curvature is positive.
Let en+1 = x be the position vector on Sn, let e1, · · · , en is an orthonormal frame on Sn

so that e1, · · · , en+1 is a positive oriented orthonormal frame in Rn+1. Let ωi and ωij be the
corresponding dual 1-forms and the connection forms respectively. We have

dej = −
n∑
i=1

ωijei, ∀j = 1, 2, · · · , n, and den+1 =
n∑
i=1

ωiei.

For each function u ∈ C2(Sn), let ui be the covariant derivative of u with respect to ei. We
define a vector valued function

Y =

n∑
i=1

uiei + uen+1.

We note that Y is independent of the choice of the orthonormal frames. We calculate that,

dY =
n∑
i=1

(duiei + uidei) + duen+1 + uden+1

=

n∑
i=1

(

n∑
j=1

uijω
j −

n∑
j=1

ujω
i
j)ei +

n∑
i=1

(

n+1∑
α=1

uiω
α
i eα)

+

n∑
i=1

(uiω
i)en+1 + u

n∑
i=1

ωiei

=

n∑
j=1

(

n∑
i=1

(uij + δiju)ei)ω
j .

In particular, if u is a support function of M , by (2.39) the position vector of M is y(x) =
Y (x), that is

y(x) =

n∑
i=1

uiei + uen+1.

In turn,

(2.41) dy =
∑
i,j

(uij + uδij)ei ⊗ ωj

The identity (2.41) indicates that the differential dy maps Tx(Sn) to itself and it is self-
adjoint. dy is sometimes called the reverse Weingarten map. Since the Gauss curvature K is
positive, the Gauss map ~nM is invertible at y = ~n−1

M (x). We have

(2.42) dy = (d~nM )−1,

so that the reverse Weingarten map at x coincides with the inverse of the Weingarten map at
y. Since the eigenvaules of the Weingarten map are the principal curvatures κ = (κ1, · · · , κn) of
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M at y, the eigenvalues of reverse Weingarten map at x = ~nM (y) are exactly the principal radii
at y.

Conversely, if u(x) is a C2 function on Sn with (uij + uδij) > 0, we claim that there is a
strongly convex hypersurface M such that its support function is u. Again, we extend u as a
homogeneous function of degree one in Rn+1 \ {0}. It is clear that M should be defined as in
(2.39), that is,

(2.43) M = {∇Rn+1u(x)|x ∈ Rn+1 \ {0}} = {
n∑
i=1

ui(x)ei(x) + u(x)en+1(x)|x ∈ Sn}.

Since (uij + uδij) > 0 is non-singular, we may read off from (2.41) that the tangent space
of M in Rn+1 at y(x) =

∑n
i=1 ui(x)ei(x) + u(x)en+1(x) is span{e1, · · · , en}. Moreover, from

det(uij + uδij) > 0 and

dy ∧ · · · ∧ dy ∧ en+1 = det(uij + uδij)dω1 ∧ · · · ∧ dωn,
we conclude that en+1 = x is a normal vector at y(x) =

∑n
i=1 ui(x)ei(x) + u(x)en+1(x) of M .

This provides a global orientation of M and also gives a global inverse of the map from M
(defined in (2.43)) to Sn. That is, the map y(x) =

∑n
i=1 ui(x)ei(x) + u(x)en+1(x) is globally

invertible and M is an embedded hypersurface in Rn+1. Equation (2.43) implies u(x) = x ·y(x).
By (2.42), the principal curvatures at y is exactly the reciprocals of the eigenvalues of (uij+uδij).
In particular, the Gauss curvature of M does not vanish. Because M is a compact hypersurface,
the Gauss curvature is positive at some point, therefore must be positive at every point. By
the Hadamard Theorem, M is strongly convex. And u(x) = x · y(x) = x · ~n−1

M (x) is the support
function of M .

In summary, we have proved the following proposition.

Proposition 2.1. A strongly convex hypersurface M in Rn+1 is C2 if and only if its support
function u is in C2(Sn) with (uij + uδij) > 0. The eigenvalues of (uij + uδij) are the principal
radii of M (parametrized by the inverse Gauss map over Sn). In particular, the Gauss curvature
K of M satisfies equation

(2.44) det(uij + uδij) =
1

K
, on Sn.

Furthermore, any function u ∈ C2(Sn) with (uij+uδij) > 0 is a support function of a C2 strongly
convex hypersurface M in Rn+1.

From the above discussion, the support function carries all the information of M . Let Ω the
convex body bounded by M . The kth quermassintegral Wk(Ω) is defined to be the average over
the Grassmannian manifold G(n+ 1, k) of the k-dimensional volume of the projections of Ω into
k hyperplanes in Rn+1. The Cauchy-Crofton formula (e.g., see [110]) yields

(2.45) Wk(Ω) = cn,k

∫
Sn
uσk−1(uij + uδij),

where cn,k is a dimensional constant, u is the support function of the boundary of Ω and σl is
the lth elementary symmetric function. Wn+1(Ω) and Wn(Ω) are the volume of Ω and surface
area of M respectively, and W1(Ω) is the mean width of Ω. Moreover, the Alexandrov-Fenchel
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quermassintegral inequality in the previous chapter states that for 1 ≤ l ≤ k ≤ n+ 1, there is a
constant C depending only on l, k, n such that

(2.46) W
1
k
k (Ω) ≤ CW

1
l
l (Ω),

the equality holds if and only if Ω is a ball.
To conclude this section, we note that we have reduced the Minkowski problem to equation

(2.44). The uniqueness part of Theorem 2.1 is implied in Theorem 1.1. Moreover, Proposition 1.1
and the standard Implicit Function Theorem imply the openness of solutions to equation (2.44).

2. A priori estimates

We want to complete the proof of Theorem 2.1 using the continuity method. Here we need to
show the closeness, that is, to prove some a priori regularity estimates for equation (2.44). Since

equation (2.44) is elliptic at any admissible u, and det
1
n (W ) is concave, the higher regularity

estimates follow from the Evans-Krylov Theorem and the standard elliptic theory if we have a
prior bounds upto the second derivatives of solutions. Therefore, our focus here is to derive C2

a priori estimates for equation (2.44).

For a solution u of equation (2.44), u +
∑n+1

i=1 aixi is also a solution. By proper choice of
{ai}ni=1, we may assume that u satisfies the following orthogonality condition:∫

Sn
xiu dx = 0, ∀i = 1, 2, ..., n+ 1.(2.47)

If u is a support function of a closed hypersurface M which bounds a convex body Ω,
condition (2.47) implies that the Steiner point of Ω coincides with the origin.

We first estimate the extrinsic diameter of M .

Lemma 2.1. Let M ∈ C2, M be a closed convex hypersurface in Rn+1, and let ϕ be the k-th
surface area function of M . If L is the extrinsic diameter of M , then

L ≤ cn,k

(∫
Sn
ϕ

) k+1
k
(

inf
y∈Sn

∫
Sn

max(0, 〈y, x〉)ϕ(x)

)−1

,

where cn,k is a constant depending only on n and k. In particular, if u is a support function of
M satisfying (2.44) and (2.47), then

0 ≤ minu ≤ maxu ≤ cn,k
(∫

Sn
ϕ

) k+1
k
(

inf
y∈Sn

∫
Sn

max(0, 〈y, x〉)ϕ(x)

)−1

.

Proof. Let p, q ∈ M such that the line segment joining p and q has length L. We may
assume 0 is in the middle of the line segment. Let ~y be a unit vector in the direction of this line.
Let v be the support function and W = {vij + vδij}. We have σk(W ) = ϕ. Now, for x ∈ Sn, we
get

v(x) = sup
Z∈M
〈Z, x〉 ≥ 1

2
Lmax(0, 〈y, x〉).
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If we multiply by ϕ and integrate over Sn, we get

L ≤ 2

(∫
Sn
vϕ

)(∫
Sn

max(0, 〈y, x〉)ϕ
)−1

.

By the Quermassintegral inequality (2.46),

(

∫
Sn
vσk(W ))

1
k+1 ≤ Cn,k(

∫
Sn
vσk−1(W ))

1
k .

On the other hand, from a Minkowski type formula (1.7), we have

(n− k + 1)

∫
Sn
vσk−1(W ) = k

∫
Sn
σk(W ) = k

∫
Sn
ϕ.

In turn, we get

L ≤ cn,k
(∫

Sn
ϕ

) k+1
k
(

inf
y∈Sn

∫
Sn

max(0, (y, x))ϕ

)−1

.

If u satisfies (2.47), the Steiner point of M is the origin. The last inequality is a consequence
of the above inequality.

Proposition 2.2. There is a constant C > 0 depending only on n, k, ‖ϕ‖C2(Sn) and minSn ϕ,
such that if u satisfies (2.47) and u is a solution of (2.44), then ‖u‖C2(Sn) ≤ C. There is an
explicit bound for the function H := trace(uij + δiju) = 4u+ nu,

min
x∈Sn

(nϕ̃(x)) ≤ max
x∈Sn

H(x) ≤ max
x∈Sn

(nϕ̃(x)−4ϕ̃(x)),(2.48)

where ϕ̃ := ϕ
1
n .

Proof. Since the entries |uij+δiju| are controlled by eigenvalues {λi}ni=1 of W = (uij+δiju).
Since W > 0, λi < H, ∀i = 1, · · · , n.

By Lemma 2.1, we have a C0 bound on u. So the |uij | are controlled by H. C1 estimates
follows from interpolation if we have bounds on the second derivatives. Therefore, we only
need to bound H. Assume the maximum value of H is attained at a point x0 ∈ Sn. We
choose an orthonormal local frame e1, e2, ..., en near x0 such that uij(x0) is diagonal. We define

G(W ) := σn
1
n (W ). Then equation (2.44) becomes

G(W ) = ϕ̃.(2.49)

For the standard metric on Sn, one may easily check the commutator identity Hii = 4Wii −
nWii + H. By the assumption that the matrix W ∈ Γk, so (Gij) is positive definite. Since
(Hij) ≤ 0, and (Gij) is diagonal, by the above commutator identity, it follows that at x0,

0 ≥ GijHij = Gii(4Wii)− nGiiWii +H

n∑
i

Gii.(2.50)

As G is homogeneous of degree one, we have

GiiWii = ϕ̃.(2.51)
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Next we apply the Laplace operator to equation (2.49) to obtain

GijWijk = ∇kϕ̃, Gij,rsWijkWrsk +Gij4Wij = 4ϕ̃.
By the concavity of G, at xo we have

Gii4(Wii) ≥ 4ϕ̃.(2.52)

Combining (2.51), (2.52) and (2.50), we see that

(2.53) 0 ≥ 4ϕ̃− nϕ̃+H

n∑
i=1

Gii.

As W is diagonal at the point, we may write W = (W11, ...,Wnn) as a vector in Rn. A simple
calculation yields

Gii = σn(W )
1
n
−1σn−1(W |i),

where (W |i) is the vector given by W with Wii deleted. It follows from the Newton-MacLaurin
inequality that

n∑
i=1

Gii = σk(W )
1
k
−1σn−1(W ) ≥ 1.

By (2.53), we have H ≤ nϕ̃−4ϕ̃.

By the Evans-Krylov Theorem and the standard elliptic theory, together with Proposi-
tion 2.2, we have the following a priori estimates.

Proposition 2.3. For each integer l ≥ 1 and 0 < α < 1, there exist a constant C depending
only on n, l, α,minϕ, and ||ϕ||Cl,1(Sn) such that

||u||Cl+1,α(Sn) ≤ C,(2.54)

for all admissible solution of (2.44) satisfying the condition (2.47).

We now precede to prove Theorem 2.1 using the method of continuity. By Proposition 2.3.
we may assume that K in equation (2.44) is C∞. Let Hm(Sn) be the Sobolev space. We pick
m sufficient large so that Hm(Sn) ⊂ C4(Sn). We define

Sm = {f ∈ Hm(Sn)|
∫
Sn
f(x)xi = 0, ∀i = 1, · · · , n+ 1},

and we define a nonlinear operator on Sm
F (u) =: det(uij + uδij).

For ∀u ∈ C2(Sn) and for each i, if we let u1 = xi and uj = u for j > 1, Lemma 1.1 implies that∫
Sn xiF (u) = 0. Therefore,

F : Sm → Sm−2.

For any convex u, let Lu be the linearized operator of F at u. By Proposition 1.1,

Range(Lu) = (Ker(L∗u))⊥ = (Span(x1, · · · , xn+1))⊥.
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That means that Lu is surjective. The standard Implicit Function Theorem yields that F is
locally invertible near u. For 0 ≤ t ≤ 1, define

E = {0 ≤ t ≤ 1|F (u) = 1− t+
t

K
has an admissible solution}.

So E is open and E 6= ∅ since 0 ∈ E. Proposition 2.3 implies E is closed. Hence E = [0, 1], so
the existence of the solution to the Minkowski problem is proved. The uniqueness follows from
in Theorem 1.1.

Notes

The Minkowski problem was considered by Minkowski in [95] 1897. The differential geo-
metric setting of the problem in this chapter was solved in early 1950s by Nirenberg [97] and
Pogorelov [105] for n = 2. The solution of the Minkowski problem in higher dimension came
much later in 1970s by Cheng-Yau [35] and Pogorelov [107]. The proof of Theorem 2.1 in this
chapter follows mainly from that of Cheng-Yau in [35], see also a forthcoming book ”Isometric
embeddings”.



CHAPTER 3

The Christoffel-Minkowski problem, admissible solutions

We deal with the Christoffel-Minkowski problem in this chapter. For each convex body
Ω ⊂ Rn+1 induces a kth area measure on Sn by dAΩ = σk(uij + uδij)dσSn , where u is a support
function of Ω and dσSn is the standard volume form on Sn. The Christoffel-Minkowski problem
is the problem of finding a convex body with its kth area measure is prescribed on Sn. It leads
to the following equation on Sn :

σk(uij + uδij) = ϕ on Sn.(3.1)

In order to solve Christoffel-Minkowski problem, we want to find a solution of equation (3.1)
with the following convex condition:

(3.2) (uij + uδij) > 0, on Sn,

Our main interest of this chapter is to understand existence and uniqueness of admissible
solutions. We will treat some general fully nonlinear equations on Sn. In particular, we will
establish general existence and uniqueness of admissible solutions of equation (3.1).

If ∀v ∈ C2(Sn), it is necessary that∫
Sn
xmσk(vij(x) + v(x)δij)dx = 0, ∀m = 1, 2, ..., n+ 1.(3.3)

In order that equation (3.1) to have a solution, it is necessary that∫
Sn
xiϕ(x)dx = 0, ∀i = 1, 2, ..., n+ 1.(3.4)

The class of quotient equations is also important: (0λ < k ≤ n)

σk(W )

σl(W )
= ϕ, on Sn,(3.5)

where W = (uij + uδij). When l = 0, equation (3.5) is the same as equation (3.1). In special
case k = n, the equation is related to the problem of prescribing Weingarten curvature posted
by Alexandrov and Chern (see [57]). When 1 ≤ l < k < n, like equation (3.1), (3.5) is fully
nonlinear. In this aspect, it is similar to the Monge-Ampère equation. But there is an essential
difference: the class of convex functions is not a natural class of solutions of equation (3.1). By
Corollary 13.1, the elementary symmetric functions σk are hyperbolic polynomials defined for
symmetric matrices. For each σk, there is a connect cone Γk containing the identity matrix such

that σk is positive, (∂σkuij
) is positive definite and S

1
k
k is concave in the cone. Let S be the space

consisting all n× n symmetric matrices. For any symmetric matrix A ∈ S, σk(A) is defined to

21
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be σk(λ), where λ = (λ1, ..., λn) are the eigenvalues of A. Γk can be written equivalently as the
connected cone in S containing the identity matrix determined by

(3.6) Γk = {A ∈ S : σ1(A) > 0, ..., σk(A) > 0}.
We note that k-convex functions are the natural class of functions where equations (3.1) and

(3.5) is defined and elliptic.
We now consider existence of admissible solutions of general fully nonlinear equations on

Sn. We will establishment of some appropriate estimates for admissible solutions of equations
under some structural conditions. The existence problem is closely related to the uniqueness
of some particular constant solution of the equation. Equation (3.1) is among this type of
equations. For these equations, the uniqueness in general setting is a difficulty issue and the
continuity method does not work well. Instead, degree theory is more suitable in many cases
(e.g., see [57]). For example, degree theory can be used if one can isolate constant solutions of
the equation. This is why the uniqueness of the constant solutions comes in to the picture of
the existence.

The following is the existence result for equation (3.1).

Theorem 3.1. (Existence) Let ϕ(x) ∈ C1,1(Sn) be a positive function, suppose ϕ satisfies
(3.4), then equation (3.1) has a solution. More precisely, there exist constant C depending only
on n, α,minϕ, and ||ϕ||C1,1(Sn) and a C3,α (∀ 0 < α < 1) k-convex solution u of (3.1) such
that:

||u||C3,α(Sn) ≤ C.(3.7)

Furthermore, if ϕ(x) ∈ C l,γ(Sn) (l ≥ 2, γ > 0), then u is C2+l,γ. If ϕ is analytic, u is analytic.

We first establish the a priori estimates for admissible solutions of equation (3.1). We
note that for any solution u(x) of (3.1), u(x) + l(x) is also a solution of the equation for any

linear function l(x) =
∑n+1

i=1 aixi. We will confine ourselves to solutions satisfying the following
orthogonal condition ∫

Sn
xiu dx = 0, ∀i = 1, 2, ..., n+ 1.(3.8)

When u is convex, it is a support function of some convex body Ω. Condition (3.8) implies that
the Steiner point of Ω coincides with the origin.

Here we establish a priori estimates for admissible solutions. We note equation (3.1) will be
uniformly elliptic once C2 estimates are established for u. By the Evans-Krylov Theorem and
the Schauder theory, one may obtain higher derivative estimates for u. Therefore, we only need
to get C2 estimates for u.

In fact, the a priori estimates we will prove are valid for a general class of fully nonlinear
elliptic equations on Sn. We consider the following equation:

(3.9) F (uij + uδij) = ϕ̃ on Sn.

Definition 3.1. We say a function u ∈ C2(Sn) is Γ-admissible if W (x) = (uij(x) +
δiju(x)) ∈ Γ for all x ∈ Sn. If u is Γ-admissible and satisfies equation (3.9), we call u an
admissible solution of (3.9).
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We now switch our attention to a priori estimates of solutions of equation (3.9).
We will obtain an upper bound on the largest eigenvalue of the matrix (uij + δiju) first. We

then come back to deal with the C0 bound.

Proposition 3.1. Suppose F satisfies the structural conditions (13.11)- (13.14), suppose
u ∈ C4(Sn) is an admissible solution of equation (3.9), then there is C > 0 depending only on
F (I) in (13.15), δ in (13.14) and ‖ϕ‖C2 such that

0 < λmax ≤ C,(3.10)

where λmax is the largest eigenvalue of the matrix (uij + δiju). In particular, for any eigenvalue
λi(x) of (uij(x) + δiju(x)),

(3.11) |λi(x)| ≤ (n− 1)C, ∀x ∈ Sn.

Proof. When F = σ
1
k
k and u is convex, this is the Pogorelov type estimates. Here we will deal

with general admissible solutions of F under the structure conditions. It seems that the moving
frames method is more appropriate for equation (3.9) on Sn.

(3.11) follows from (3.10) and the fact Γ ⊂ Γ1. Also the positivity of λmax follows from the
assumption that Γ ⊂ Γ1. We need to estimate the upper bound of λmax. Assume the maximum
value of λmax is attained at a point x0 ∈ Sn and in the direction e1, so we can take λmax = W11

at x0. We choose an orthonormal local frame e1, e2, ..., en near x0 such that uij(x0) is diagonal,
so W = {uij + δiju} is also diagonal at x0.

For the standard metric on Sn, we have the following commutator identity

W11ii = Wii11 −Wii +W11.

By the assumption, (F ij) is positive definite. Since W11ii ≤ 0 at x0, , it follows that at this
point

0 ≥ F iiW11ii = F iiWii11 − F iiWii +W11F
ii.(3.12)

By concavity condition (13.13),∑
i

F ii(W )Wii ≤
∑
i

F ii(W ) + F (W )− F (I) =
∑
i

F ii(W ) + ϕ̃− F (I).(3.13)

Next we apply the twice differential in the e1 direction to equation (3.9), we obtain

F ijWijk1 = ∇1ϕ̃,

F ij,rsWij1Wrs1 + F ijWij11 = ϕ̃11.

By the concavity of F , at x0 we have

F iiWii11 ≥ ϕ̃11.(3.14)

Combining (3.13), (3.14) and (3.12), we see that

0 ≥ ϕ̃11 −
∑
i

F ii − ϕ̃+W11

n∑
i=1

F ii + F (I).

By assumption, ϕ̃ ≤M for some M > 0. From condition (13.14),
∑n

i=1 F
ii ≥ δM > 0. It follows

that W11 ≤ C.
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Corollary 3.1. If u ∈ C4(Sn) is an admissible solution of equation (3.1) (so W (x) =
(uij(x) + u(x)δij) ∈ Γk,∀x ∈ Sn), then 0 < maxx∈Sn λmax(x) ≤ C.

In order to obtain a C2 bound, we need a C0 bound for u. Here, we use the a priori bounds
in Proposition 3.1 to get a C0 bound for general admissible solutions of equation (3.9).

Lemma 3.1. For any Γ-admissible function u, there is a constant C depending only on n,
maxx∈Sn λmax(x) and maxSn |u| such that,

‖u‖C2 ≤ C.(3.15)

Proof. The bound on the second derivatives follows directly the fact W (x) = (uij(x)+δiju(x)) ∈
Γ ⊂ Γ1. The bound on the first derivatives follows from interpolation.

Now we establish the C0-estimate. The proof is based on a rescaling argument.

Proposition 3.2. Suppose F satisfies structure conditions (13.11)-(13.14). If u is an ad-
missible solution of equation (3.9) and u satisfies (3.8), then there exists a positive constant C
depending only on n, k, ‖ϕ̃‖C2 and F such that,

||u||C2 ≤ C.(3.16)

Proof. We only need to get a bound on ‖u‖C0 . Suppose there is no such bound, then ∃ul(l =

1, 2, ...) satisfying (3.8), there is a constant C̃ independent of l, and F (W l) = ϕ̃l (where W l =
(ulij + δiju

l)), with ϕ̃l satisfies

||ϕ̃l||C2 ≤ C̃, sup ϕ̃ ≤ 1, ||ul||L∞ ≥ l.

Let vl = ul

||ul||L∞
, then

||vl||L∞ = 1.(3.17)

By Proposition 3.1, we have for any eigenvalue λi(W
l(x)) of W l(x),

|λi(W l(x))| ≤ (n− 1)λmax(W l) ≤ C,(3.18)

where λmax(W l) is the maximum of the largest eigenvalues of W l on Sn and the constant C is

independent of l. Let W̃ l = (vlij + δijv
l) and from (3.18) vl satisfies the following estimates

|λi(W̃ l(x))| ≤ (n− 1)λmax(W̃ l) ≤ C

||ul||L∞
−→ 0.(3.19)

In particular, ∆vl + nvl → 0.
On the other hand, by Lemma 3.1, (3.17) and (3.19), we have

||vl||C2 ≤ C.
Hence, there exists a subsequence {vli} and a function v ∈ C1,α(Sn) satisfying (3.8) such that

vli −→ v in C1,α(Sn), with ||v||L∞ = 1.(3.20)

In the distribution sense we have

∆v + nv = 0 on Sn.
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By linear elliptic theory, v is in fact smooth. Since v satisfies (3.8), we conclude that, v ≡ 0 on
Sn. This is a contradiction to (3.20).

The higher regularity would follow from the Evans-Krylov Theorem and the Schauder theory
if we can ensure the uniform ellipticity for equation (3.9). That can be guaranteed by the
following condition,

(3.21) limW→∂ΓF (W ) = 0.

Theorem 3.2. Suppose F satisfies the structure conditions (13.11)-(13.14) and condition
(3.21), and ϕ̃ > 0 on Sn, then for each 0 < α < 1, there exists a constant C depending only on
n, α,min ϕ̃, ‖ϕ̃‖C1,1(Sn) and F such that

||u||C3,α(Sn) ≤ C,(3.22)

for all admissible solution u of (3.9) satisfying (3.8). If in addition F ∈ C l for some l ≥ 2, then
there exists a constant C depending only on n, l, α,min ϕ̃, ‖ϕ̃‖Cl,1(Sn) and F such that

||u||Cl+1,α(Sn) ≤ C.(3.23)

In particular, the estimate (3.23) is true for any admissible solution of (3.1) and (3.8) with

ϕ̃ = ϕ
1
k .

Proof. We verify that equation (3.9) is uniformly elliptic. By Proposition 3.2 and condition
(3.21), the set {W (x) ∈ Γ| F (W (x)) = ϕ̃(x), ∀x ∈ Sn} is compact in Γ. Since F ∈ C1, equation
(3.9) is uniformly elliptic by condition (13.12).

We establish existence result for equation (3.1). With the a priori estimates just proved. We
will use degree theory argument for the existence. In fact, the argument applies to equation (3.9).
In order to compute the degree, we need some uniqueness result. The following uniqueness result
is known as when u is a support function of some convex body, e.g., by Alexandrov’s moving
planes method. But we need to treat the uniqueness problem for general admissible solutions.
Here we use a simple a priori estimates argument to obtain a general uniqueness result in this
direction.

Proposition 3.3. Suppose that F satisfies condition (13.12) and (13.13). Assume that

(3.24)
∑
i,j

F ij(W )Wij > 0 for each W ∈ Γ with F (W ) = F (I).

If u is an admissible solution of equation of the following equation

F (uij + δiju) = F (I) on Sn,(3.25)

then u = 1 +
∑n+1

j=1 ajxj for some constants a1, · · · , an+1.

Proof. By concavity, for W = (Wij) ∈ Γ,

(3.26) F (I) ≤ F (W ) +
∑
i,j

F ij(W )(δij −Wij) = F (W ) +
n∑
i

F ii(W )−
n∑
i,j

F ij(W )Wij .
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Also by the symmetry, F 11(I) = · · · = Fnn(I) =
∑n
i=1 F

ii(I)
n .

If u is an admissible solution of (3.25), we know u ∈ C2 by definition. By the Evans-
Krylov Theorem and the Schauder theory, u ∈ C∞. Let W (x) = (uij(x) + δiju(x)) and H(x) =

traceW (x) = ∆u(x) + nu(x). Since F jj(I) =
∑n
i=1 F

ii(I)
n ,∀j, by concavity, for all x ∈ Sn,

F (W (x)) ≤ F (I) +
∑
i,j

F ij(I)(Wij(x)− δij) = F (I) +

∑n
i=1 F

ii(I)

n
H(x)−

n∑
i=1

F ii(I).

As F (W (x)) = F (I) and
∑n

i=1 F
ii(I) > 0, we get

(3.27) H(x) ≥ n, ∀x ∈ Sn.
We want to show H(x) ≤ n for all x ∈ Sn. Assume the maximum value of H(x) is attained

at a point x0 ∈ Sn. We choose an orthonormal local frame e1, e2, ..., en near x0 such that uij(x0)
is diagonal, so W = {uij + δiju} is also diagonal at x0. For the standard metric on Sn, we have
the following commutator identity

Hii = ∆Wii − nWii +H.

Since F (W (x)) = F (I), it follows from (3.26) that
∑n

i=1 F
ii(W ) ≥

∑n
i=1 F

ii(W )Wii. As Hii ≤ 0
at x0,

0 ≥
n∑
i=1

F ii(W )Hii =

n∑
i=1

F ii(W )∆Wii − n
n∑
i=1

F ii(W )Wii +H

n∑
i=1

F ii(W )

≥
n∑
i=1

F ii(W )∆Wii − n
n∑
i=1

F ii(W )Wii +H
n∑
i=1

F ii(W )Wii.(3.28)

Applying ∆ to F (W ) = F (I), and by the concavity of F , we obtain at x0,

F ii(W )∆Wii ≥ ∆F (I) = 0.(3.29)

Combining (3.29) and (3.28),

n

n∑
i=1

F ii(W )Wii ≥ H
n∑
i=1

F ii(W )Wii.

By assumption (3.24),
∑n

i=1 F
ii(W )Wii > 0, we get n ≥ H(x0). Combining (3.27), we conclude

that H(x) = n,∀x ∈ Sn. Therefore, u− 1 ∈ span{x1, · · · , xn+1}.

Remark 3.1. By Lemma 13.6, conditions (13.11)-(13.13) and (13.22) imply (3.24). We
note that conditions (13.13) and (3.21) implies F (W ) ≥ 0 for all W ∈ Γ. Therefore, (3.24)
follows from (13.11)-(13.13) and (3.21).

For α > 0, l ≥ 0 integer, we set,

Al,α = {f ∈ C l,α(Sn) : f satisfying (3.8)}.(3.30)

For R > 0 fixed, let

OR = {w ∈ Al,α : w is Γ-admissible and ‖w‖Cl,α(Sn) < R}.(3.31)
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In addition to the structural conditions on F in the previous section, we need some further
conditions on F in (3.9) to ensure general existence result. We assume that there is a smooth
strictly monotonic positive function Q defined in R+ = (0,∞), such that ∀u ∈ C2(Sn) with
W = (uij + uδij) ∈ Γk, F satisfies the orthogonal condition,

(3.32)

∫
Sn
Q(F (W (x)))xm = 0, ∀m = 1, 2..., n+ 1.

Proposition 3.4. Suppose F satisfies the structural conditions (13.11)-(13.14), (3.21) and
the orthogonal condition (3.32). Then for any positive ϕ̃ ∈ C1,1(Sn) with ϕ(x) = Q(ϕ̃(x))
satisfies (3.8), equation (3.9) has an admissible solution u ∈ A3,α, ∀0 < α < 1 satisfying

||u||C3,α(Sn) ≤ C,

where C is a constant depending only on F,Q, α,minϕ, and ||ϕ||C1,1(Sn). Furthermore, if
ϕ(x) ∈ C l,γ(Sn) (l ≥ 2, γ > 0), then u is C2+l,γ.

Proof. For each fixed 0 < ϕ̃ ∈ C∞(Sn) with ϕ = F (ϕ̃) satisfying (3.8), and for 0 ≤ t ≤ 1, we
define

Tt(u) = Q(F ({uij + uδij}))− tϕ− (1− t)F (I).(3.33)

Tt is a nonlinear differential operator which maps Al+2,α into Al,α. If R is sufficiently large,
Tt(u) = 0 has no solution on ∂OR by the a priori estimates in Theorem 3.2. Therefore, the
degree of Tt is well-defined (e.g., [93]). As degree is a homotopic invariant,

deg(T0,OR, 0) = deg(T1,OR, 0).

At t = 0, by Remark 3.1 and Proposition 3.3, u = 1 is the unique solution of (3.9) in OR. We
may compute the degree using formula

deg(T0,OR, 0) =
∑
µj>0

(−1)βj ,

where µj are the eigenvalues of the linearized operator of T0 and βj its multiplicity. Since F is
symmetric, it is easy to show that the linearized operator of T0 at u = 1 is

L = ν(∆ + n),

for some constant ν > 0. As the eigenvalues of the Beltrami-Laplace operator ∆ on Sn are
strictly less than −n, except for the first two eigenvalues 0 and −n. There is only one positive
eigenvalue of L with multiplicity 1, namely µ = nν. Therefore,

deg(T1,OR, 0) = deg(T0,OR, 0) = −1.

That is, there is an admissible solution of equation (3.9). The regularity and estimates of the
solution follows directly from Theorem 3.2.

Proof of Theorem 3.1. Theorem 3.1 follows from the above Proposition, since F (W ) =

σ
1
k
k (W ) satisfies conditions (13.11)-(13.14) and (3.21). The orthogonal condition (3.32) follows

from (3.4).
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Remark 3.2. Since the C2 a priori bound in Proposition 3.2 is independent of the lower
bound of ϕ̃ (we note it is used only for the C2,α estimate), Proposition 3.4 can be used to prove
existence of C1,1 solutions to equation (3.9) in the degenerate case. To be more precise, if F
satisfies the structural conditions (13.11)-(13.14), (3.21) and the orthogonal condition (3.32).
Then for any nonnegative ϕ̃ ∈ C1,1(Sn) with ϕ(x) = F (ϕ̃(x)) satisfies (3.8), equation (3.9) has
a solution u ∈ C1,1(Sn). For equation (3.1), we can do a little better. One can prove that if

ϕ ≥ 0 satisfying (3.4) and ϕ
1

k−1 ∈ C1,1, then equation (3.1) has a C1,1 solution (see [59] and
[58] for the similar results for the degenerate Monge-Ampère equation). For this, we only need
to rework Proposition 3.1. Instead, we estimate H = ∆u+nu. Following the same lines of proof

of Proposition 3.1, the desired estimate can be obtained using two facts: (1), for f = ϕ
1

k−1 , we
have |∇f(x)|2 ≤ Cf(x) for all x ∈ Sn, where C depending only on C1,1 norm of f ; (2), for

k > 1 and F = σ
1
k
k ,
∑n

i=1 F
ii(W ) ≥ 1

kσ
− 1
k(k−1)

k (W )σ
1

k−1

1 (W ) (for a proof, see Fact 3.5 on page
1429 in [75]).

The structural conditions (13.11)-(13.14) and (3.21) are satisfied for the quotient operator

F (W ) = (σk(W )
σl(W ) )

1
k−l with Γ = Γk for any 0 ≤ l < k. Also, constant is the unique solution of

F (W ) = 1 in A2,α by Proposition 3.3. Unfortunately, the orthogonal condition (3.32) is not
valid in general by some simple examples in Proposition 1.2. Nevertheless,we have the following
existence result.

Proposition 3.5. Suppose F satisfies the structural conditions (13.11)-(13.14) and (3.21).
Assume ϕ̃ ∈ C l,1(Sn) (l ≥ 1) is a positive function. Suppose there is an automorphism group G
of Sn which has no fixed points. If ϕ̃ is invariant under G, i.e., ϕ̃(g(x)) = ϕ̃(x) for all g ∈ G
and x ∈ Sn. Then there exists a G-invariant admissible function u ∈ C l+2,α (∀0 < α < 1), such
that u satisfies equation (3.9). Moreover, there is a constant C depending only on α,min ϕ̃, and
‖ϕ̃‖Cl,1(Sn), such that

||u||Cl+1,α(Sn) ≤ C.

In particular, for any positive G-invariant positive ϕ ∈ C1,1(Sn), equation (3.5) has a k-convex
G-invariant solution.

Proof. We only sketch the main arguments of the proof. Since any G-invariant function is
orthogonal to span{x1, ..., xn+1} by [57]. Therefore, u = 1 is the unique G-invariant solution
of (3.9) by Proposition 3.3. We again use degree theory. This time, we consider G-invariant
function spaces:

Ãl,α = {f ∈ C l,α(Sn) : f is G-invariant},

and

ÕR = {w is k-convex, w ∈ Ãl,α : ‖w‖Cl,α(Sn) < R}.

One may compute that the degree of F is not vanishing as in the proof of Theorem 3.4.
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Theorem 3.3. Suppose there is an automorphism group G of Sn which has no fixed points.
Suppose ϕ ∈ C∞(Sn) is positive and G-invariant, then equation (3.5) has a G-invariant convex
smooth solution u.

We remark that the reason to impose group invariant condition in Theorem 3.3 is that, since
for l 6= 0, equation (3.5) does not have variational structure. For this reason, it is found in ??
that condition (3.4) is neither sufficient, nor necessary for the existence of admissible solutions
of (3.5).

Proof Theorem 3.3. For 0 ≤ t ≤ 1, we define ϕt = (1 − t + tϕ
−1
k−l )−k+l. Certainly ϕt is

G-invariant and {(ϕt
−1
k−l )ij + ϕt

−1
k−l δij} is semi-positive definite everywhere on Sn. We consider

equation

(3.34)
σk
σl

(utij + utδij) = ϕt.

Applying degree theory as in the proof of Proposition 3.5, there exists admissible solution ut of
equation (3.34) for each 0 ≤ t ≤ 1.

Notes

When k = n, equation (3.1) is the Monge-Ampère equation corresponding to the Minkowski
problem:

(3.35) det(uij + uδij) = ϕ, on Sn.
In this case, our Existence Theorem was proved in the works of Nirenberg [97] (for n = 2),
Cheng-Yau [35] and Pogorelov [107]. For the other extremal case k = 1, equation corresponds
to the Christoffel problem. In this case, equation (3.1) has the following simple form:

(3.36) ∆u+ nu = ϕ, on Sn,
where ∆ is the spherical Laplacian of the round unit sphere. The operator L = ∆ + n is linear
and self-adjoint. In this case, our Existence Theorem follows easily from the linear elliptic theory.
The general form of the Existence Theorem was proved in [68].

Some general form of fully nonlinear geometric equations on Sn were studied by Alexandrov
[4] and Pogorelov [106]. In particular, uniqueness problem was considered in [4] and existence
problem was addressed in [106] under various structural conditions. Their attentions were
mainly drawn to solutions which may represented as support functions of some convex bodies.
The results for admissible solutions were obtained in [68].



CHAPTER 4

The Christoffel-Minkowski problem, the issue of convexity

In this chapter, we discuss when an admissible solution of equation (3.1) is convex. The con-
vexity of equation (3.1) is important since it is related to the geometric problem: the Christoffel-
Minkowski problem.

We will establish a general convexity principle for solutions of fully nonlinear partial differ-
ential equations. The existence of convex solutions is usually obtained by the continuity method
or flow method. The basic philosophy of this type of deformation lemma is to show the strict
convexity is preserved in the process. Here, we prove a convexity principle under some general
simple structure conditions.

Let us fix some notations. Let Ψ ⊂ Rn be an open symmetric domain, denote Sym(n) =
{n× n real symmetric matrices}, set

(4.1) Ψ̃ = {A ∈ Sym(n) : λ(A) ∈ Ψ}.

We will assume

(4.2) f ∈ C2(Ψ) symmetric and fλi(λ) =
∂f

∂λi
(λ) > 0, ∀i = 1, · · · , n, ∀λ ∈ Ψ.

extend it to F : Ψ̃ → R by F (A) = f(λ(A)). We define F̃ (A) = −F (A−1) whenever A−1 ∈ Ψ̃,
we also assume

(4.3) F̃ is locally concave.

Theorem 4.1. Under conditions (4.1)-(4.3), if u is a C3 convex solution of the following
equation in a domain Ω in Rn

F (uij(x)) = ϕ(x, u(x),∇u(x)), ∀x ∈ Ω,(4.4)

for some ϕ ∈ C1,1(Ω×R×Rn). If ϕ(x, u, p) is concave in Ω×R for any fixed p ∈ Rn, then the
Hessian (uij) has constant rank in Ω.

We now turn to fully nonlinear equations arising from classical differential geometry.
Let M be an oriented immersed connect hypersurface in Rn+1 with a nonnegative definite

second fundamental form. Let κ(X) = (κ1(X), · · · , κn(X)) be the principal curvature atX ∈M .
We consider the following curvature equation

f(κ(X)) = ϕ(X,~n(X)), ∀X ∈M,(4.5)

where ~n(X) the unit normal of M at X.

30
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Theorem 4.2. Suppose f and F as in Theorem 4.1. Suppose Σ ⊂ Rn+1 × Sn is a bounded
open set and ϕ ∈ C1,1(Γ) and ϕ(X, y) is locally concave in X variable for any y ∈ Sn. Let
M be an oriented immersed connect hypersurface in Rn+1 with a nonnegative definite second
fundamental form. If (X,~n(X)) ∈ Σ for each X ∈M and the principal curvatures of M satisfies
equation (4.5), then the second fundamental form of M is of constant rank. If in addition M is
compact, then M is the boundary of a strongly convex bounded domain in Rn+1.

We next consider the Christoffel-Minkowski type equation,

F (uij + uδij) = ϕ on Ω ⊂ Sn,(4.6)

where uij are the second covariant derivatives of u with respect to orthonormal frames on Sn.

Theorem 4.3. Let f and F as in Theorem 4.1, and assume f is of homogeneous degree −1
and Ω is an open domain in Sn. If 0 > ϕ ∈ C1,1(Ω) and (ϕij +ϕδij) ≤ 0 on Ω, if u is a solution
of equation (4.6) with uij + uδij is nonnegative, then (uij + uδij) of constant rank. If Ω = Sn,
then (uij + uδij) is positive definite everywhere on Sn.

1. Equations in flat domains in Rn

We first present proof of Theorem 4.1 to illustrate the main idea to establish a local differ-
ential inequality (4.11) near the point where the minimum rank of the Hessian (uij) is attained.
One of the key property we will use is the symmetry of uijk with respect to indices i, j, k. The
proof of Theorem 4.2 and Theorem 4.3 will be given in the next section. The main arguments
also work for equations on Codazzi tensors in Riemannian manifolds, which we will discuss in
the last section.

We define ḟk = ∂f
∂λk

, f̈kl = ∂2f
∂λk∂λl

, Fαβ = ∂F
∂Aαβ

and Fαβ,rs = ∂2F
∂Aαβ∂Ars

.

Proof of Theorem 4.1. We set ϕ̃(x) = ϕ(x, u(x),∇u(x)) and W = (Wij) with Wij = uij . We
rewrite (4.4) in the following form

F (W (x)) = ϕ̃(x), ∀x ∈ Ω.(4.7)

Suppose z0 ∈ Ω is a point where W is of minimal rank l. We pick an open neighborhood
O of z0, for any z ∈ O, let λ1 ≤ λ2... ≤ λn be the eigenvalues of W at z. There is a positive
constant C > 0 depending only on ‖u‖C3 , ‖ϕ‖C2 and n, such that λn ≥ λn−1... ≥ λn−l+1 ≥ C.
Let G = {n− l+1, n− l+2, ..., n} and B = {1, ..., n− l} be the “good” and “bad” sets of indices
respectively. Let ΛG = (λn−l+l, ..., λn) be the ”good” eigenvalues of W at z, for the simplicity
of the notations, we also write G = ΛG if there is no confusion.

Since F is elliptic and W is continuous, if O is sufficiently small, we may pick a positive
constant A such that

(4.8) min
α
Fαα(W (x)) ≥ 2

A

∑
α,β,r,s

|Fαβ,rs(W (x))|, ∀x ∈ O.

Set (with the convention that σj(W ) = 0 if j < 0 or j > n)

(4.9) φ(x) = σl+1(W ) +Aσl+2(W ).
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Following the notations in [24], for two functions defined in an open set O ⊂ Ω, y ∈ O, we
say that h(y) . k(y) provided there exist positive constants c1 and c2 such that

(h− k)(y) ≤ (c1|∇φ|+ c2φ)(y).(4.10)

We also write h(y) ∼ k(y) if h(y) . k(y) and k(y) . h(y). Next, we write h . k if the above
inequality holds in O, with the constant c1, and c2 depending only on ||u||C3 , ||ϕ̃||C2 , n and C0

(independent of y and O). Finally, h ∼ k if h . k and k . h. In the following, all calculations
are at the point z using the relation ”.”, with the understanding that the constants in (4.10)
are under control.

We shall show that

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

ϕ̃ii.(4.11)

To prove (4.11), we may assume u ∈ C4 by approximation. For each z ∈ O fixed, we can rotate
coordinate so that W is diagonal at z, and Wii = λi,∀i = 1, ..., n. We note that since W is
diagonal at z, (Fαβ) is also diagonal at z and Fαβ,rs = 0 unless α = β, r = s or α = r, β = s.

Now we compute φ and its first and second derivatives in the direction xα. The following

computations follow mainly from [67]. As W is diagonal at z, σl+2(W ) ≤ Cσ
l+2
l+1

l+1 (W ), we obtain

0 ∼ φ(z) ∼ σl+1(W ) ∼ (
∑
i∈B

Wii)σl(G) ∼
∑
i∈B

Wii, (so Wii ∼ 0, i ∈ B),(4.12)

Let W be a n× n diagonal matrix, we denote (W |i) to be the (n− 1)× (n− 1) matrix with
ith row and ith column deleted, and denote (W |ij) to be the (n−2)× (n−2) matrix with i, jth
rows and i, jth columns deleted. We also denote (G|i) be the subset of G with λi deleted. Since
σl+1(W |i) . 0, we have

0 ∼ φα ∼ σl(G)
∑
i∈B

Wiiα ∼
∑
i∈B

Wiiα(4.13)

(4.12) yields that, for 1 ≤ m ≤ l,

σm(W ) ∼ σm(G), σm(W |j) ∼

{
σm(G|j), if j ∈ G;

σm(G), if j ∈ B.
(4.14)

σm(W |ij) ∼


σm(G|ij), if i, j ∈ G, i 6= j;

σm(G|j), if i ∈ B, j ∈ G;

σm(G), if i, j ∈ B, i 6= j.

Since W is diagonal, it follows from (4.12) and Proposition 13.1,

∂σl+1(W )

∂Wij
∼

{
σl(G), if i = j ∈ B,

0, otherwise,
(4.15)
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and for 1 ≤ m ≤ n,

∂2σm(W )

∂Wij∂Wrs
=


σm−2(W |ir), if i = j, r = s, i 6= r;

−σm−2(W |ij), if i 6= j, r = j, s = i;

0, otherwise.

(4.16)

From (4.13)-(4.16), we have∑
i∈B
j∈G

σl−1(W |ij)WiiαWjjα ∼ (
∑
j∈G

σl−1(G|j)Wjjα)
∑
i∈B

Wiiα ∼ 0,(4.17)

∑
i,j∈B
i 6=j

σl−1(W |ij)WiiαWjjα ∼ −σl−1(G)
∑
i∈B

W 2
iiα,(4.18)

∑
j∈G,i∈B

σl−1(W |ij)W 2
ijα ∼

∑
i∈B,j∈G

σl−1(G|j)W 2
ijα,(4.19)

and if l ≤ n− 2 (that is |B| ≥ 2)

n∑
i,j=1

∂2σl+2(W )

∂Wij∂Wrs
WijαWrsα ∼

∑
i 6=j∈B

σl(G)WiiαWjjα −
∑
i 6=j∈B

σl(G)W 2
ijα

∼ −
∑
i∈B

σl(G)W 2
iiα −

∑
i 6=j∈B

σl(G)W 2
ijα

∼ −σl(G)
∑
i,j∈B

W 2
ijα.(4.20)

We note that if l = n− 1, we have |B| = 1, (4.20) still holds since wiiα ∼ 0 by (4.13).
By (4.14)-(4.19), ∀α ∈ {1, 2, ..., n}

φαα = Aσl+2(W )αα + (
∑
i∈G
j∈B

+
∑
i∈B
j∈G

+
∑
i,j∈B
i 6=j

+
∑
i,j∈G
i 6=j

)σl−1(W |ij)WiiαWjjα

− (
∑
i∈G
j∈B

+
∑
i∈B
j∈G

+
∑
i,j∈B
i 6=j

+
∑
i,j∈G
i 6=j

)σl−1(W |ij)W 2
ijα +

∑
i

∂σl+1(W )

∂Wii
Wiiαα

∼ σl(G)
∑
i∈B

Wiiαα +A

n∑
i=1

σl+1(W |i)Wiiαα − 2
∑
i∈B
j∈G

σl−1(G|j)W 2
ijα

−(σl−1(G) +Aσl(G))
∑
i,j∈B

W 2
ijα.(4.21)
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Since Fαβ is diagonal at z, we have

n∑
α=1

Fααφαα ∼ A
n∑

α=1

n∑
i=1

Fαασl+1(W |i)Wiiαα +
n∑

α=1

Fαα[σl(G)(
∑
i∈B

Wiiαα −A
∑
i,j∈B

W 2
ijα)

−σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα].(4.22)

By equation (4.7),

ϕ̃i =

n∑
α,β=1

FαβWαβi, ϕ̃ii =

n∑
α,β,r,s=1

Fαβ,rsWαβiWrsi +

n∑
α,β=1

FαβWαβii.

So for any i ∈ B, we have

n∑
α=1

FααWααii ∼ ϕ̃ii −
∑
α,β,r,s

Fαβ,rsWαβiWrsi(4.23)

As Wααii = Wiiαα and σl+1(W |i) ∼ 0, from (4.22) and (4.23)

n∑
α=1

Fααφαα ∼ σl(G)[
∑
i∈B

ϕ̃ii −
∑
i∈B

∑
α,β,r,s

Fαβ,rsWαβiWrsi −A
∑
α

∑
i,j∈B

FααW 2
ijα]

−σl−1(G)
n∑

α=1

∑
i,j∈B

FααW 2
ijα − 2

n∑
α=1

∑
i∈B
j∈G

σl−1(G|j)FααW 2
ijα.(4.24)

In order to study terms in (4.24), we may assume the eigenvalues of W are distinct at z (if
necessary, we perturb W then take limit). In the following we let λi = Wii.

Using (13.8), (13.9) and (4.24), we obtain

n∑
α=1

Fααφαα ∼ σl(G)
∑
i∈B

ϕ̃ii − σl(G)
∑
i∈B

[
n∑

α,β=1

f̈αβWααiWββi + 2
∑
α<β

ḟα − ḟβ

λα − λβ
W 2
αβi]

−(σl−1(G) +Aσl(G))

n∑
α=1

∑
i,j∈B

ḟαW 2
ijα − 2

n∑
α=1

∑
i∈B
j∈G

σl−1(G|j)ḟαW 2
ijα.(4.25)
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As Wijk is symmetric with respect to i, j, k (here the symmetry of Wijk is essential!),

1

σl(G)

n∑
α=1

Fααφαα ∼
∑
i∈B

ϕ̃ii −
∑
i∈B

[
∑
α,β∈B

+
∑
α,β∈G

+2
∑
α∈G
β∈B

]f̈αβWααiWββi

−2
∑
i∈B

[
∑
α,β∈G
α<β

+
∑
α∈G
β∈B

+
∑
α,β∈B
α<β

]
ḟα − ḟβ

λα − λβ
W 2
αβi −A

n∑
α=1

∑
i,j∈B

ḟαW 2
ijα(4.26)

−2
∑
i∈B

[
∑
α,β∈G

+
∑
α∈B
β∈G

]
ḟα

λβ
W 2
αβi −

∑
i∈B

[
∑
α,β∈B

+
∑
α∈G
β∈B

](
n∑

k=n−l+1

1

λk
)ḟαW 2

αβi.

Now we divide (4.26) into three parts according to sum
∑

α,β∈G,
∑

α∈G
β∈B

and
∑

α,β∈B. Then

(4.26) becomes

1

σl(G)

n∑
α=1

Fααφαα ∼
∑
i∈B

ϕ̃ii −
∑
i∈B

(Ii + IIi + IIIi)−A
∑
α∈G

∑
i,j∈B

ḟαW 2
ijα,(4.27)

where

Ii =
∑
α,β∈G

f̈αβWααiWββi + 2
∑
α,β∈G
α<β

ḟα − ḟβ

λα − λβ
W 2
αβi + 2

∑
α,β∈G

ḟβ

λα
W 2
αβi,

IIi =
∑
α∈G
β∈B

[2f̈αβWααiWββi + 2
ḟα − ḟβ

λα − λβ
W 2
αβi + 2

ḟβ

λα
W 2
αβi + (

n∑
k=n−l+1

1

λk
)ḟαW 2

αβi],

IIIi =
∑
α,β∈B

f̈αβWααiWββi + 2
∑
α,β∈B
α<β

ḟα − ḟβ

λα − λβ
W 2
αβi +

∑
α,β∈B

(
n∑

k=n−l+1

ḟα

λk
+Aḟ i)W 2

αβi.

We need the following lemma.

Lemma 4.1. If f and F satisfy conditions (4.1)-(4.3), (Wij) satisfies (4.12)-(4.13), and A
defined as in (4.8), then

Ii & 0, IIi & 0, IIIi & 0, ∀i ∈ B.(4.28)

Since (uij) is diagonal at the point,∑
i∈B

ϕ̃ii =
∑
i∈B

(ϕxixi +2ϕxiuui+ϕuuu
2
i )+

∑
i∈B

uii(2ϕxipi +ϕpipiuii+ϕu+2ϕupiui)+
∑
j

ϕpj
∑
i∈B

uiij .

By our assumption on ϕ, (4.12) and (4.13),∑
i∈B

ϕ̃ii . 0.
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By Lemma 4.1,

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

ϕ̃ii . 0.

Theorem 4.1 then follows from the strong minimum principle.

Proof of Lemma 4.1. Ii & 0 follows from (13.10) in Corollary 13.3.

For IIi, we note for β, γ ∈ B,α ∈ G, f̈αβ ∼ f̈αγ . Thus from (4.13)

2
∑
α∈G
β∈B

f̈αβWααiW
2
ββi ∼

∑
α∈G

f̈αβWααi(
∑
β∈B

Wββi) ∼ 0.

And for α ∈ G, β ∈ B, λβ ∼ 0, we have

ḟα − ḟβ

λα − λβ
+
ḟβ

λα
∼ ḟα

λα
.

In turn,

IIi ∼ 2
∑
α∈G
β∈B

ḟα

λα
W 2
αβi +

∑
α∈G
β∈B

(

n∑
k=n−k+1

1

λk
)ḟαW 2

αβi & 0.

Finally IIIi & 0 by our choice of A in (4.8) and Lemma 7.1. The proof of Lemma 4.1 is
complete.

2. Curvature equations of hypersurfaces in Rn+1

In this section, we convexity problem of fully nonlinear curvature equations of hypersurfaces
in Rn+1. We prove Theorem 4.3 first.

Proof of Theorem 4.3. We work on spherical Hessian W = (uij + uδij) in place of standard
Hessian (uij) in the proof of Theorem 4.1.

As in the proof of Theorem 4.1, let z0 ∈ Ω be a point where W is of minimum rank and O
is a small open neighborhood of z0. For any z ∈ O ⊂ Ω, we divide eigenvalues of W at z into G
and B, the “good” and “bad” sets of indices respectively. Define φ as in (4.9). We may assume
at the point, W is diagonal under some local orthonormal frames. We want to show that

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

[ϕii + ϕ](4.29)

The same arguments in the proof of Theorem 4.1 yield (4.12)-(4.13) for W = (uij + uδij),
and

n∑
α=1

Fααφαα ∼
n∑

α=1

Fαα[σl(G)
∑
i∈B

Wiiαα − σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα].(4.30)
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Since f is of homogeneous degree of −1,
∑n

α=1 F
ααWαα = −ϕ, we get

n∑
α=1

Fααφαα ∼
n∑

α=1

Fαα[σl(G)
∑
i∈B

(Wααii +Wii −Wαα)− σl−1(G)W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα]

∼
n∑

α=1

Fαα[σl(G)
∑
i∈B

Wααii + (n− l)σl(G)ϕ

−σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα].(4.31)

Since Wijk is symmetric respect to indices {ijk} (which is used in the derivation from (4.25)
to (4.26) in the proof of Theorem 4.1), as in (4.27), we reduce that

1

σl(G)

n∑
α=1

Fααφαα ∼
∑
i∈B

[ϕii + ϕ]−
∑
i∈B

Ii −
∑
i∈B

IIi −
∑
i∈B

IIIi,(4.32)

where Ii, IIi, IIIi defined similarly as in (4.27). Therefore, (4.29) follows from Lemma 4.1. The
condition (ϕij + ϕδij) ≤ 0 yields

1

σl(G)

n∑
α=1

Fααφαα . 0.,(4.33)

It follows from strong minimum principle that W is of constant rank in Ω. If Ω = Sn, the
Minkowski integral formula implies W is of full rank (e.g., see argument in [67]).

We now precede to treat curvature equation (4.5). Let W be the second fundamental form
of M , equation (4.5) can be rewritten as

F (W (X)) = ϕ(X,~n), ∀X ∈M.(4.34)

Proof of Theorem 4.2. We let ϕ̃(X) = ϕ(X,~n(X)). We work on second fundamental form
W = (hij) in place of standard Hessian (uij) in the proof of Theorem 4.1.

As in the proof of Theorem 4.1, let O ⊂M be an open neighborhood of some point z0 where
the minimum rank of W is attained. For any z ∈ O, we choose a local orthonormal frame {eA}
in the neighborhood of z in M with {e1, e2, ..., en} tangent to M and en+1(= ~n) is the normal so
that the second fundamental form (Wij) is diagonal at z, we divide eigenvalues of W at z into
G and B, the “good” and “bad” sets of indices respectively. Set φ = σl+1(W ). As in the proof
of Theorem 4.3, we want to show

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

ϕ̃ii(4.35)



38 4. THE CHRISTOFFEL-MINKOWSKI PROBLEM, THE ISSUE OF CONVEXITY

The same arguments in the proof of Theorem 4.1 yield (4.12)-(4.13) for W = (hij), and

n∑
α=1

Fααφαα ∼ σl(G)

n∑
α=1

∑
i∈B

FααWiiαα − σl−1(G)

n∑
α=1

∑
i,j∈B

FααW 2
ijα

−2

n∑
α=1

∑
i∈B
j∈G

σl−1(G|j)FααW 2
ijα.(4.36)

It follows from the Gauss equation and (4.12) that

n∑
α=1

Fααφαα ∼ σl(G)
n∑

α=1

Fαα[
∑
i∈B

(Wααii +WiiW
2
αα −W 2

iiWαα)

−σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα]

∼ σl(G)

n∑
α=1

Fαα[
∑
i∈B

Wααii − σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα].

Since by Codazzi formula Wijk is symmetric respect to indices {ijk}, as in (4.27), we reduce
that

1

σl(G)

n∑
α=1

Fααϕαα ∼
∑
i∈B

ϕ̃ii −
∑
i∈B

Ii −
∑
i∈B

IIi −
∑
i∈B

IIIi,(4.37)

where Ii, IIi, IIIi defined similarly as in (4.27). Now (4.35) follows from the Lemma 4.1 in the
proof of Theorem 4.1.

We now compute ϕ̃ii. ∀ i ∈ {1, 2, ..., n},

ϕ̃(X)i =

n+1∑
A=1

ϕXAe
A
i + ϕen+1(en+1)i,

ϕ̃(X)ii =

n+1∑
A,C=1

ϕXAXCe
A
i e

C
i +

n+1∑
A=1

ϕXAX
A
ii + 2

n+1∑
A=1

ϕXAen+1e
A
i (en+1)i

+ϕen+1,en+1(en+1)i(en+1)i + ϕen+1(en+1)ii.

By the Gauss formula and the Weingarten formula for hypersurfaces, it follows that,∑
i∈B

ϕ̃(X)ii v
∑
i∈B

n+1∑
A,C=1

ϕXAXCe
A
i e

C
i .(4.38)

By our assumption on ϕ, we conclude that

1

σl(G)

n∑
α=1

Fααφαα . 0.(4.39)
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The strong minimum principle implies W is of constant rank l. If M is compact, there is
at least one point that its second fundamental form is positive definite. Therefore it is positive
definite everywhere and M is the boundary of some strongly convex bounded domain in Rn+1.

We note the proof of Theorem 4.3 is of local nature, there is a corresponding local statement
of constant rank result for W = (uij + uδij) as in Theorem 4.2. If Ω = Sn, the condition on
ϕ in Theorem 4.3 is equivalent to say that ϕ(x) is concave in Rn+1 after being extended as a
homogeneous function of degree 1. Theorem 4.3 can deduce a positive upper bound on principal
curvatures of M if it satisfies (4.6).

Corollary 4.1. In addition to the conditions on F in Theorem 4.3, we assume that F is
concave and

lim
λ→∂Ψ

f(λ) = −∞.

For any constant β ≥ 1, there exist positive constants γ > 0, ϑ > 0 such that if 0 > ϕ(x) ∈
C1,1(Sn) is a negative function with infSn(−ϕ) = 1, ‖ϕ‖C1,1(Sn) ≤ β, and (ϕij + (ϕ− γ)δij) ≤ 0

on Sn, if u satisfies (4.6) on Sn with (uij + uδij) ≥ 0, then (uij + uδij) ≥ 1
ϑI on Sn. That is,

the principal curvature of convex hypersurface M with u as its support function is bounded from
above by ϑ.

Proof of Corollary 4.1. We argue by contradiction. If the result is not true, for some
β ≥ 1, there are sequences functions 0 ≥ ϕl ∈ C1,1(Sn) and ul ∈ C2(Sn), with supSn ϕ

l = −1,
‖ϕl‖C1,1(Sn) ≤ β, (ϕij + (ϕ − 1

l )δij) ≤ 0, W l = (ulij + ulδij) ≥ 0 on Sn and its minimum

eigenvalue λlm(xl) ≤ 1
l at some point xl ∈ Sn. Since equation (4.6) is invariant if we transfer

u(x) to u(x) +
∑n+1

i=1 aixi, we may assume that∫
Sn
u(x)xj = 0, ∀j = 1, · · · , n+ 1.

It follows [57, 67, 68] that

‖ul‖C1,1(Sn) ≤ C,
independent of l. By the assumption that

lim
λ→∂Ψ

f(λ) = −∞,

W l stay in a fixed compact subset of Ψ for all l, and F is uniformly elliptic. By the Evans-Krylov
Theorem and Schauder theory,

‖ul‖C2,α(Sn) ≤ C,
independent of l. Therefore, there exist subsequences, we still denote ϕl and ul,

ϕl → ϕ in C1,α(Sn), ul → u in C3,α(Sn),

for 0 > ϕ ∈ C1,1(Sn) with supSn ϕ = −1, (ϕij + ϕδij) ≤ 0 on Sn, u satisfies equation (4.6)
and the smallest eigenvalue of (uij(x) + u(x)δij) vanishes at some point x. On the other hand,
Theorem 4.3 ensures (uij + uδij) > 0. This is a contradiction.
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We also have the corresponding consequence of Theorem 4.2

Corollary 4.2. In addition to the conditions on f and F in Theorem 4.2, we assume that
F is concave and

lim
λ→∂Ψ

|f(λ)| =∞.

For any constant β ≥ 1, there exist positive constants γ > 0, ϑ > 0 such that if ‖ϕ(x)‖C1,1(Γ) ≤ β,
and ϕ(X, p)−γ is locally concave in X for any p ∈ Sn fixed, if M is a compact convex hypersurface
satisfying (4.5) with ‖M‖C2 ≤ β, then κi(X) ≥ ϑ for all X ∈M and i = 1, · · · , n.

The proof of Corollary 4.2 is similar to the proof of Corollary 4.1, we won’t repeat it here.

3. Codazzi tensors on Riemannian manifolds

Let (M, g) be a Riemannian manifold, a symmetric 2-tensor W is call a Codazzi tensor if
W is closed (viewed as a TM -valued 1-form). W is Codazzi if and only if

∇XW (Y, Z) = ∇YW (X,Z),

for all tangent vectors X,Y, Z, where ∇ is the Levi-Civita connection. In local orthonormal
frame, the condition is equivalent to wijk is symmetric with respect to indices i, j, k. Codazzi
tensors arise naturally from differential geometry. We refer Chapter 16 in [15] for general
discussions on Codazzi tensors in Riemannian geometry. The followings are some important
examples.

(1) The second fundamental form of a hypersurface is a Codazzi tensor, implied by the
Codazzi equation.

(2) If (M, g) is a space form of constant curvature c, then for any u ∈ C∞(M), Wu =
Hess(u) + cug is a Codazzi tensor.

(3) If (M, g) has harmonic Riemannian curvature, then the Ricci tensor Ricg is a Coddazi
tensor and its scalar curvature Rg is constant.

(4) If (M, g) has harmonic Weyl tensor, the Schouten tensor Sg is a Codazzi tensor.

The convexity principle we established in the previous sections can be generalized to Codazzi
tensors on Riemannian manifolds. Let (M, g) be a connected Riemannian manifold, for each
x ∈M , let τ(x) be the minimum of sectional curvatures at x.

Proposition 4.1. Let F as in Theorem 4.3, and (M, g) is a connected Riemannian manifold.
Suppose ϕ ∈ C2(M) with Hess(ϕ)(x) + τ(x)ϕ(x)g(x) ≤ 0 for every x ∈ M . If W is a semi-
positive definite Codazzi tensor on M satisfying equation

(4.40) F (g−1W ) = ϕ on M ,

then W is of constant rank.

Proof. The proof goes the similar way as in the proof of Proposition 4.3. We sketch here some
necessary modifications.

We work on a small neighborhood of z0 ∈M be a point where W (z0) is of minimum rank l.
Set φ(x) = σl+1(W (x)) for x ∈ O. For any z ∈ O ⊂M , we choose a local orthonormal frame so
that at the point W is diagonal. As in the proof of Theorem 4.3, we may divide eigenvalues of
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W at z into G and B, the “good” and “bad” sets of indices respectively with |G| = l, |B| = n− l.
As before, (4.12)-(4.13) hold for our Codazzi tensor W . We want to show that

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

[ϕii + τϕ](4.41)

Our condition on ϕ implies

1

σl(G)

n∑
α=1

Fααφαα . 0.

Theorem 4.1 would follow from the strong minimum principle.
We now prove (4.41). The Codazzi condition implies Wijk is symmetric respect to indices

{ijk}. The same computation for φ = σl+1(W ) in the proof of Theorem 4.1 can carry through
to deduce the same formula (4.30) for our Codazzi tensor W .

SinceW is diagonal at the point, it follows from Ricci identity, (4.12), (4.30) and homogeneity
of F ,
n∑

α=1

Fααφαα ∼
n∑

α=1

Fαα[σl(G)
∑
i∈B

(Wααii +Riαiα(Wii −Wαα))− σl−1(G)
∑
i,j∈B

W 2
ijα]

.
n∑

α=1

Fαα[σl(G)
∑
i∈B

(Wααii − τWαα)− σl−1(G)
∑
i,j∈B

W 2
ijα − 2

∑
i∈B
j∈G

σl−1(G|j)W 2
ijα

=
n∑

α=1

Fαα[σl(G)
∑
i∈B

Wααii + (n− l)τσl(G)ϕ− σl−1(G)
∑
i,j∈B

W 2
ijα

−2
∑
i∈B
j∈G

σl−1(G|j)W 2
ijα].(4.42)

As in (4.27), we reduce that

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

[ϕii + τϕ]−
∑
i∈B

Ii −
∑
i∈B

IIi −
∑
i∈B

IIIi,(4.43)

where Ii, IIi, IIIi defined similarly as in (4.27). (4.41) now follows directly from Lemma 4.1.

Corollary 4.3. Suppose (M, g) is a connected Riemannian manifold with nonnegative har-
monic Riemannian curvature, then the Ricci tensor is of constant rank.

Proof. When M is compact, there is a stronger assertion that Ricg is parallel by Weitzenböck
formula and Stokes Theorem (e.g., [15]). Corollary 4.3 is of local nature, M is not assumed to
be compact. Since (M, g) has nonnegative harmonic Riemannian curvature, Ricg is a Codazzi
tensor and it is semi-positive definite and the scalar curvature Rg is constant. Let W = Ricg
and F (W ) = σ1(W ). W satisfies

(4.44) F (g−1W ) = c.
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The Corollary 4.3 now follows from Proposition 4.1.

The same argument also works for manifolds with non-positive harmonic curvature.

Proposition 4.2. Suppose (M, g) is a connected Riemannian manifold with non-positive
harmonic Riemannian curvature, then the Ricci tensor is of constant rank.

Proof. We work on W = −Ricg. Since (M, g) has non-positive harmonic Riemannian curvature,
Ricg is a Codazzi tensor and it is semi-negative definite and the scalar curvature Rg is constant.
So W is semi-positive definite and σ1(g−1W ) = c is a nonnegative constant. Let F (W ) = σ1(W ).
W satisfies

(4.45) F (g−1W ) = c.

Suppose z0 ∈ M is the point where W attains the minimal rank l. We choose a small
neighborhood O of z0, set φ(x) = σl+1(W (x)) for x ∈ O. For any z ∈ O, we choose a local
orthonormal frame so that at the point W is diagonal. As in the proof of Theorem 4.3, we may
divide eigenvalues of W at z into G and B, the “good” and “bad” sets of indices respectively
with |G| = l, |B| = n− l. As before, the proposition will follow, if we can show

1

σl(G)

n∑
α=1

Fααφαα . 0.(4.46)

Following the same computation in the proof of Theorem 4.1, since W is diagonal at the
point, it follows from Ricci identity, (4.12) and (4.30),

n∑
α=1

Fααφαα ∼
n∑

α=1

Fαα[σl(G)
∑
i∈B

(Wααii +Riαiα(Wii −Wαα))− σl−1(G)
∑
i,j∈B

W 2
ijα].(4.47)

Since Riαiα ≤ 0, we have |Riαiα| ≤Wii. Again by (4.12), (4.47) becomes
n∑

α=1

Fααφαα .
n∑

α=1

Fαα[σl(G)
∑
i∈B

(Wiiαα − σl−1(G)
∑
i,j∈B

W 2
ijα].(4.48)

As in (4.27), we reduce that

1

σl(G)

n∑
α=1

Fααφαα .
∑
i∈B

ϕii −
∑
i∈B

Ii −
∑
i∈B

IIi −
∑
i∈B

IIIi,(4.49)

where Ii, IIi, IIIi defined similarly as in (4.27) and ϕ = c. (4.46) now follows directly from
Lemma 4.1.

We note that if the Ricci tensor in Corollary 4.3 or in Proposition 4.2 is not of full rank,
then the eigenspace distribution V0(x) corresponding to the zero eigenvalue of the Ricci tensor
is of constant dimension and it is integrable (e.g., Proposition 16.11 in [15]). In fact, since the
sectional curvature in both cases has a fixed sign, the nullity space T0(x) is the same as V0(x)
for every x ∈M . Therefore, T0 is integrable and totally geodesic (e.g., Proposition 2, page 349,
[85]).
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Notes

The results in this chapter appeared in [25]. The deformation argument for the convexity by
estimating a lower bound for problems in geometry used by Singer-Wang-Yau-Yau in [118] (see
also [106] for the Christoffel-Minkowski problem). The argument here traces back to [24] where
Caffarelli-Friedman treated semilinear equation in plane domains. Their result was generalized
to domains in Rn by Korevaar-Lewis in [86]. A sufficient condition for solution of the Christoffel-
Minkowski problem was found in [67] via this convexity approach, generalizing results in [24,
86] to equation (3.1). The corresponding results for σk (or quotient of elementary symmetric
functions) of principal curvatures or principal radii were treated in [63, 68].

The constant rank results in Theorems 4.1-4.3 are of local nature in the sense that there is
no global or boundary condition imposed on the solutions. Conditions (4.1)-(4.3) are natural,

there is a large class of functions satisfying them. Some well known examples are: f(λ) = σ
1
k
k (λ),

f(λ) = (σkσl )
1
k−l (λ), f(λ) = −σ−

1
k

k (λ), f(λ) = −(σkσl )
− 1
k−l (λ) with Ψ = Γk, where 0 ≤ l < k ≤ n,

σj the jth elementary symmetric function and Γk = {λ ∈ Rn| σj(λ) > 0, ∀1 ≤ j ≤ k}. The

results in [24, 86, 67, 63, 68] should be interpreted as f(λ) = −σ−
1
k

k (λ). We choose this
form for the sake of a simple statement of the condition on ϕ. We also note that homogeneity
assumption is not imposed in Theorem 4.1 and Theorem 4.2.

The condition (4.3) was first appeared in [7], where they treated the existence of convex
viscosity solutions under state constraints boundary conditions and the assumption of a com-
parison principle for the state constraints problem. The conditions in Theorem 4.1, together
with some proper convex cone condition on Ψ and concavity condition on f , were also used in
[9] on pinching estimates of evolving closed convex hypersurfaces in Rn+1. We also note that
concavity condition on 1

F (A−1)
was used in [125] for the related work on curvature flow of closed

convex hypersurfaces in Rn+1.
Combining the results in previous and this chapters, one funds a sufficient condition for

solution of the Christoffel-Minkowski problem. Set C− 1
k

= {0 < φ ∈ C2(Sn)|(φ−
1
k

ij +δijφ
− 1
k ) ≥ 0}.

Theorem 4.4. Let φ ∈ C− 1
k

, then the Christoffel-Minkowski problem has a unique convex

solution up to translations.

The Theorem was first proved in Guan-Ma [67] under further assumption that φ is connected
to 1 in C− 1

k
. It turns out this extra condition is redundant as C− 1

k
is indeed connected. This

fact was first proved in the joint work of Andrews-Ma [10] via curvature flow approach. More
recently, this fact was also verified directly by Sheng-Trudinger-Wang [116].



CHAPTER 5

Weingarten curvature equations

In this chapter, we study the curvature equations of radial graphs over Sn. Our main concern
is the existence of hypersurface with prescribed Weingarten curvature on radial directions. For
a compact hypersurface M in Rn+1, the kth Weingarten curvature at x ∈M is defined as

Wk(x) = σk(κ1(x), κ2(x), · · · , κn(x))

where κ = (κ1, κ2, ..., κn) the principal curvatures of M , and σk is the kth elementary symme-
try function. If the surface is starshaped about the origin, it follows that the surface can be
parametrized as a graph over Sn:

X = ρ(x)x, x ∈ Sn,(5.1)

where ρ is the radial function. In this correspondence, the Weingarten curvature can be con-
sidered as a function on Sn or in Rn+1. There is an extensive literature on the problem of
prescribing curvature functions. For example, given a positive function F in Rn+1 \ {0}, one
would like to find a starshaped hypersurface M about the origin such that its kth Weingarten
curvature is F . The problem is equivalent to solve the following equation

σk(κ1, κ2, ..., κn)(X) = F (X) for any X ∈M.(5.2)

Definition 5.1. For 1 ≤ k ≤ n, A C2 surface M is called k-admissible if at every point
X ∈M , (κ1, κ2, ..., κn) ∈ Γk.

Theorem 5.1. Let F (X) be a smooth positive function in r1 ≤ |X| ≤ r2 , r1 < 1 < r2,
satisfying

F (X)
1
k ≥ (Ckn)

1
k

1
r1

for |X| = r1, F (X)
1
k ≤ (Ckn)

1
k

1

r2
for |X| = r2.(5.3)

and

∂

∂ρ
(ρkF (X)) ≤ 0, where ρ = |X|.(5.4)

Then there is a C∞ k-admissible hypersurface M satisfying

σk(κ1, κ2, ..., κn)(X) = F (X).(5.5)

Any two solutions are endpoints of a one-parameter family of homothetic dilations, all of which
are solutions.

As a consequence of Theorem 4.2, we have the following existence of convex hypersurface
with prescribed Weingarten curvature.

44
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Corollary 5.1. Suppose F as in Theorem 5.1, if in addition F (X)−
1
k is a convex function

in the region r1 < |X| < r2. Then the k-admissible solution in Theorem 5.1 is strictly convex.

We also consider homogeneous Weingarten curvature problem. If M is a starshaped hy-
persurface about the origin in Rn+1, by dilation property of the curvature function, the kth
Weingarten curvature can be considered as a function of homogeneous degree −k in Rn+1 \ {0}.
The homogeneous Weingarten curvature problem is: given a homogeneous function F
of degree −k in Rn+1 \ {0}, does there exist a starshaped hypersurface M such that its kth
Weingarten curvature is at x ∈M is equal to F (x)? If F is of homogeneous degree −k, then the
barrier condition (5.3) will never be valid unless the function is constant. Therefore Theorem 5.1
is not applicable, the problem needs a different treatment. In fact, the problem is a nonlinear
eigenvalue problem for the curvature equation.

Theorem 5.2. Suppose n ≥ 2, 1 ≤ k ≤ n and f is a positive smooth function on Sn. If
k < n, assume further that f satisfies

(5.6) sup
Sn

|∇f |
f

< 2k,

Then there exist a unique constant γ > 0 with

Ckn
maxSn f

≤ γ ≤ Ckn
minSn f

(5.7)

and a smooth k-admissible hypersurface M satisfying

σk(k1, k2, ..., kn)(X) = γf(
X

|X|
)|X|−k, ∀X ∈M,(5.8)

and solution is unique up to homothetic dilations. Furthermore, for 1 ≤ k < n, if in addition

|X|f( X
|X|)

− 1
k is convex in Rn+1 \ {0}, then M is strictly convex.

For the simplicity of notations, the summation convention is always used. Covariant differ-
entiation will simply be indicated by indices.

We first recall some identities for the relevant geometric quantities of a smooth closed com-
pact starshaped hypersurfaces M ⊂ Rn+1 about the origin. We assume the origin is not on
M .

Since M is starshaped with respect to origin, the position vector X of M can be written
as in (5.1). For any local orthonormal frame on Sn, let ∇ be the gradient on Sn and covariant
differentiation will simply be indicated by indices. Then in term of ρ the metric gij and its
inverse gij on M are given by

gij = ρ2δij + ρiρj . gij = ρ−2(δij −
ρiρj

1 + |∇ρ|2
).

The second fundamental form of M is

hij = (ρ2 + |∇ρ|2)−
1
2 (ρ2δij + 2ρiρj − ρρij).
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and the unit outer normal of the hypersurface M in Rn+1 is N = ρx−∇ρ√
ρ2+|∇ρ|2

. The principal

curvature of M are the eigenvalue of the second fundamental form with respect to the metric
and therefore are the solutions of

det(hij − kgij) = 0.

Equivalently they satisfy

det(Aij − kδij) = 0.

where the symmetric matrix {Aij} is given by

{Aij} = {gik}
1
2hkl{glj}

1
2 .(5.9)

Let {gij}
1
2 be the positive square root of {gij} and is given

[gij ]
1
2 = ρ−1[δij −

ρiρj√
ρ2 + |∇ρ|2(1 +

√
ρ2 + |∇ρ|2)

].

We may also work on orthonormal frame on M directly. We choose an orthonormal frame
{eA} such that {e1, e2, ..., en} are tangent to M and en+1 is normal. Let the corresponding
coframe be denoted by {ωA} and the connection forms by {ωA,B}. The pull-backs of those
through the immersion will still be denoted by {ωA},{ωA,B} if there is no confusion. Therefore
ωn+1 = 0 on M . The second fundamental form is defined by the symmetric matrix {hij} with

ωi,n+1 = hijωj .(5.10)

The following fundamental formulas are well known for hypersurfaces in Rn+1.

Xij = −hijen+1, (Gauss formula)(5.11)

(en+1)i = hijej , (Weingarten equation)(5.12)

hijk = hikj , (Codazzi formula)(5.13)

Rijkl = hikhjl − hilhjk (Gauss equation),(5.14)

where Rijkl is the curvature tensor. Using (5.13), (5.14) and the rule for interchanging the orders
of derivatives, we observe the following commutation formula

hijkl = hklij + (hmjhil − hmlhij)hmk + (hmjhkl − hmlhkj)hmi.(5.15)

From (5.11)-(5.12)

(en+1)ii = hiijej − h2
ijen+1.(5.16)

Then σk(κ1, κ2, ..., κn) = σk(λ{hij}). We consider the following curvature equation

σk(λ{hij})(X) = f(X, en+1), ∀X ∈M,(5.17)

where f is a positive function defined in U × Sn for some neighborhood of M in Rn+1.

Proof of Corollary 5.1. For 0 ≤ t ≤ 1 and 0 < ε < 1, set

F (t,X) = [(1− t)(Ckn)−
1
k |X|1+ε + tF−

1
k (X)]−k.
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Consider

σk(κ1, κ2, ..., κn)(Xt) = F (t,Xt),(5.18)

Following the same lines of the proof using continuity method in [26], there is a unique M t when
t ∈ [0, 1] solving (5.18) with C4 norm under control. Using continuity method as a deformation
process, M t is strictly convex is preserved for t ∈ [0, 1] by Theorem 4.2.

1. Homogeneous Weingarten curvature equation

We consider the homogeneous Weingarten curvature problem in this subsection. Since equa-
tion (5.2) is invariant under dilations, there is no C0 bound in general. To solve the equation,
we need to establish the Harnack inequality for solutions of (5.2). This is the main part of the
proof in this section. We will follow ideas in [61] to consider the following auxiliary equation
first

σk(κ1, κ2, ..., κn)(X) = f(
X

|X|
)|X|−p, ∀X ∈M, 1 ≤ k ≤ n− 1,(5.19)

where f is a prescribed positive function on Sn and M is a starlike hypersurface in Rn+1. Since
M is starshaped, let ρ be the radial function as in (5.2). The following is the equation for ρ.

σk(κ1, ..., κn)(x) = f(x)ρ−p on Sn,(5.20)

We first derive an upper bound of |∇2ρ| estimates for the k-admissible solution ρ of equation
(5.20) for any p ∈ [k, k + 1] assuming C1 boundedness.

Lemma 5.1. If M is a starlike hypersurface in Rn+1 respect to the origin, f is a C2 positive
function on Sn, k > 1, p ∈ [k, k + 1], if M is a C4 k-admissible solution of equation (5.19).

Then we have the mean curvature H ≤ C for some constant C depends only on k, n, |∇f |f , |∇
2f |
f ,

‖ρ‖C1 and ‖1
ρ‖

0
C (independent of p). In turn, maxx∈Sn |∇2ρ(x)| ≤ C.

Proof: Let F (X) = f( X
|X|) and ϕ(X) = [|X|−pF (X)]

1
k . The equation in Lemma 5.1 become

G(λ{hij})(X) = [σk(λ{hij})]
1
k (X) = ϕ(X), on M.(5.21)

Assume the function P = logH − log < X, en+1 > attains its maximum at Xo ∈M , then at
Xo we have

Pi =
Hi

H
− < X, en+1 >i
< X, en+1 >

= 0, Pii =
Hii

H
− < X, en+1 >ii

< X, en+1 >
.

Let Gij =
∂G(λ{hij})

∂hij
, and choose the suitable {e1, e2, ..., en} on the neighborhood of Xo ∈ M

such that at Xo the matrix {hij} is diagonal. Then at Xo, the matrix {Gij} is also diagonal and
positive definitive. At Xo

n∑
ij=1

GijPij =

∑n
i=1G

iiHii

H
−
∑n

i=1G
ii < X, en+1 >ii

< X, en+1 >
≤ 0,(5.22)

from this inequality we shall obtain an upper bound of H.
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We set |A|2 =
∑n

i=1 h
2
ii. From (5.14), we have

n∑
i=1

GiiHii =
n∑
i=1

Gii(
n∑
l=1

hllii) =
n∑
i=1

Gii
n∑
l=1

(hiill + hiih
2
ll − hllh2

ii)

=
n∑

il=1

Giihiill + |A|2
n∑
i=1

Giihii −H
n∑
i=1

Giih2
ii ≥

n∑
l=1

ϕll + |A|2ϕ−H
n∑
i=1

Giih2
ii.

And from (5.10) and (5.15)

n∑
i=1

Gii < X, en+1 >ii=

n∑
i=1

Gii[

n∑
l=1

hiil < X, el > +hii − h2
ii < X, en+1 >]

=

n∑
l=1

(

n∑
i=1

Giihiil) < X, el > +

n∑
i=1

Giihii− < X, en+1 >

n∑
i=1

Giih2
ii

=

n∑
l=1

ϕl < X, el > +ϕ− < X, en+1 >

n∑
i=1

Giih2
ii.

So from (5.22), at Xo we have the following inequality

|A|2 +
n∑
l=1

ϕll
ϕ
−

n∑
l=1

Hϕl
ϕ < X, en+1

< X, el > −
H

< X, en+1 >
≤ 0,(5.23)

Let FA, FAB are the ordinary Euclidian differential in Rn+1. Since

ϕl
ϕ

=
1

k
[−p|X|−2 < X, el > +

n+1∑
A=1

FA
F
XA
l ],

n∑
l=1

ϕll
ϕ

= H[
p

k
|X|−2 < X, en+1 > −

1

k

n+1∑
A=1

FA
F
eAn+1]

+
1

k

n∑
l=1

n+1∑
A,B=1

FAB
F

XA
l X

B
l +

n∑
l=1

n+1∑
AB=1

FAFB
F 2

XA
l X

B
l

+
p

k
[1 +

p

k
]|X|−2 − p

k
[2 +

p

k
]|X|−4 < X, en+1 >

2

−2p

k2
|X|−2

n∑
l=1

n+1∑
A=1

FA
F
XA
l < X, el > .

As |A|2 ≥ 1
nH

2, by (5.23) there exist a positive constant C depends only on the k, n,
|∇f |
f

,

|∇2f |
f

such that H(Xo) ≤ C. Again from C1 bound, we have maxH ≤ C. The proof of the

Lemma is complete.
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One may also derive C1-estimates if C0 bound is assumed. Instead, we will derive the
Harnack inequality directly, that will imply C0 and C1 bounds. It is convenient to introduce a
new function v = − log ρ. Then the first and second fundamental forms become

gij = e−2v[δij + vivj ],

hij = e−v(1 + |∇v|2)−
1
2 [δij + vivj + vij ].

and

[gij ]
1
2 = ev[δij −

vivj√
1 + |∇v|2(1 +

√
1 + |∇v|2)

].

So if we let

gij = [δij −
vivj√

1 + |∇v|2(1 +
√

1 + |∇v|2)
],

hlm = δlm + vlvm + vlm,

aij = gilhlmg
mj .(5.24)

Then the matrix in (5.9) become

Aij = ev(1 + |∇v|2)−
1
2aij ,(5.25)

and equation (5.20) turns into

σk(λ{aij}) = e(p−k)v(1 + |∇v|2)
k
2 f(x) on Sn.(5.26)

First we have the easy case p > k.

Proposition 5.1. Suppose p > k. For any f(x) ∈ C2(Sn), n ≥ 2, f > 0, there exist a
unique k-admissible starlike hypersurface M satisfies (5.19). If in addition to f satisfies

|X|
p
k f(

X

|X|
)−

1
k is a convex function in Rn+1 \ {0},(5.27)

then M is a strictly convex hypersurface.

Proof of Proposition 5.1: For any positive function f ∈ C2(Sn), for 0 ≤ t ≤ 1, set

ft = [1− t+ tf−
1
k ]−k. We consider the equation

σk(κ1, ..., κn)(x) = ft(x)ρ−p on Sn,(5.28)

Set I = {t|(5.28) solvable}.
We first consider C0 − estimates. let

l = min
Sn

ρ and L = max
Sn

ρ,

If xo ∈ Sn such that ρ(xo) = L. Then at xo

∇ρ = 0, and {ρij} ≤ 0.

It follows that at xo,

κi(xo) ≥ L−1, ∀ 1 ≤ i ≤ n.



50 5. WEINGARTEN CURVATURE EQUATIONS

Evaluating (5.28) at xo, using the above, we have L ≤ [
maxSn ft
Ckn

]
1

p−k . The similar argument

also yields l ≥ [
minSn ft
Ckn

]
1

p−k .

With the C0-estimates, the arguments in [26] immediately yield the C1-estimates. Together
with Lemma 5.1, we have

||ρ||C2(Sn) ≤ C and ||1
ρ
||C2(Sn) ≤ C,(5.29)

where C depends only on p, k, n, ||f ||C2(Sn) and minSn f (in the case k = 1, (5.29) follows from
the standard quasilinear theory. The regularity assumption on f can also be reduced).

Now the Evens-Krylov theorem and the Schauder theorem imply that I is closed. The
openness is from the implicit function theorem since the linearized operator of (5.26) is invertible
when p > k. The method of continuity yields the existence. The uniqueness follows easily from
the Strong Maximum Principle and the dilation property of equation (5.19) for p > k.

Since ft satisfies the convexity condition (5.27) in Theorem 5.1 for 0 ≤ t ≤ 1, the strict
convexity from Theorem 4.2.

We now deal equation (5.19) for the case p = k in the rest of this section. Equation is in the
following form,

σk(κ1, κ2, ..., κn)(x) = f(x)ρ−k, ∀x ∈ Sn,(5.30)

In order to bound max ρ
min ρ , we turn to estimate |∇ log ρ| = |∇v|. We follow an argument in [61]

to make use of the result in Proposition 5.1 with some refined estimates for ρr with pr = k+ 1
r .

We hope to get the convergence of ρr as r tends to infinity. It turn out the limit of ρr will satisfies
equation (5.30) but with f replaced by γf for some positive γ. We will show the constant γ is
unique.

Lemma 5.2. For 1 ≤ k ≤ n and f is a positive C1 function on Sn. Suppose ρ is a C3

k-admissible solution of equation (5.20) with p ∈ [k, k + 1]. If k < n, we further assume that f
satisfies

(5.31) δf =: min
x∈Sn,d1≤s≤d2

{k((
(n− k)s

nf(x)
)

1
k + (

nf(x)

(n− k)s
)

1
k )− |∇f(x)|

f(x)
} > 0,

where d1 = min f , d2 = max f . Then maxSn |∇ log ρ(x)| ≤ C, for some constant C depending

only on k, n, δf , max |∇f |f (and independent of p). In particular,

1 ≤ max ρ

min ρ
≤ C.

Remark 5.1. If k = p, from the proof below, the gradient estimate Lemma 5.2 can be
established under simpler and weaker condition

min
x∈Sn
{k(

(Ckn−1)
1
k

f
1
k

+
f

1
k

(Ckn−1)
1
k

)− |∇f |
f
} > 0.
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From the counter-example in Treibergs, it can be shown that this condition is sharp for the
gradient estimate of equation (5.26) when 1 ≤ k ≤ n− 1.

Proof: We work on equation (5.26) to get gradient estimates for v. Let P = |∇v|2 attains
its maximum at xo ∈ Sn, then

Pi =
n∑
k=1

vkvki = 0, at xo.(5.32)

Let {e1, e2, ..., en} be the standard orthonormal frame at the neighborhood of xo, take e1 such
that

v1 = |∇v|, vi = 0, i ≥ 2,(5.33)

and e2, ..., en such that {vij}(xo) is diagonal, it follows that at xo

v11 = 0, vij = 0, i 6= j,

so the matrices {gij}, {hij} and {aij} are diagonal at the point, and g11 = 1√
1+|∇v|2

, h11 =

1 + |∇v|2, a11 = 1; and for all i > 1, gii = 1, hii = aii = 1 + vii.

Let F ij = ∂σk
∂aij

, so {F ij} is diagonal at xo. Differentiating equation (5.26) to get

F ijaijs = e(p−k)v(1 + |∇v|2)
k
2 [(p− k)vsf + fs].(5.34)

From (5.24),

aijs = (gilhlmg
mj)s, vsg

mj
s = 0 = vsg

il
s ,

we have

vsaijs = gilvsvlmsg
mj .(5.35)

Couple (5.34) and (5.35)

vsF
ijaijs = F ijgilvsvlmsg

mj = e(p−k)v(1 + |∇v|2)
k
2 vs[(p− k)vsf + fs].(5.36)

On the other hand

vsF
ijaijs = F ijgilvsvlmsg

mj = F lmgilvsvijsg
mj

= F lmgilgmjvs[vsij − vsδij + vjδsi]

= F lmgilgmjvsvsij − |∇v|2
∑
ilm

F lmgilgmi +
∑
ijlm

F lmgilgmjvivj .

Let F
ij

=
∑

lm F
lmgilgmj , so at xo, F

ij
is diagonal with F

11
= F 11

1+v2
1

and F
ii

= F ii for i > 1.

Then we have∑
ijs

vsF
ijaijs =

∑
ijs

F
ij
vsvsij − |∇v|2

∑
i

F
ii

+
∑
ij

F
ij
vivj .

From (5.36), (5.37) and (5.33)∑
ijs

F
ij
vsvsij = e(p−k)v(1 + |∇v|2)

k
2 vs[(p− k)vsf + fs] + |∇v|2

n∑
i=2

F
ii
.(5.37)



52 5. WEINGARTEN CURVATURE EQUATIONS

For F
ij

is positive definite and

Pij =
∑
s

vsivsj +
∑
s

vsvsij ,

thus at xo

F
ij
Pij =

∑
ijs

F
ij
vsivsj +

∑
ijs

F
ij
vsvsij ≤ 0,(5.38)

From (5.37) and (5.38) it follows that at xo
n∑
i=2

F
ii

(v2
1 + v2

ii) + e(p−k)v(1 + |∇v|2)
k
2 [(p− k)v2

1f + v1f1] ≤ 0,(5.39)

i.e., we obtain the following inequality
n∑
i=2

F
ii

(v2
1 + v2

ii) + e(p−k)v(1 + |∇v|2)
k
2 v1f1 ≤ 0.(5.40)

Let λ = (λ1, λ2, ..., λn) be the eigenvalues of the matrix {aij}, at the point,

λ1 = 1, λ2 = 1 + v22, ... λn = 1 + vnn;(5.41)

and for i ≥ 2

F
ii

= σk−1(λ|i), v2
ii = λ2

i − 2λi + 1.(5.42)

Then equation (5.26) becomes

σk(λ) = e(p−k)v(1 + |∇v|2)
k
2 f(x) on Sn.(5.43)

From (5.40) and (5.42) we have

(1 + v2
1)

n∑
i=2

σk−1(λ|i) +
n∑
i=2

λ2
iσk−1(λ|i)

−2
n∑
i=2

λiσk−1(λ|i) + e(p−k)v(1 + |∇v|2)
k
2 v1f1 ≤ 0.(5.44)

Since
n∑
i=2

σk−1(λ|i) = (n− k)σk−1(λ) + σk−2(λ|1),(5.45)

and
n∑
i=2

λ2
iσk−1(λ|i)− 2

n∑
i=2

λiσk−1(λ|i)

=

n∑
i=1

λ2
iσk−1(λ|i)− 2

n∑
i=1

λiσk−1(λ|i) + σk−1(λ|1)

= σ1(λ)σk(λ)− (k + 1)σk+1(λ)− 2kσk(λ) + σk−1(λ|1).(5.46)
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Put (5.45) and (5.46) to (5.44), it follows that

(1 + v2
1)(n− k)σk−1(λ) + σ1(λ)σk(λ)− (k + 1)σk+1(λ)

+e(p−k)vv1f1(1 + v2
1)

k
2 − 2kσk(λ) + (1 + v2

1)σk−2(λ|1) + σk−1(λ|1) ≤ 0.(5.47)

We also note that if x1 and x2 are minimum and maximum points of v respectively, from
equation (5.43),

(5.48) e(p−k)v(x1) ≥ Ckn
f(x1)

≥ Ckn
max f

, e(p−k)v(x2) ≤ Ckn
f(x2)

≤ Ckn
min f

.

So ∀x,

(5.49) Ckn
max f

min f
≥ e(p−k)vf ≥ Ckn

min f

max f
.

This fact will be used in late on.

We divide into two cases.
Case 1: k = n.
As σn+1(λ) = 0, and both σn−2(λ|1) and σn−1(λ|1) are positive, the above inequality takes

a simpler form

σ1(λ)σn(λ) + e(p−n)vv1f1(1 + v2
1)

n
2 ≤ 2nσn(λ).

Since λ1 = 1, σn(λ) = σn−1(λ|1). By the Newton-MacLaurin inequality,

σ1(λ) > σ1(λ|1) ≥ (n− 1)σn−1(λ|1)
1

n−1 = (n− 1)σn(λ)
1

n−1 .

In turn, we get

(5.50) (n− 1)σn(λ)
n
n−1 − e(p−n)vv1|f1|(1 + v2

1)
n
2 ≤ 2nσn(λ).

(5.43), (5.49) and (5.50) yield that at the point,

(n− 1)(1 + v2
1)

n
2(n−1) (

min f

max f
)

1
n−1 − (1 + v2

1)
1
2
|∇f |
f
≤ 2n.

Since n
2(n−1) >

1
2 and min f

max f is bounded from below by a positive constant ( depending only

on the upper bound of |∇f |f ), we obtain an upper bound for |∇v|.

Case 2: k < n.
Claim:

(5.51) (k + 1)σk+1(λ) ≤ (k + 1)σk(λ) + (n− k − 1)(Ckn−1)−
1
kσk(λ)

1
k

+1.

Proof of Claim:
If σk+1(λ) ≤ 0, it is automatic. We may assume If σk+1(λ) > 0. As λ ∈ Γk, we get λ ∈ Γk+1.

In turn (λ|1) ∈ Γk. We have

σk+1(λ) = σk+1(λ|1) + σk(λ|1) ≤ σk+1(λ|1) + σk(λ).(5.52)

If σk+1(λ|1) ≤ 0, we are done. Thus we may assume σk+1(λ|1) > 0. Again as (λ|1) ∈ Γk, this
gives (λ|1) ∈ Γk+1.
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By the Newton-MacLaurin inequality,

σk+1(λ|1) ≤ Ck+1
n−1(Ckn−1)−

k+1
k (σk(λ|1))

k+1
k ≤ Ck+1

n−1(Ckn−1)−
k+1
k σk(λ)

k+1
k

=
n− k − 1

k + 1
(Ckn−1)−

1
kσ

1
k

+1

k (λ).(5.53)

The Claim now follows from (5.52)-(5.53).

Now back to the proof of the lemma. If σk(λ|1) ≤ 0, we will have σk−1(λ) ≥ σk(λ). From
(5.51), (5.47) and the Newton-MacLaurin inequality, we get

(1 + v2
1)(n− k)σk(λ)− |∇f |

f
(1 + v2

1)
1
2σk(λ)− (3k + 1)σk(λ) ≤ 0.

¿From this we obtain an upper bound of |∇v|.
We may now assume σk(λ|1) > 0, i.e., (λ|1) ∈ Γk in the rest of the proof. From the

Newton-MacLaurin inequality,

σ1(λ) > σ1(λ|1) ≥ (n− 1)(Ckn−1)
−1
k σ

1
k
k (λ|1),

similarly,

σ1(λ|1) ≥ (n− 1)(Ck−1
n−1)

−1
k−1σ

1
k−1

k−1 (λ|1).

¿From this, we get

(σ1(λ) +
n− 1

n− k
)k ≥ σk1 (λ) +

k(n− 1)

n− k
σk−1

1 (λ)

≥ (n− 1)k

Ckn−1

(σk(λ|1) + σk−1(λ|1)) =
(n− 1)k

Ckn−1

σk(λ).

That is

(5.54) σ1(λ) > (n− 1)(Ckn−1)
−1
k σ

1
k
k (λ)− n− 1

n− k
.

Since

(n− k)σk−1(λ) + σk−2(λ|1) = (n− k)σk−1(λ|1) + (n− k + 1)σk−2(λ|1),

and σk(λ) = σk(λ|1) + σk−1(λ|1), we get

[(n− k)σk−1(λ) + σk−2(λ|1)]k =
∑

0≤j≤k
Cjk(n− k)k−j(n− k + 1)jσk−jk−1(λ|1)σjk−2(λ|1),

kkCkn−1σ
k−1
k (λ) =

∑
0≤j≤k−1

kkCkn−1C
j
k−1σ

k−1−j
k (λ|1)σjk−1(λ|1).

Again using the Newton-MacLaurin inequality on σl(λ|1), it is elementary to check that for
0 ≤ j ≤ k − 1,

Cjk(n− k)k−j(n− k + 1)jσk−jk−1(λ|1)σjk−2(λ|1) ≥ kkCkn−1C
j
k−1σ

k−1−j
k (λ|1)σjk−1(λ|1),

that is

(5.55) (n− k)σk−1(λ) + σk−2(λ|1) ≥ k(Ckn−1)
1
kσ

k−1
k

k (λ).
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Combining (5.51), (5.55), (5.54), (5.43) and (5.47), we obtain

(5.56) (1 + v2
1)

1
2 (k(A+A−1)− |∇f |

f
) ≤ C,

where A = e
(k−p)v
k (

Ckn−1

f )
1
k and C is a constant under control.

In view of condition (5.31), and by (5.48), we get (1 + v2
1)

1
2 δf ≤ C. The proof is complete.

Since (5.6) implies (5.31), Theorem 5.2 is a consequence of the following proposition.

Proposition 5.2. Suppose n ≥ 2, 1 ≤ k ≤ n, suppose f is a positive smooth function
on Sn. If k < n, we assume f satisfies condition (5.31). Then there exist a unique constant
γ > 0 satisfying (5.7) and a smooth k-admissible hypersurface M satisfying equation (5.8).
The solution is unique up to homothetic dilations. Furthermore, for 1 ≤ k < n, if in addition

|X|f( X
|X|)

− 1
k is convex in Rn+1 \ {0}, then M is strictly convex.

Proof of Proposition 5.2:
First we deal with the existence of solution and γ. For all r ∈ Z+, from Proposition 5.1, we

let ρr = |Xr| be the unique solution of equation (5.20) with p = k+ 1
r . We rescale ρ, let ρ̃r = ρr

lr
,

with lr = min ρr. Now ρ̃r satisfies

σk(k̃1, k̃2, ..., k̃n)(x) = ρ̃−k−
1
r f̃r(x), on Sn,

where f̃ = lr
− 1
r f . ¿From (5.48), Ckn minSn f

maxSn f
≤ f̃ ≤ Ckn maxSn f

minSn f
.

if f satisfies the conditions in the proposition, by Lemmas 5.2 5.1, there exists a positive
constant C independent of r, such that 1 ≤ ρ̃r and ‖ρ̃r‖C2 ≤ C. The Evans-Krylov theorem
gives ||ρ̃r||Cl,α ≤ Cl,α, with Cl,α (l ≥ 2, 0 < α < 1) independent of r. So, there is a subsequence

rj → ∞, such that ρ̃rj → ρ in C l,α(Sn), and lrj
− 1
rj → γ for some positive constant γ. (5.48)

implies (5.7) and the radial graph of ρ satisfies (5.8). The higher regularity of ρ follows from
the standard elliptic theory.

We now turn to the uniqueness. Let M(ρ) = σk(κ1, κ2, ..., κn)ρk and suppose ∃γ0, γ1, ρ0 > 0
and ρ1 > 0 satisfying (5.8) respectively. We may assume γ0 ≥ γ1, so we have

M(ρ0)−M(ρ1) = (γ0 − γ1)f ≥ 0.

Since M is invariant under scaling, we may assume ρ0 ≤ ρ1, and ρ0(xo) = ρ1(xo) at some point
xo ∈ Sn. Let ρt = tρ1 + (1− t)ρ0. Since ρt = ρ0 and ∇ρt = ∇ρ0 at xo. So the first fundamental
forms of ρt are same at xo for all 0 ≤ t ≤ 1. Therefore ρt is k-admissible for all 0 ≤ t ≤ 1 at xo.
By the continuity of the second derivatives, there is a neighborhood of xo such that ρt is

k-admissible for all 0 ≤ t ≤ 1. We have, in the neighborhood of xo,

M(ρ1)−M(ρ0) =

∫ 1

0

∂

∂t
Mtdt

=
n∑

i,j=1

bij(ρ1, ρ0)(ρ1 − ρ0)ij +
n∑
i=1

ci(ρ1, ρ0)(ρ1 − ρ0)i + d(ρ1, ρ0)(ρ1 − ρ0).
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By the Strong Maximum Principle, ρ1 = ρ0 everywhere and γ1 = γ0.

Finally we discuss the convexity. It is easy to check that the convexity of |X|f−
1
k ( X
|X|) implies

the convexity of |X|
p
k f−

1
k ( X
|X|) for any p ≥ k. When 1 ≤ k ≤ n − 1, from Proposition 5.1, we

know the solution M = {ρ(x)x : Sn → Rn+1} is convex if f satisfies the convex condition in
Theorem 5.2. The strict convexity follows from Theorem 4.2.

Notes

The equations we treated in this chapter were first considered by Alexandrov [6] and Aeppli
[1], they studied the uniqueness question of starshaped hypersurfaces with prescribed curvature.

Theorem 5.1 was proved by Caffarelli-Nirenberg-Spruck in [26] (in the case k = 1, by
Bakelman-Kantor [12], Treibergs-Wei [121] ). The question of convexity of solution in Theorem
5.1 was treated by Chou [37] (see also [133]) for the mean curvature case under concavity
assumption on F , and by Gerhardt [52] for general Weingarten curvature case under concavity
assumption on logF , see also [53] for the work on general Riemannian manifolds. The convexity
results for hypersurfaces in this chapter were proved in [62].

When k = n, then equation (5.2) can be expressed as a Monge-Ampère equation of radial
function ρ on Sn, the problem was studied by Delanoë [41]. The case k = 1 was considered by
Treibergs in [120]. Here we give a uniform treatment for 1 ≤ k ≤ n here. Condition (5.6) in
Theorem 5.2 can be weakened as in Proposition 5.2.



CHAPTER 6

Problem of prescribed curvature measure

Curvature measure is one of the basic notion in the theory of convex bodies. Together
with surface area measures, they play fundamental roles in the study of convex bodies. They
are closely related to the differential geometry and integral geometry of convex hypersurfaces.
Let Ω is a bounded convex body in Rn+1 with C2 boundary M , the corresponding curvature
measures and surface area measures of Ω can be defined according to some geometric quantities
of M . Let κ = (κ1, · · · , κn) be the principal curvatures of M at point x, let Wk(x) = σk(κ(x)) be
the k-th Weingarten curvature of M at x (where σk the k-th elementary symmetric function). In
particular, W1 is the mean curvature, W2 is the scalar curvature, and Wn is the Gauss-Kronecker
curvature. The k-th curvature measure of Ω is defined as

Ck(Ω, β) :=

∫
β∩M

Wn−kdFn,

for every Borel measurable set β in Rn+1, where dFn is the volume element of the induced metric
of Rn+1 on M . Since M is convex, M is star-shaped about some point. We may assume that
the origin is inside of Ω. Since M and Sn is diffeomorphic through radial correspondence RM .
Then the k-th curvature measure can also be defined as a measure on each Borel set β in Sn:

Ck(M,β) =

∫
RM (β)

Wn−kdFn.

We note that Ck(M, Sn) is the k-th quermasintegral of Ω. Similarly, if M is strictly convex, let
r1, ..., rn be the principal radii of curvature of M , Pk = σk(r1, · · · , rn). The k-th surface area
measure of Ω then can be defined as

Sk(Ω, β) :=

∫
β
Pkdσn,

for every Borel set β in Sn.
Curvature measure problem: Given a C2 positive function f on Sn. For each 0 ≤ k < n,

find a convex hypersurface M as a graph over Sn, such that Cn−k(M,β) =
∫
β fdσ for each Borel

set β in Sn, where dσ is the standard volume element on Sn.

The problem is equivalent to solve certain curvature equation on Sn. If M is of class C2,
then

Cn−k(M,β) =

∫
RM (β)

σkdF =

∫
β
σkgdσ.(6.57)

57
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where g is the density of dF respect to standard volume element dσ on Sn. The problem of
prescribing (n− k)-th curvature measure can be reduced to the following curvature equation

σk(κ1, κ2, ..., κn) =
f(x)

g(x)
, 1 ≤ k ≤ n on Sn(6.58)

Here we encounter a difficulty issue around equation (6.58): the lack of some appropriate a priori
estimates for admissible solutions due to the appearance of g(x) (which implicitly involves the
gradient of solution) make the matter very delicate.

Since equation (6.58) is originated in geometric problem in the theory of convex bodies, the
purpose of this paper is to find convex hypersurface M (as a graph over Sn) satisfying equation
(6.58). The followings are our main results.

Theorem 6.1. Suppose f(x) ∈ C2(Sn), f > 0, n ≥ 2, 1 ≤ k ≤ n − 1. If f satisfies the
condition

|X|
n+1
k f(

X

|X|
)−

1
k is a strictly convex function in Rn+1 \ {0},(6.59)

then there exists a unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such that it satisfies
(6.58).

When k = 1 or 2, the strict convex condition (6.59) can be weakened.

Theorem 6.2. Suppose k = 1, or 2 and k < n, and suppose f(x) ∈ C2(Sn) is a positive
function. If f satisfies

|X|
n+1
k f(

X

|X|
)−

1
k is a convex function in Rn+1 \ {0},(6.60)

then there exists unique strictly convex hypersurface M ∈ C3,α, α ∈ (0, 1) such that it satisfies
equation (6.58).

We first recall some relevant geometric quantities of a smooth closed hypersurface M ⊂ Rn+1,
which we suppose the origin is not contained in M .

A,B, ... will be from 1 to n+1 and Latin from 1 to n, the repeated indices denote summation
over the indices. Covariant differentiation will simply be indicated by indices.

Let Mn be a n-dimension closed hypersurface immersed in Rn+1. We choose an orthonormal
frame in Rn+1 such that {e1, e2, ..., en} are tangent to M and en+1 is the outer normal. Let the
corresponding coframe be denoted by {ωA} and the connection forms by {ωA,B}. The pull
back of their through the immersion are still denoted by {ωA},{ωA,B} in the abuse of notation.
Therefore on M

ωn+1 = 0.

The second fundamental form is defined by the symmetry matrix {hij} with

ωi,n+1 = hijωj .(6.61)

Since M is starshaped with respect to origin, the position vector X of M can be written as
X(x) = ρ(x)x, x ∈ Sn, where ρ is a smooth function on Sn. Let {e1, ..., en} be smooth local
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orthonormal frame field on Sn, let ∇ be the gradient on Sn and covariant differentiation will
simply be indicated by indices. Then in term of ρ the metric of M is given by

gij = ρ2δij + ρiρj .

So the area factor

g = (det gij)
1
2 = ρ1−n(ρ2 + |∇ρ|2)

− 1
2 .

The second fundamental form of M is

hij = (ρ2 + |∇ρ|2)−
1
2 (ρ2δij + 2ρiρj − ρρij).

and the unit outer normal of the hypersurface M in Rn+1 is

N =
ρx−∇ρ√
ρ2 + |∇ρ|2

.(6.62)

The principal curvature (κ1, κ2, ..., κn) of M are the eigenvalue of the second fundamental form
respect to the metric and therefore are the solutions of

det(hij − kgij) = 0.

Equation (6.58) can be expressed as a differential equations on the radial function ρ and
position vector X respectively.

σk(κ1, κ2, ..., κn) = fρ1−n(ρ2 + |∇ρ|2)−1/2, on Sn,(6.63)

where f > 0 is the given function. From (6.62) we have

< X,N >= ρ2(ρ2 + |∇ρ|2)−1/2.

σk(κ1, κ2, ..., κn)(X) = |X|−(n+1)f(
X

|X|
) < X,N >, ∀X ∈M.(6.64)

Definition 6.1. For 1 ≤ k ≤ n, let Γk be a cone in Rn determined by

Γk = {λ ∈ Rn : σ1(λ) > 0, ..., σk(λ) > 0}.

A C2 surface M is called k-admissible if at every point X ∈M , (κ1, κ2, ..., κn) ∈ Γk.

The following three lemmas had been proved in [60], for the completeness we provide the
proofs here.

Lemma 6.1. If M satisfies (6.64), then

(
minSn f

Ckn
)1/(n−k) ≤ min

Sn
|X| ≤ max

Sn
|X| ≤ (

maxSn f

Ckn
)1/(n−k).

In particular, if M is convex and ρ is the radial function of M , then there is a constant C
depending only on max f and min f such that

maxSn |∇ρ| ≤ C.(6.65)
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Proof: Let BR(o) be a ball of smallest radius so that M ⊂ BR(o), then at the maximum
point X1 of |X|, R = |X1|. Through some geometrical considerations, we have

f(
X1

|X1|
) ≥ Ckn|X1|n−k.

This is

max
Sn
|X| ≤ (

maxSn f

Ckn
)1/(n−k).

The first half inequality can be shown in a similar way.
The gradient estimates follows from C0 estimates and convexity. In fact, the gradient esti-

mates for general admissible solutions are also true, which was proved in [60].

Set F = σ
1/k
k , equation (6.63) is written as

F (λ) ≡ F (λ1, ..., λn) = f1/kρ(1−n)/k(ρ2 + |∇ρ|2)−1/(2k) ≡ K(x, ρ,∇ρ).

The following is the uniqueness result of the problem.

Lemma 6.2. Suppose 1 ≤ k < n, λ(ρi) ∈ Γk, i = 1, 2. Suppose ρ1, ρ2 are solutions of (6.63).
Then ρ1 ≡ ρ2.

Proof Suppose the contrary, ρ2 > ρ1 somewhere on Sn. Take t ≥ 1 such that

tρ1 ≥ ρ2 on Sn, tρ1 = ρ2 at some point P ∈ Sn.

Obviously, λ(tρ1) = t−1λ(ρ1), and therefore F (λ(tρ1)) = t−1F (λ(ρ1)). It is clear that

K(x, tρ1,∇(tρ1)) = t−n/kK(x, ρ1,∇ρ1)

= t−n/kF (λ(ρ1)) ≤ t−1F (λ(ρ1)) = F (λ(tρ1)).

It follows that

F (λ(tρ1))−K(x, tρ1,∇(tρ1)) ≥ 0, F (λ(ρ2))−K(x, ρ2,∇ρ2) = 0.

Hence

L(tρ1 − ρ2) ≥ 0,

where L is the linearized operator. Applying the strong maximum principle, we have tρ1−ρ2 ≡ 0
on Sn. Since n > k, from equation (6.63), we conclude that t = 1.

The following lemma will also be used in this paper.

Lemma 6.3. Let L denote the linearized operator of F (λ) −K(x, ρ,∇ρ) at a solution ρ of
(6.63), w satisfies Lw = 0 on Sn. Then w ≡ 0 on Sn.

Proof Writing F (x, ρ,∇ρ,∇2ρ) ≡ F (λ), we have

F (x, tρ,∇(tρ),∇2(tρ)) = F (λ(tρ)) = F (λ(ρ)/t).

Applying d
dt

∣∣
t=1

, we have

F∇2ρ∇2(ρ) + F∇ρ∇ρ+ Fρρ = −
∑
i

λiFλi = −F.
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It is easy to see that

K(x, tρ,∇(tρ)) = t−n/kK(x, ρ,∇ρ).

Applying d
dt

∣∣
t=1

, we have

K∇ρ∇ρ+ Fρρ = −n/kK(x, ρ,∇ρ).

It follows from and that

Lρ = −F (λ) + n/kK(x, ρ,∇) = (n/k − 1)K(x, ρ,∇ρ) > 0.

Set w = zρ. We know that

0 = Lw = L(zρ) ≡ L′z + zLρ,

where L′z = ρF∇2ρ∇2z+first order term in z. Notice that Lρ > 0, we derive from the maximum
principle that z ≡ 0, namely, w ≡ 0.

We first prove C2 estimates for equation (6.58) under the convexity of solution. For the
mean curvature measure case (k = 1), a gradient bound is enough for a C2 a priori bound by
the standard theory of quasilinear elliptic equations. For the rest of this section, we assume
k > 1.

For the C2 estimates for admissible solutions of (6.58), it is equivalent to estimate the upper
bounds of principal curvatures. If the hypersurface is strictly convex, it is simple to observe
that a positive lower bound on the principal curvatures implies an upper bound of the principal
curvatures. This follows from equation (6.58) and the Newton-Maclaurin inequality,

σn
1
n (λ) ≤ [

σk
Ckn

]
1
k (λ).

This is the starting point of our approach here. To achieve such a lower bound, we shall use the
inverse Gauss map and consider the equation for the support function of the hypersurface. The
role of the Gauss map here should be compared with the role of the Legendre transformation
on the graph of convex surface in a domain in Rn. Since M is curved and compact, the Gauss
map fits into the picture neatly. This way, we can make use some special features of the support
function. We note that a lower bound on the principal curvature is an upper bound on the
principal radii. And the principal radii are exactly the eigenvalues of the spherical hessians of
the support function. Therefore, we are led to get a C2 bound on the support function of M .

Let X : M → Rn+1 be a closed strictly convex smooth hypersurface in Rn+1. We may
assume the X is parametrized by the inverse Gauss map

X : Sn → Rn+1.

The support function of X is defined by

u(x) =< x,X(x) >, at x ∈ Sn.

Let e1, e2, ..., en be a smooth local orthonormal frame field on Sn, we know that the inverse
second fundamental form of X is

hij = uij + uδij ,
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and the metric of X is

gij =
n∑
l=1

hilhjl.

The principal radii of curvature are the eigenvalues of matrix

Wij = uij + uδij .

Equation (6.63) can be rewritten as an equation on support function u.

F (Wij) = [
detWij

σn−k(Wij)
]

1
k (x) = G(X)u−

1
k on Sn,(6.66)

where X is position vector of hypersurface, and

G(X) = |X|
n+1
k f−

1
k (

X

|X|
).

Equation (ref3.2) is similar to the equation in [57], where a problem of prescribing Weingarten
curvature was considered. The position function and the support function have the following
explicit form.

X(x) =

n∑
i=1

uiei + ux, on x ∈ Sn.

It follows from some straightforward computations,

Xl = uilei + ui(ei)l + ulx+ uxl = uilei − xuiδil + ulx+ uel = Wilei,(6.67)

n∑
l=1

Xll =

n∑
i,l=1

[Willei +Wil(ei)l]

=

n∑
i=1

[

n∑
l=1

Wll]iei −
n∑

i,l=1

Wil(−xδil) =

n∑
i=1

[

n∑
l=1

Wll]iei − x
n∑
l=1

Wll.(6.68)

The following is a key lemma.

Lemma 6.4. If G(X) is strictly convex function in Rn+1 \ {o}, then

max(∆u+ nu) ≤ C,(6.69)

where the constant C depends only on n,maxSn f,minSn f and |∇f |C0 and |∇2f |C0. In turn,

|∇2ρ| ≤ C.(6.70)

Proof: Since we already obtained C1 bound in Lemma 6.1, to get (6.70), we only need to
prove (6.69). Let

H =

n∑
l=1

= ∆u+ nu

and assume the maximum of H attains at some point xo ∈ Sn. We choose an orthonormal frame
e1, e2, ..., en near xo such that uij(xo) is diagonal ( so is Wij = uij + uδij at xo). The following
formula for commuting covariant derivatives are elementary:

(∆u)ii = ∆(uii) + 2∆u− 2nuii.
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So we have

Hii = (∆u)ii + nuii = ∆(Wii)− nWii +H.(6.71)

Let F ij = ∂F (W )
∂Wij

. At xo the matrix F ij is positive definite, diagonal. Setting the eigenvalues of

Wij at xo as λ(Wij) = (λ1, λ2, ..., λn)),

F ii =
1

k
(
σn
σn−k

)
1
k [
σn−1(λ|i)
σn−k

− σnσn−k−1(λ|i)
σn−k2

].

The following facts are true (e.g., see [57]).
n∑
i=1

F iiWii = F,

n∑
i=1

F ii ≥ (Cn−kn )−
1
k .

Now at xo, we have

Hi = 0, Hij ≤ 0(6.72)

Through this section the repeated upper indices denote summation over the indices, and our
calculation will do at xo. Using the above calculations we have

0 ≥
n∑

i,j=1

F ijHij =
n∑
i=1

F iiHii =
n∑
i=1

F ii∆(Wii)− n
n∑
i=1

F iiWii +H
n∑
i=1

F ii

≥
n∑
i=1

F ii∆(Wii)− nF + (Cn−kn )−
1
kH.(6.73)

From the equation (6.66)

F ijWijl = [G(X)u−
1
k ]l, F ijWijll + F ij,stWijlWstl = [G(X)u−

1
k ]ll.

From the concavity of F , we get
n∑
i=1

F ii∆(Wii) ≥
n∑
l=1

[G(X)u−
1
k ]ll,

combining this with (6.73) we have the following inequality at xo
n∑
l=1

[G(X)u−
1
k ]ll − nF + (Cn−kn )−

1
kH ≤ 0.(6.74)

Now we treat the term [G(X)u−
1
k ]ll,in the following the repeated indices on α, β denote sum-

mation over the indices from 1, 2, ...n+ 1. Denote Gα = ∂G
∂Xα , Gαβ = ∂2G

∂Xα∂Xβ .

[G(X)u−
1
k ]l = GαX

α
l u
− 1
k +G(X)(−1

k
)u−

1
k
−1ul,

n∑
l=1

[G(X)u−
1
k ]ll = Gα,βX

α
l X

β
l u
− 1
k +GαX

α
llu
− 1
k

−2

k
GαX

α
l u
− 1
k
−1ul +

1

k
(
1

k
+ 1)G(X)u−

1
k
−2|Du|2 − 1

k
G(X)u−

1
k
−1ull.
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Using (6.67) and (6.68), it follows that at xo
n∑
l=1

[G(X)u−
1
k ]ll = Gα,βe

α
l e
β
l W

2
llu
− 1
k − [Gαx

αu−
1
k +

1

k
G(X)u−

1
k
−1]H

−2

k
(Gαe

α
l ulWll)u

− 1
k
−1 +

1

k
(
1

k
+ 1)G(X)u−

1
k
−2|Du|2 + +

n

k
G(X)u−

1
k .(6.75)

Using (6.75), at xo (6.74) becomes

Gα,βe
α
l e
β
l W

2
llu
− 1
k − [Gαx

αu−
1
k +

1

k
G(X)u−

1
k
−1]H − nF + (Cn−kn )−

1
kH

−2

k
(Gαe

α
l ulWll)u

− 1
k
−1 +

1

k
(
1

k
+ 1)G(X)u−

1
k
−2|Du|2 + +

n

k
G(X)u−

1
k ≤ 0.(6.76)

If G(X) is strictly convex in Rn+1 \ {o}, then exist a uniform constant co > 0 such that

n∑
α,β=1

Gα,βe
α
l e
β
l ≥ co, l = 1, 2, ...n.

Since
∑n

l=1W
2
ll ≥

H2

n , we obtain H(xo) ≤ C.

Proof of existence theorem I: For any positive function f ∈ C2(Sn), for 0 ≤ t ≤ 1 and

1 ≤ k ≤ n− 1, set ft(x) = [1− t+ tf−
1
k (x)]−k. We consider the equation

σk(κ1, κ2, ..., κn)(x) = ft(x)ρ1−n(ρ2 + |∇ρ|2)−1/2, on Sn,(6.77)

where n ≥ 2. We find the hypersurface in the class of strictly convex surface. Let I = {t ∈
[0, 1] : such that (6.77) is solvable}. Since ρ = [Ckn]−

1
n−2 is a solution for t = 0, I is not empty.

By Lemma 6.1 and Lemma 6.70, ρ ∈ C1,1(Sn) and is bound below. That is equation (6.77) is
elliptic. By the Evans-Krylov theorem ρ ∈ C2,α(Sn) and

||ρ||C2,α(Sn) ≤ C,(6.78)

Where C depends only on n,maxSn f,minSn f and |∇f |C0 and |∇2f |C0 , and α. The a priori
estimates guarantee I is closed. The openness is from Lemma 6.3 and the implicit function
theorem So we have the existence. The uniqueness of the solution for t ∈ [0, 1] is from Lemma
6.2. This complete the proof of Theorem 6.1.

Remark 6.1. We suspect the strict convexity condition (6.59) can be weakened. For the
cases k = 1, 2, this is verified in Theorem 6.2. The proof of Theorem 6.2 is different from the
proof of Theorem 6.1 in this section. Due to the weakened condition, we are not able to obtained
a positive lower bound for the principal curvatures directly. Instead, we will use special structure
of the elementary symmetric function σ2 to get an upper bound of principal curvatures for convex
solutions of (6.58).

In the rest of this section, we will prove the C2 estimate for the scalar curvature case under
the convexity assumption of the solution. We shall make use of some explicit structure of σ2.
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We consider the following prescribed scalar curvature measure equation

σ2(λ{hij})(X) = |X|−(n+1)f(
X

|X|
) < X,N >, ∀X ∈M.(6.79)

Now we state the mean curvature estimate for the above equation on the convexity of solution
surface.

Lemma 6.5. Let f be a C2 positive function on Sn and M be a starshaped hypersurface
in Rn+1 respect to the origin, if M is a convex solution surface of equation (6.79) and for the
function ρ = |X| on Sn the following estimates hold

‖ρ‖ ≤ C,(6.80)

where the constant C depends only on n, k,minSn f and ‖f‖C2.

Proof: C1 estimates were already obtained in Lemma 6.1 in the section 2. We only need to
get an upper bound of the mean curvature H.

Let

F (X) = f(
X

|X|
), φ(X) = |X|−(n+1)F (X),(6.81)

then the equation (6.79) becomes

σ2(κ1, κ2, ..., κn)(X) = φ(X) < X, en+1 >, , on M,(6.82)

Assume the function P = H + a
2 |X|

2 attains its maximum at Xo ∈ M , where a is a constant
will be determined later. Then at Xo we have

Pi = Hi + a < X, ei >= 0,(6.83)

Pii = Hii + a[1− hii < X, en+1 >].(6.84)

Let F ij =
∂σ2(λ{hij})

∂hij
, and choose a suitable orthonormal frame {e1, e2, ..., en} in a neighborhood

of Xo ∈ M such that at Xo the matrix {hij} is diagonal. Then at Xo, the matrix {F ij} is also
diagonal and positive definitive. At Xo

n∑
ij=1

F ijPij =

n∑
i=1

F iiHii + a

n∑
i=1

F ii − a < X, en+1 >

n∑
i=1

F iihii ≤ 0,(6.85)

from this inequality we shall obtain the mean curvature estimate.
In what follows, all the calculations will be done at xo ∈M .
First we deal with the term

∑n
i=1 F

iiHii. From (6.83) and (5.15), we have

n∑
i=1

F iiHii =
n∑
i=1

F ii(
n∑
j=1

hjjii) =
n∑
i=1

F ii
n∑
j=1

(hiijj + hiih
2
jj − hjjh2

ii)

=

n∑
ij=1

F iihiijj + |A|2
n∑
i=1

F iihii −H
n∑
i=1

F iih2
ii,

where |A|2 =
∑n

i=1 h
2
ii.
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Then we treat the term
∑n

ij=1 F
iihiijj . Differentiate equation (6.82) twice, by (5.11)-(5.14),

n∑
ij=1

F iihiijj =

n∑
j=1

[φ(X) < X, en+1 >]jj +
∑
j,k 6=l

h2
jkl −

∑
j,k 6=l

hjkkhjll

= ∆φ < X, en+1 > +2
n∑
j=1

φjhjj < X, ej > +φ
n∑
j=1

< X, en+1 >jj

+
∑
j,k 6=l

h2
jkl −

∑
j,k,l

hjkkhjll +
∑
j,k

h2
jkk.

Now use (5.11)-(5.16), we have
n∑
i=1

< X, en+1 >ii =

n∑
i,l=1

[hil < X, el >]i

=
n∑
i=1

[
n∑
l=1

hiil < X, el > +hii − h2
ii < X, en+1 >]

=

n∑
l=1

Hl < X, el > +H − |A|2 < X, en+1 >

= −a
n∑
i=1

< x, ei >
2 +H − |A|2 < X, en+1 > .

In turn, by equation (6.82) we have the following estimate
n∑

ij=1

F iihiijj ≥ −|A|2σ2(hij) + φH + ∆φ < X, en+1 >

+2
n∑
j=1

φjhjj < X, ej > −aφ
n∑
i=1

< x, ei >
2 −a2

n∑
i=1

< x, ei >
2 .(6.86)

It is easy to compute that
n∑
i=1

F ii = (n− 1)H,

n∑
i=1

F iihii = 2σ2(hij),

n∑
i=1

F iih2
ii = Hσ2(hij)− 3σ3(hij), |A|2 = H2 − 2σ2(hij).(6.87)

Combining the (6.85)-(6.87), at xo we get the following

a(n− 1)H + φH + 2

n∑
i=1

φihii < X, ei > +∆φ < X, en+1 > +3Hσ3(hij)

≤ 2σ2(hij)
2 + 2a < X, en+1 > σ2(hij) + [aφ+ a2]

n∑
i=1

< X, ei >
2 .(6.88)
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Let FA, FAB be the ordinary Euclidean differential in Rn+1, use (5.11)-(5.14), we compute

φi = −(n+ 1)|X|−(n+3) < X, ei > F (X) + |X|−(n+1)
n+1∑
A=1

FAX
A
i

∆φ =

n∑
i=1

φii = H[(n+ 1)|X|−(n+3) < X, en+1 > F − |X|−(n+1)
n+1∑
A=1

FAe
A
n+1]

−2(n+ 1)|X|−(n+3)
n∑
i=1

n+1∑
A=1

< X, ei > FAX
A
i − n(n+ 1)|X|−(n+3)F

+|X|−(n+1)
n+1∑
A,B=1

n∑
i=1

FABX
A
i X

B
i + (n+ 1)(n+ 3)|X|−(n+5)F

n∑
i=1

< X, ei >
2 .

Now we use the convexity of the solution, we have

σ3(hij) ≥ 0, 0 ≤ hii ≤ H.

If a is suitable large, we get the following mean curvature estimate

maxH ≤ C(n,max
Sn

f,min
Sn

f, |∇f |C0 , |∇2f |C0).(6.89)

This finishes the proof of the Lemma.

Since C2 estimates in Lemma 6.5 only valid for convex solutions, in order to carry on the
method of continuity, we need to show the convexity is preserved during the process. This in
fact is a consequence of Theorem 4.2. We state it as

Theorem 6.3. Suppose M is a convex hypersurface and satisfies equation (6.64) for k < n

with the second fundamental form W = {hij} and |X|
n+1
k f( X

|X|) is convex in Rn+1 \ {0}, then

W is positive definite.

We now use Theorem 6.3 to prove Theorem 6.2.
Proof of Theorem 6.2. The proof is the same as in the proof of Theorem 6.1 by the

method of continuity, here we make use of Theorem 6.3. The openness and uniqueness have
already treated in the proof of Theorem 6.1. The closeness follows from a priori estimates in
Lemma 6.1 and quasilinear elliptic theory in the case of k = 1 and the a priori estimates in
Lemma 6.5 in the case of k = 2, and the preservation of convexity in Theorem 6.3.

Notes

For the curvature measures, the problem of prescribing C0 is called the Alexandrov problem,
which can be considered as a counterpart to Minkowski problem. The existence and uniqueness
were obtained by Alexandrov [5]. The regularity of the Alexandrov problem in elliptic case
was proved by Pogorelov [106] for n = 2 and by Oliker [100] for higher dimension case. The
general regularity results (degenerate case) of the problem were obtained in [59]. Apparently, the
existence problem for curvature measures of Cn−k for general case k < n has not been touched
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(see also note 8 on P. 396 in [110]). Equation (6.58) was studied in an unpublished notes [60]
with Yanyan Li. The results in this chapter were obtained in [63].

It seems that the estimates in [26] and [62] can not be obtained through similar way. The
uniqueness and C1 estimates were established for admissible solutions in [60]. But C2 estimates
for admissible solutions of equation (6.58) are not known (except for k = 1 and k = n, the first
case follows from the theory of quasilinear equations, and later case was dealt in [100, 59]).
Since the Alexandrov problem (Gauss curvature measure problem) has already been solved
[5, 106, 100, 59], Theorem 6.2 yields solutions to two other important measures, the mean
curvature measure and scalar curvature measure under convex condition (6.60).

Large part of the study of curvature measures have been carried on for convex bodies. There
are some generalizations of these curvature measures to other class of sets in Rn+1 (e.g., [44]).
From differential geometric point of view, the notion of (n− k)− th curvature measure can be
easily extended to k-convex bodies. Since for k < n, admissible solution of (6.58) is not convex
in general. By Lemma 6.2, for k < n, the prescribing curvature measure equation (6.58) has
no convex solution for most of f . This means some condition must be imposed on f for the
existence of convex solutions. We believe that for any smooth positive function f , equation
(6.58) always has an admissible solution.



Part 2

Fully nonlinear equations in confformal
geometry



CHAPTER 7

Some properties of the Schouten tensor in conformal geometry

We now switch our attention to conformal geometry. Let (M, g) be an oriented, compact
and manifold of dimension n > 2. And let Sg denote the Schouten tensor of the metric g, i.e.,

Sg =
1

n− 2

(
Ricg −

Rg
2(n− 1)

· g
)
,

where Ricg and Rg are the Ricci tensor and scalar curvature of g respectively. The following
decomposition formula reveals why the Schouten tensor is the main object of study in conformal
geometry:

(7.1) Riem = Ag � g +Wg,

where Wg is the Weyl tensor of g (which is conformally invariant), and � denotes the Kulkarni-
Nomizu product (see [15]).

We define σk-scalar curvature of g by

σk(g) := σk(g
−1 · Sg),

where g−1 · Sg is defined, locally by (g−1 · Sg)ij = gik(Sg)kj . When k = 1, σ1-scalar curvature is

just the scalar curvature R (up to a constant multiple). It is natural to consider manifolds with
metric of positive k-scalar curvature. However, the surgery might be not preserve this positivity.
In fact, we consider a stronger positivity. Define

Γ+
k = {Λ = (λ1, λ2, · · · , λn) ∈ Rn |σj(Λ) > 0,∀j ≤ k}.

A metric g is said to be in Γ+
k if σj(g)(x) > 0 for j ≤ k and x ∈ M . Such a metric is called

a metric of positive Γk-curvature, or a Γk-positive metric. When k = 1, it is just the metric of
positive curvature. From now on, we only consider the case k ≥ 2.

We want to analyze the Schouten tensor and derive some of geometric and topological
applications.

We note that positive Γ1-curvature is equivalent to positive scalar curvature, and the con-
dition of positive Γ1-curvature has some geometric and topological consequences for the mani-
fold M . For example, when (M, g) is locally conformally flat with positive Γ1-curvature, then
πi(M) = 0, ∀1 < i ≤ n

2 by a result of Schoen-Yau [115]. We will first prove that positive
Γk-curvature for any k ≥ n

2 implies positive Ricci curvature.

Theorem 7.1. Let (M, g) be a Riemannian manifold and x ∈M , if g has positive (nonnega-
tive resp.) Γk-curvature at x for some k ≥ n/2. Then its Ricci curvature is positive (nonnegative

70
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resp.) at x. Moreover, if Γk-curvature is nonnegative for some k > 1, then

Ricg ≥
2k − n

2n(k − 1)
Rg · g.

In particular if k ≥ n
2 ,

Ricg ≥
(2k − n)(n− 1)

(k − 1)

(
n

k

)− 1
k

σ
1
k
k (Sg) · g.

A direct consequence of Theorem 7.1 is

Corollary 7.1. Let (Mn, g) be a compact, locally conformally flat manifold with nonnega-
tive Γk-curvature everywhere for some k ≥ n/2. Then (M, g) is conformally equivalent to either
a space form or a finite quotient of a Riemannian Sn−1(c) × S1 for some constant c > 0 and
k = n/2. Especially, if g ∈ Γ+

k , then (M, g) is conformally equivalent to a spherical space form.

When k ≤ n/2, we have the following vanishing theorem.

Theorem 7.2. Let (M, g) be a compact, oriented and connected locally conformally flat
manifold. If g is a metric of positive Γk-curvature with 2 ≤ k < n/2, then for any

[
n+1

2

]
+1−k ≤

p ≤ n−
([
n+1

2

]
+ 1− k

)
Hp(M) = 0.

We first prove two lemmas. Here, we assume that k > 1.

Lemma 7.1. Let Λ = (λ1, λ2, · · · , λn−1, λn) ∈ Rn, and define

SΛ = Λ−
∑n

i=1 λi
2(n− 1)

(1, 1, · · · , 1).

If SΛ ∈ Γ̄+
k , then

(7.2) min
i=1,··· ,n

λi ≥
(2k − n)

2n(k − 1)

n∑
i=1

λi.

In particular if k ≥ n
2 ,

min
i=1,··· ,n

λi ≥
(2k − n)(n− 1)

(n− 2)(k − 1)

(
n

k

)− 1
k

σ
1
k
k (SΛ).

Proof: We first note that, for any non-zero vector A = (a1, · · · , an) ∈ Γ̄+
2 implies σ1(A) > 0.

This can be proved as follow. As A ∈ Γ̄+
2 , σ1(A) ≥ 0. If σ1(A) = 0, there must be ai > 0 for

some i since A is a non-zero vector. We may assume an > 0. Let (A|n) = (a1, · · · , an−1), we
have σ1(A|n) ≥ 0. This would give σ1(A) = σ1(A|n) + an > 0, a contradiction.

Now without loss of generality, we may assume that Λ is not a zero vector. By the assumption
SΛ ∈ Γ̄+

k for k ≥ 2, so we have
∑n

i=1 λi > 0.
Define

Λ0 = (1, 1, · · · , 1, δk) ∈ Rn−1 × R
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and we have SΛ0 = (a, · · · , a, b), where

δk =
(2k − n)(n− 1)

2nk − 2k − n
,

a = 1− n− 1 + δk
2(n− 1)

, b = δk −
n− 1 + δk
2(n− 1)

so that

(7.3) σk(SΛ0) = 0 and σj(SΛ0) > 0 for j ≤ k − 1.

It is clear that δk < 1 and so that a > b. Since (7.2) is invariant under the transformation Λ to
sΛ for s > 0, we may assume that

∑n
i=1 λi = tr(Λ0) = n − 1 + δk and λn = mini=1,··· ,n λi. We

write

SΛ = (a1, · · · , an).

We claim that

(7.4) λn ≥ δk.

This is equivalent to show

(7.5) an ≥ b.

Assume by contradiction that an < b. We consider Λt = tΛ0 + (1− t)Λ and

St := SΛt = tSΛ0 + (1− t)SΛ = ((1− t)a+ ta1, · · · , (1− t)a+ tan−1, (1− t)b+ tan).

By the convexity of the cone Γ+
k (see Proposition 1), we know

St ∈ Γ̄+
k , for any t ∈ (0, 1].

Especially, f(t) := σk(St) ≥ 0 for any t ∈ [0, 1]. By the definition of δk, f(0) = 0.
For any vector V = (v1, · · · , vn), let (V |i) = (v1, · · · , vi−1, vi+1, · · · , vn) be the vector with

the i-th component removed. Now we compute the derivative of f at 0

f ′(0) =
n−1∑
i=1

(ai − a)σk−1(S0|i) + (an − b)σk−1(S0|n).

Since (S0|i) = (S0|1) for i ≤ n− 1 and
∑n

i=1 ai = (n− 1)a+ b, we have

f ′(0) = (an − b)(σk−1(S0|n)− σk−1(S0|1)) < 0,

for σk−1(S0|n)− σk−1(S0|1) > 0. (Recall that b < a.) This is a contradiction, hence λn ≥ δk. It
follows that

min
i=1,··· ,n

λi ≥ δk =
2k − n

2n(k − 1)

n∑
i=1

λi.

Finally, the last inequality in the lemma follows from the Newton-MacLaurin inequality.
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Remark. It is clear from the above proof that the constant in Lemma 7.1 is optimal.
We next consider the case SΛ ∈ Γ̄+

n
2
.

Lemma 7.2. Let k = n/2 and Λ = (λ1, · · · , λn) ∈ Rn with SΛ ∈ Γ̄+
k . Then either λi > 0 for

any i or

Λ = (λ, λ, · · · , λ, 0)

up to a permutation. If the second case is true, then we must have σn
2
(SΛ) = 0.

Proof: By Lemma 7.1, we only need to check that for Λ = (λ1, · · · , λn−1, 0) with SΛ ∈ Γ̄+
k ,

λi = λj , ∀i, j = 1, 2, · · · , 2k − 1.

We use the same idea as in the proof of the previous Lemma. Without loss of generality, we may
assume that Λ is not a zero vector. By the assumption SΛ ∈ Γ̄+

k for k ≥ 2, we have
∑n−1

i=1 λi > 0.

Hence we may assume that
∑n−1

i=1 λi = n− 1. Define

Λ0 = (1, 1, · · · , 1, 0) ∈ Rn

It is easy to check that

(7.6) SΛ0 ∈ Γ+
k−1 and σk(SΛ0) = 0.

That is, SΛ0 ∈ Γ̄+
k . If λ’s are not all the same, we have

n−1∑
i=1

(λi − 1) = 0,

and
n−1∑
i=1

(λi − 1)2 > 0.

Now consider Λt = tΛ0 + (1− t)Λ and

St := SΛt = tSΛ0 + (1− t)SΛ = (
1

2
+ t(λ1 − 1), · · · , 1

2
+ t(λn−1 − 1),−1

2
).

From the assumption that A ∈ Γ̄+
k , (7.6) and the convexity of Γ̄+

k , we have

(7.7) St ∈ Γ̄+
k for t > 0.

For any i 6= j and any vector A, we denote (A|ij) be the vector with the i-th and j-th

components removed. Let Λ̃ = (1
2 , · · · ,

1
2 ,−

1
2) be n − 1-vector, Λ∗ = (1

2 , · · · ,
1
2 ,−

1
2) be n − 2-

vector. It is clear that ∀i 6= j, i, j ≤ n− 1,

σk−1(S0|i) = σk−1(Λ̃) > 0,

σk−2(S0|ij) = σk−2(Λ∗) > 0.
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Now we expand f(t) = σk(St) at t = 0. By (7.6), f(0) = 0. We compute

f ′(0) =

n−1∑
i=1

(λi − 1)σk−1(S0|i)

= σk−1(Λ̃)

n−1∑
i=1

(λi − 1) = 0

and

f ′′(0) =
∑
i 6=j

(λi − 1)(λj − 1)σk−2(S0|ij)

= σk−2(Λ∗)
∑
i 6=j

(λi − 1)(λj − 1)

= −σk−2(Λ∗)
n−1∑
i=1

(λi − 1)2 < 0,

for σk−2(S0|ij) = σk−2(Λ∗) > 0 for any i 6= j and
∑

i 6=j(λj − 1) = (1− λi). Hence f(t) < 0 for

small t > 0, which contradicts (7.7).

Remark. From the proof of Lemma 7.2, there is a constant C > 0 depending only on n and

σ
2
n
n
2

(SΛ)

σ1(SΛ) such that

min
i
λi ≥ Cσ

2
n
n
2

(SΛ).

Proof of Theorem 7.1. Theorem 7.1 follows directly from Lemmas 7.1 and 7.2.

Corollary 7.2. Let (M, g) is a n-dimensional Riemannian manifold and k ≥ n/2, and let
N = M × S1 be the product manifold. Then N does not have positive Γk-curvature. If N has
nonnegative Γk-curvature, then (M, g) is an Einstein manifold, and there are two cases: either
k = n/2 or k > n/2 and (M, g) is a torus.

Proof: This follows from Lemmas 7.1 and 7.2.

Proof of Corollary 7.1. From Theorem 7.1, we know that the Ricci curvature Ricg is nonnegative.
Now we deform it by the Yamabe flow considered by Hamilton, Ye [132] and Chow [38] to obtain
a conformal metric g̃ of constant scalar curvature. The Ricci curvature Ricg̃ is nonnegative, for
the Yamabe flow preserves the non-negativity of Ricci curvature, see [38]. Now by a classification
result given in [119, 34], we have (M, g̃) is isometric to either a space form or a finite quotient of
a Riemannian Sn−1(c)× S1 for some constant c > 0. In the latter case, it is clear that k = n/2,
otherwise it can not have nonnegative Γk-curvature.
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Let U be a coordinate chart around a point x ∈ M and consider the space of l − jets of
metrics with respect to the chart U . Let J l(p) = ({gij}, {∂1gij}, · · · , {∂αgij}|α|=l), where α is

a multi-index. Let J lk,+(p) be the subset of J l(p) consisting of elements with positive σj-scalar

curvature for all j ≤ k. It is clear that J∞k,+ = J2
k,+×R∞, for the curvature tensor depends only

on 2-jets. Now we have

Proposition 7.1. The set J2
k,+(p) is contractible.

Proof: From the proof of Theorem 1 in [48], we only need to check that the set

∆ := {v : (δij , 0, v) ∈ J2
k,+(p)}

is contractible. The Christoffel symbols and their derivatives for any element in ∆ are Γkij = 0
and

∂lΓ
k
ij =

1

2
(∂l∂igjk∂l∂jgik − ∂l∂kgij).

And the Ricci curvature and the scalar curvature are

Rij =
1

2

∑
l

(∂l∂jgil + ∂i∂lglj − ∂l∂lgij − ∂i∂jgll)

and
R =

∑
i 6=j

∂j∂igij − ∂j∂jgii.

Hence the Schouten tensor is

Sij =
1

2

∑
l

(∂l∂jgil + ∂i∂lglj − ∂l∂lgij − ∂i∂jgll)

− 1

2(n− 1)

∑
i 6=j

∂j∂igij − ∂j∂jgii.

By Proposition 13.4, the set ∆ is convex, hence contractible.

We now prove Theorem 7.2. The proof here follows similar arguments as in the proof
of Theorem 7.1. This type argument gives a general condition under which Λ ∈ Γ+

k implies
Gn,p(Λ) > 0 is reduced to a combinatoric problem.

Let Λ = (λ1, λ2, · · · , λn) ∈ Rn be an n-tuple. For any j = 1, 2, · · · , n, we set Λ|j =
(λ1, · · · , λj−1, λj+1, · · · , λn). Assume that 2 ≤ k < n/2, 1 ≤ p ≤ n/2. Define a function
Gn,p : Rn → R by

Gn,p(Λ) = min
(i1,··· ,in)

{(n− p)
p∑
j=1

λij + p

n∑
j=p+1

λij},

where (i1, · · · , in) is a permutation of (1, 2, · · · , n) and the minimum is taken over all permuta-
tions. Gn,p is related to a geometric quantity arising in the Weitzenböck form for p-forms (see
(7.16)).

We define some special n-tuples, which will be used crucially. Let Ip = (1, 1, · · · , 1) ∈ Rp
and s > 0. Define n-tuples by

En,p = (In−p,−Ip) and Esn,p = (In−p,−sIp).
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It is trivial to see that Gn,p(En,p) = 0.

Lemma 7.3. For any s > 0, if Esn,p ∈ Γ
+
k , then Esn−1,p ∈ Γ+

k−1 and Esn−2,p−1 ∈ Γ+
k−1. If

En,p ∈ Γ
+
k , then En−2,p−1 ∈ Γ+

k .

Proof: First, it is easy to check that Esn−1,p ∈ Γ+
k−1 implies Esn−2,p−1 ∈ Γ+

k−1. If Esn,p ∈ Γ+
k

(resp. Γ
+
k ), then Esn−1,p ∈ Γ+

k−1 (resp. Γ
+
k−1). Hence, we only need to deal with the case that

σk(E
s
n,p) = 0. Assume by contradiction that σk−1(Esn−1,p) = 0. Since σk(E

s
n,p) = σk−1(Esn−1,p)+

σk(E
s
n−1,p), we have σk(E

s
n−1,p) = 0. Together with Esn−1,p ∈ Γ

+
k−1, it implies Esn−1,p ∈ Γ

+
k .

We may repeat this argument to produce a sequence of integers m such that Esm,p ∈ Γ
+
k and

σk(E
s
m,p) = σk(E

s
m+1,p) = 0. This process must be stopped somewhere since −sIp is not in Γ

+
k .

We then obtain an integer m such that σk(E
s
m,p) = σk(E

s
m+1,p) = 0 and Esm,p ∈ Γ+

k−1. Now

0 = σk(E
s
m+1,p) = σk−1(Esm,p) + σk(E

s
m,p) > 0,

this is a contradiction.
To prove the last assertion in the lemma, note that we already have En−2,p−1 ∈ Γ

+
k−1. Now,

0 ≤ σk(En,p) = σk(En−2,p−1)− σk−2(En−2,p−1).

It follows that
σk(En−2,p−1) ≥ σk−2(En−2,p−1) > 0.

Lemma 7.4. For 3 ≤ p ≤ n/2, if

(7.8) k ≥ n− 2p+ 4−
√
n− 2p+ 4

2
,

then En,p 6∈ Γ
+
k . For p = 2,

k ≥ n−
√
n

2
,

then En,2 6∈ Γ+
k . In particular, if k = [n+1

2 ] + 1− p, then En,p 6∈ Γ
+
k .

Proof: If p = 2, it is easy to compute

σk(En,2) = σk(In−2)− 2σk−1(In−2) + σk−2(In−2)

= =
(n− 2)!

k!(n− k)!
{(n− 2k)2 − n} ≤ 0,

if k ≥ n−
√
n

2 .

If p > 2 and En,p ∈ Γk, applying Lemma 7.3 (the last assertion) repeatedly, we have
En−2p+4,2 ∈ Γ+

k . However, one can compute

σk(En−2p+4,2) = σk(In−2p+2) + σk−2(In−2p+2)− 2σk−1(In−2p+2)

=
(n− 2p+ 2)!

k!(n− 2p+ 2− k)!
{(n− 2p+ 4− 2k)2 − (n− 2p+ 4) ≤ 0,

for k satisfies (7.8). A contradiction.
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Lemma 7.5. Let 0 < s < 1 and p ≤ n/2. If Esn,p ∈ Γ
+
k with σk(E

s
n,p) = 0, then for any

Λ ∈ Γ
+
k with σ1(Λ) > 0

Gn,p(Λ) > 0.

Proof: First note that σ1(Esn,p) > 0. By Lemma 7.3, we have σk−1(Esn−1,p−1) > 0. Using the

identity
∑n

j=1 σk−1(Λ|j)λj = kσk(Λ) we have

(7.9) 0 = kσk(E
s
n,p) = (n− p)σk−1(Esn−1,p)− spσk−1(Esn−1,p−1).

Now rearrange Λ = (λ1, λ2, · · · , λn) such that λ1 ≥ λ2 ≥ · · · ≥ λn. It is obvious that

Gn,p(Λ) = p

n−p∑
j=1

λj + (n− p)
n∑

j=n−p+1

λj .

We want to show that it is positive for Λ ∈ Γ+
k with σ1(Λ) > 0. Consider a function f(t) =

σk((1− t)Esn,p + tΛ). Denote Esn,p = (e1, e2, · · · , en). By the convexity of Γk, we know f(t) ≥ 0.
Since f(0) = 0, we have f ′(0) ≥ 0 which implies

(7.10)

0 ≤ f ′(0) =

n∑
j=1

σk−1(Esn,p|j)(λj − ej) =

n∑
j=1

σk−1(Esn,p|j)λj − σk(Esn,p)

= σk−1(Esn−1,p)

n−p∑
j=1

λj + σk−1(Esn−1,p−1)
n∑

j=n−p+1

λj

= σk−1(Esn−1,p){
n−p∑
j=1

λj +
n− p
sp

n∑
j=n−p+1

λj} (by (7.9))

=
σk−1(Esn−1,p)

sp
{sp

n−p∑
j=1

λj + (n− p)
n∑

j=n−p+1

λ}.

From Lemma 7.3 we have σk−1(Esn−1,p) > 0. Hence, (7.10) implies that

(7.11) sp

n−p∑
j=1

λj + (n− p)
n∑

j=n−p+1

λ ≥ 0.

From assumption that σ1(Λ) =
∑n

j=1 λj > 0, we have
∑n−p

j=1 λj > 0. Therefore, (7.11) implies

that Gn,p(Λ) > 0.

Lemma 7.6. Assume that for some 1 ≤ p < n
2 and 2 ≤ k ≤ n/2, En,p ∈ Γ

+
k with σk(En,p) = 0.

If Λ ∈ Γ+
k , then Gn,p(Λ) > 0.

Proof: Since the positivity of G(Λ) does not change under a rescaling Λ→ µΛ, we may assume
that σ1(Λ) = σ1(En,p). As in the previous lemma, we consider the function f(t) = σk((1 −
t)En,p + tΛ). We have f ′(0) ≥ 0. The argument given in the previous Lemma implies that
Gn,p(Λ) > 0 or Gn,p(Λ) = 0. Hence, we only need to exclude the latter case. Assume by
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contradiction that Gn,p(Λ) = 0. We have f ′(0) = 0. Since f(0) = 0 and f(t) ≥ 0 for any
t ∈ [0, 1], we have f ′′(0) ≥ 0. By our choice of En,p, it is clear that Gn,p(En,p) = 0. This,
together with Gn,p(Λ) = 0, gives

(7.12) p

n−p∑
i=1

(ei − λi) + (n− p)
n∑

i=n−p+1

(ei − λi) = 0.

Here we denote En,p by (e1, e2, · · · , en). The normalization σ1(Λ) = σ1(En,p) gives

(7.13)

n−p∑
i=1

(ei − λi) +
n∑

i=n−p+1

(ei − λi) = 0.

(7.12) and (7.13) imply

(7.14)

n−p∑
i=1

(ei − λi) =

n∑
i=n−p+1

(ei − λi) = 0.

Let Λ̃1 = (e1 − λ1, · · · , en−p − λn−p) and Λ̃2 = (en−p+1 − λn−p+1, · · · , en − λn). (7.14) means

that σ1(Λ̃1) = σ1(Λ̃2) = 0. Now we compute f ′′(0)
(7.15)

0 ≤ f ′′(0) =
∑
i 6=j

σk−2(En,p|ij)(λi − ei)(λj − ej)

= 2{σk−2(En−2,p−1)σ1(Λ̃1)σ1(Λ̃2) + σk−2(En−2,p−2)σ2(Λ̃1) + σk−2(En−2,p)σ2(Λ̃2)}

= σk−2(En−2,p−2){σ2
1(Λ̃1)−

n−p∑
i=1

(ei − λi)2}+ σk−2(En−2,p){σ2
1(Λ̃2)−

n∑
n−p+1

(ei − λi)2}

= −σk−2(En−2,p−2)

n−p∑
i=1

(ei − λi)2 − σk−2(En−2,p)

n∑
i=n−p+1

(ei − λi)2.

By Lemma 1, we know that σk−2(En−2,p−2) > 0 and σk−2(En−2,p) > 0. Hence, (7.15) implies
that

ei = ai, for any i.

This is a contradiction, since Λ ∈ Γ+
k and En,p 6∈ Γ+

k by assumption.

Proposition 7.2. (i). Suppose that σk(En,p) < 0 for some 2 ≤ k < n/2 and 2 ≤ p < n/2.

If Λ ∈ Γ
+
k with σ1(Λ) > 0, then Gn,q(Λ) > 0 for any p ≤ q ≤ n/2.

(ii). Suppose that σk(En,p) = 0 and En,p ∈ Γ
+
k for some 2 ≤ k < n/2 and 2 ≤ p < n/2. If

Λ ∈ Γ+
k , then Gn,q(Λ) > 0 for any p ≤ q ≤ n/2.

Proof: It is easy to see that σk(E
s
n,p), as a function of s, is decreasing. Hence there is a s ∈ (0, 1)

such that σk(E
s
n,p) = 0 and (i follows from Lemma 7.5. (ii) has be proven in Lemma 7.6.
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Combine with Lemma 7.4 and Proposition 7.2, we have

Corollary 7.3. (i) Let p and k satisfy

k ≥ n− 2p+ 4−
√
n− 2p+ 4

2
.

Then Gn,p(Λ) > 0, if either Λ ∈ Γ+
k or, Λ ∈ Γ

+
k with σ1(Λ) > 0. In particular, if Λ ∈ Γ+

2 , then

Gn,q(Λ) > 0 for any n−
√
n

2 ≤ q ≤ n/2.

(ii) If Λ ∈ Γ+
k , then Gn,p(Λ) > 0 for any

[
n+1

2

]
+ 1− k ≤ p ≤ n/2.

We now prove a vanishing theorem of cohomology group of locally conformally flat manifolds
of positive Γk curvature.

Proposition 7.3. Let (Mn, g) be a compact, locally conformally flat manifold with g ∈ Γ+
k .

Then

(a). the qth Betti number bq = 0 for[
n+ 1

2

]
+ 1− k ≤ q ≤ n−

([
n+ 1

2

]
+ 1− k

)
.

(b). if k > n−
√
n

2 then bq = 0 for any 2 ≤ q ≤ n− 2.

(c). If k = n−
√
n

2 and b2 6= 0, then (M, g) is a quotient of Sn−2×H2. Here H2 is a hyperbolic

plane of sectional curvature −1 and Sn−2 is the standard sphere of sectional curvature
1.

Proof: Recall the Weiztenböck formula for p-forms ω

∆ω = tr∇2ω +Rω,

where

Rω =
∑
j,l=1

ωj ∧ i(el)R(ej , el)ω.

Here ej is a local basis and i(·) denotes the interior product ∆ = dd∗ + d∗d is the Hodge-de
Rham Laplacian. In local coordinates, let ω = ω1 ∧ · · · ∧ ωp. Then

(7.16) Rω =

(n− p)
p∑
i=1

λi + p
n∑

i=p+1

λi

ω,

where λ’s are eigenvalues of the Schouten tenser Sg. Under the conditions given in (a) or
(b) in the proposition, Corollary 2 implies that R is a positive operator. It is clear from the
Weiztenböck formula that Hq(M) = {0} for such q considered in (a) and (b) in the proposition.
Hence (a) and (b) follow.

Now we prove (c). By assumption, there is a non-zero harmonic 2-form ω. In this case, R
is non-negative. From the Weiztenböck formula, one can prove that ω is parallel. Now one can
follows the argument given in [90] to prove that the universal cover M̃ of M is Sn−2 ×H2.
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Notes

Theorem 7.1 was proved in [70]. Theorem 7.2 was proved in [63] when g is a metric of
positive Γk-curvature with k < n/2. When k = 1, the above was proved by Bourguignon [19]
(see also [96]). The condition in Theorem 7.2 is optimal. For example, the Hopf manifold
S2m−1 × S1 is in Γm−1 and has non-vanishing H1. In the case of positive scalar curvature,
there is a developing map of M to Ω ⊂ Sn by Schoen-Yau [115]. A substantially deep results
regarding the Hausdorff dimension of Sn \ Ω was proved in [115]. If g ∈ Γ+

2 , see a recent result
of Chang-Hang-Yang [28] on improved estimate on the Hausdorff dimension of Sn \ Ω.



CHAPTER 8

Local estimates for elliptic conformal equations

In this chapter, we are interested in the following conformally invariant fully nonlinear
equation for g ∈ [g0],

(8.1)
σk(g)

σl(g)
= f, 0 ≤ l < k ≤ n.

Equation (8.1) is related to the deformation of conformal metrics. If g = e−2ug0, the Schouten
tensor of g can be computed as

∇2u+ du⊗ du− |∇u|
2

2
g0 + Sg0 .

Equation (8.1) has the following form:

(8.2)
σk
σl

(
∇2u+ du⊗ du− |∇u|

2

2
g0 + Sg0

)
= fe−2(k−l)u, 0 ≤ l < k ≤ n,

where f is a nonnegative function.
When of k = 1, l = 0, equation (8.1) is the Yamabe equation. Equation (8.1) is a type

of fully nonlinear equation when k ≥ 2. To solve the problem, one needs to establish a priori
estimates for the solutions of these equations. It is known that such a priori estimates do not
exist in general. On the standard sphere there is a non-compact family of solutions to equation
(8.1). As in the Yamabe problem, the blow-up analysis is important to rule out the exceptional
case. In order to carry on the blow-up analysis, the crucial step is to establish some appropriate
local estimates for solutions of equation (8.1).

The main objective of this chapter is to prove local gradient estimates for the conformal
quotient equation (8.1). We will also deduce local C2 estimates from the local gradient estimates.

A metric g is said to be admissible if g−1 ·Sg ∈ Γ+
k for every point x ∈M . If g = e−2ug0, we

say u is admissible if g is admissible.

Theorem 8.1. Suppose f is a positive function on M . Let u ∈ C3(Br) be an admissible
solution of (8.2) in Br, the geodesic ball of radius r in a Riemannian manifold (M, g0). Then,
there exists a constant c1 > 0 depending only on r, ‖g0‖C3(Br) and ‖f‖C1(Br) (independent of
inf f), such that

(8.3) sup
Br/2

{|∇u|2} ≤ c1(1 + e−2 infBr u).

From Theorem 8.1, the “blow-up” analysis usually for semilinear equations, for example,
harmonic map equation, Yang-Mills equation and the Yamabe equation, works for (8.2). It is

81
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an interesting phenomenon, since typical fully nonlinear equations do not admit such blow-up
analysis.

Corollary 8.1. There exists a constant ε0 > 0 such that for any sequence of solutions ui
of (8.2) in B1 with

(8.4)

∫
B1

e−nudvol(g0) ≤ ε0,

either

(1) There is a subsequence uil uniformly converges to +∞ in any compact subset in B1, or

(2) There is a subsequence uil converges strongly in C1,α
loc (B1), ∀0 < α < 1. If f is smooth

and strictly positive in B1, then uil converges strongly in Cmloc(B1), ∀m.

Local gradient estimates

We devote the proof of local gradient estimates (8.3). The local C2 estimates has already
been proved in Lemma 8.3.

We recall some notations. Let Λ = (λ1, . . . , λn) ∈ Rn. The k-th elementary symmetric
functions is defined as

σk(Λ) =
∑

i1<···<ik

λi1 · · ·λik .

Set σ0 = 1 and σq = 0 for q > n. σk can be extended as function on real symmetric n × n
matrices. A real symmetric matrix A is said to lie in Γ+

k if its eigenvalues lie in Γ+
k .

Let Λi = (λ1, · · · , λ̌i, · · · , λn) = (λ1, λ2, · · · , λi−1, λi+1, · · · , λn) and Λij = (λ1, · · · , λ̌i,
· · · , λ̌j , · · · , λn) for i 6= j. Therefore, σq(Λi) (σq(Λij) resp.) means the sum of the terms of
σq(Λ) not containing the factor λi (λi and λj resp.).

Proof of local gradient estimates in Theorem 8.1. We first reduce the proof of the local gradient
estimates to Claim (8.14) below. This is an easy part of proof, which works for more general
form of F . The difficult part is the verification of Claim (8.14), which will be carried out in the
next section.

We may assume r = 1. Let ρ be a test function ρ ∈ C∞0 (B1) such that

(8.5)
ρ ≥ 0, in B1, ρ = 1, in B1/2,

|∇ρ(x)| ≤ 200ρ1/2(x), |∇2ρ| ≤ 100, in B1.

Set H = ρ|∇u|2 , we estimate the maximum of H. Assume that H achieves its maximum
at x0. After an appropriate choice of the normal frame at x0, we may assume that W =

(uij + uiuj − |∇u|
2

2 δij + Sij) is diagonal at the point, where ui and uij are the first order and
second order covariant derivatives respectively. Let wij be the entries of W , we have at x0,

(8.6) wii = uii + u2
i − 1

2 |∇u|
2 + Sii, uij = −uiuj − Sij , ∀i 6= j,

where Sij are entries of Sg0 and ui = ∇iu = ∂u
∂xi

.
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By the choice of the test function ρ, we have at x0

(8.7) |
n∑
l=1

uilul| ≤ 100ρ−1/2|∇u|2.

We may assume that H(x0) ≥ 104A2
0, that is ρ−1/2 ≤ 1

100A0
|∇u|, and |Sg0 | ≤ A−1

0 |∇u|2 for some

constant A0 to be chosen later, otherwise we are done. Thus, from (8.7) we have

(8.8) |
n∑
l=1

uilul| ≤
|∇u|3

A0
(x0).

We denote λi = wii and Λ = (λ1, λ2, · · · , λn). In what follows, we denote C (which may vary
from line to line) as a constant depending only on ‖f‖C1(B1), k, n, and ‖g0‖C3(B1) (‖f‖C2(B1)

and ‖g0‖C4(B1) in the next section). By Proposition 13.4 and (8.8),

(8.9) 0 ≥ F ijHij = F ij
{(
−2

ρiρj
ρ

+ ρij

)
|∇u|2 + 2ρulijul + 2ρuilujl

}
.

The first term in (8.9) is bounded from below by 105
∑

i≥1 F
ii|∇u|2.

By interchanging covariant derivatives, the second term in (8.9) can be estimated as follows,

(8.10)

∑
i,j,l

F ijuijlul ≥
∑
i,j,l

F ijuijlul − C|∇u|2
∑
i

F ii

=
∑
i,j,l

{F ij(wij)lul − F ij(uiuj −
|∇u|2

2
δij)lul} − C|∇u|2

∑
i

F ii

=
∑
l

Flul − 2
∑
i,j,l

F ijuilujul +
∑
i,k,l

F iiuklukul − C|∇u|2
∑
i

F ii

=
∑
l

e−2u(flul − 2f |∇u|2)− 2
∑
i,l

F iiuilului +
∑
i,l

F iiuilului − C|∇u|2
∑
i

F ii

≥ −C(1 + e−2u)|∇u|2 −
∑
i

F ii
|∇u|4

A0
.

To obtain the local estimates, we need the following Lemma.

Lemma 8.1. There is constant A0 depending only on k, n, and ‖g0‖C3(B1), such that,

(8.11)
∑
i,j,l

F ijuilujl ≥ A
− 3

4
0 |∇u|

4
∑
i≥1

F ii.

Assuming the lemma, local gradient estimate (8.3) can be proved as follows.
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As
∑

i F
ii ≥ 1, inequalities (8.9), (8.10) and (8.11) yield

(8.12)

0 ≥ −105|∇u|2
∑
j

F jj − Ce−2uρ|∇u|2 +

(
−(n+ 2)2

A0
+A

− 3
4

0

)
ρ|∇u|4

∑
j

F jj

≥
∑
j

F jj
{
−105n|∇u|2 − Ce−2 inf u|∇u|2 +

(
−(n+ 2)2

A0
+A

− 3
4

0

)
ρ|∇u|4

}
.

Choosing A0 large enough so that A0 > 2((n+ 2)2)4 and multiplying (8.12) by ρ, we get

H2 ≤ C(1 + e−2 inf u)H,

thus

|∇u(x)|2 ≤ C(1 + e−2 infx∈B1
u) for x ∈ B1/2.

Therefore (8.3) of Theorem 8.1 is proved, assuming Lemma 8.1.
Proof of Lemma 8.1. Set ũij = uij + Sij , we estimate that,

(8.13)
∑
i,j,l

F ijuilujl ≥
1

2

∑
i,l

F iiũ2
il − C

1

A2
0

|∇u|4
∑
i

F ii.

Hence, to prove the Lemma we only need to check the following

Claim: There is a constant A0 depending only on k, n, and ‖g0‖C3(B1), such that,

(8.14)
∑
i,l

F iiũ2
il ≥ A

− 5
8

0

∑
i

F ii|∇u|4.

From (8.6), the left hand side can be expressed as

(8.15)

∑
i,l F

iiũ2
il =

∑
i F

iiũ2
ii +

∑
i 6=l F

iiu2
iu

2
l

=
∑
i

F ii
{
ũ2
ii + u2

i (|∇u|2 − u2
i )
}

=
∑
i

F ii(λ2
i − 2u2

iλi + λi|∇u|2 +
|∇u|4

4
).

The Claim (8.14) and (8.15) yield

Lemma 8.2. There is a constant A0 depending only on k, n, and ‖g0‖C3(B1), such that,

(8.16)
∑
i,l

F iiũ2
il ≥ A

− 5
8

0

∑
i

F ii(|∇u|4 + λ2
i ).

We note by the Newton-MacLaurin inequality, it then follows that

(8.17)
∑
i,l

F iiũ2
il ≥ A

− 5
8

0 (
σk(W )σl+1(W )

σ2
l (W )

+ |∇u|4
∑
i

F ii).

.
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Proof of Lemma 8.2. Let Ĩ = {i| λ2
i ≥ 9|∇u|4}. It follows from (8.15) that

(8.18)
∑
i,l

F iiũ2
il ≥

1

2

∑
i∈Ĩ

F iiλ2
i .

Note that for i not in Ĩ, λ2
i ≤ 9|∇u|4. Therefore, (8.16) follows from (8.18) and Claim (8.14).

We verify the Claim (8.14).

Proof of Claim. Set I = {1, 2, · · · , n}. Recall that at x0, by (8.8), we have for any i ∈ I,

|ui
(
uii − (|∇u|2 − u2

i )
)
−
∑
l

Silul| = |
∑
l

uilul| ≤
1

A0
|∇u|3.

This implies

(8.19) |ui
(
uii − (|∇u|2 − u2

i )
)
| ≤ 2

A0
|∇u|3.

Set δ0 = A
−1/4
0 . Sometimes, for simplicity of notation, we denote Wii by λi. We divide I into

three subsets I1, I2 and I3 by

I1 = {i ∈ I |u2
i ≥ δ0|∇u|2}, I2 = {i ∈ I |u2

i < δ0|∇u|2 & ũ2
ii ≥ δ2

0 |∇u|4}
and

I3 = {i ∈ I |u2
i < δ0|∇u|2 & ũ2

ii < δ2
0 |∇u|4}

For any i ∈ I1, by (8.19) we can deduce that

(8.20)

∣∣∣∣λi − |∇u|22

∣∣∣∣ < 2δ3
0 |∇u|2 < 2δ2

0 |∇u|2.

For any j ∈ I3, since λj = ũjj + u2
j − |∇u|2/2, we have

(8.21)

∣∣∣∣λj +
|∇u|2

2

∣∣∣∣ < 2δ0|∇u|2 = 2A
− 1

4
0 |∇u|

2.

In particular, λi > 0 if i ∈ I1 and λj < 0 if j ∈ I3, for large small δ0.
We verify the Claim (8.14) by dividing into two cases.

Case 1. |I3| = 0.
First we note that this case includes the case k = n. If ũ2

ii + u2
i (|∇u|2 − u2

i ) ≥ δ2
0 |∇u|4 for

all i ∈ I, the Claim follows from (8.15) easily. Therefore we may assume that there is i0 such
that ũ2

i0i0
≤ δ2

0 |∇u|4. Recall that ũii = uii + Sii. Since I3 = 0, we have i0 ∈ I1. Thus,

(8.22) ũ2
i0i0 ≤ δ

2
0 |∇u|4 and u2

i0 ≥ δ0|∇u|2.

Assume that i0 = 1. By (8.19) we have u2
1 ≥ (1 − 2δ0)|∇u|2 and λ1 > 0. Now it is clear that

(|∇u|2 − u2
j ) ≥ (1− 2δ0)|∇u|2 for all j > 1, and there is no other j ∈ I, j 6= 1 satisfying (8.22) if

A0 is large enough. Hence, for any j > 1, ũjj ≥ δ2
0 |∇u|4 Hence, we have

(8.23) ũ2
jj + u2

j (|∇u|2 − u2
j ) ≥ δ2

0 |∇u|4 for any j > 1.
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If there is j0 ≥ 2 such that λj0 ≤ λ1, by Lemma 13.3 we have F j0j0 ≥ F 11. By (8.23)

∑
i,l

F iiũ2
il ≥ δ2

0 |∇u|4
n∑
i=2

F ii ≥ 1

2
δ2

0 |∇u|4
n∑
i=1

F ii.

Hence, we may assume that λj ≥ λ1 for any j ≥ 2. It follows that Λ = (λ1, λ2, · · · , λn) ∈ Γ+
n .

By Lemma 13.3 we have F jjλ2
j ≥ F 11λ2

i for any j ≥ 2. And we have |∇u|2 − 2u2
j ≥ 0 for any

j ≥ 2. Note that λ1 ≥ (1
2 − 2δ2

0)|∇u|2 by (8.20), altogether we have

∑
i,l

F iiũ2
il ≥

n∑
j=2

F jj(λ2
j +
|∇u|2

4
) ≥

n∑
j=2

F jjλ2
j ≥

n∑
j=1

F jj
λ2
j

2
≥ (

1

4
− δ2

0)2
n∑
j=1

F jj |∇u|2.

Case 2. |I3| 6= 0.
By (8.21), for j ∈ I3 we have

(8.24) λ2
j − 2ujλj ≥ (

1

4
− 2δ0)|∇u|4.

For j ∈ I2, it is clear that λ2
j − 2u2

jλj = (λj − u2
j )

2 − u4
j ≥ −δ2

0 |∇u|4. Set F̃ 1 = maxi∈I1 F
ii, we

have

(8.25)
∑
j∈I2

F jj(λ2
j − 2u2

jλj) ≥ −δ2
0 |∇u|4

∑
i

F ii.

Observation: The Claim is true if
∑

j∈I2∪I3 F
jj ≥ (1 + c0)F̃ 1 for some c0 > 0 independent of

δ0.

The Observation follows from (8.19)–(8.25), since



8. LOCAL ESTIMATES FOR ELLIPTIC CONFORMAL EQUATIONS 87

(8.26)

∑
i,l

F iiũ2
il =

∑
i

F ii(λ2
i − 2u2

iλi + λi|∇u|2 +
|∇u|4

4
)

=
∑
i

F ii(λ2
i − 2u2

iλi) +
|∇u|4

4

∑
i

F ii + F |∇u|2

≥ (
∑
i∈I1

+
∑
i∈I2

+
∑
i∈I3

)F ii(λ2
i − 2u2

iλi) +
|∇u|4

4

∑
i

F ii

≥
∑
i∈I1

F ii
(
|∇u|4

4
− 2u2

i

|∇u|2

2

)
+
∑
j∈I3

F jj
|∇u|4

4
+ (1− 32δ2

0)
|∇u|4

4

∑
i

F ii

≥ F̃ 1 |∇u|4

4
− F̃ 1|∇u|4 +

∑
j∈I3

F jj
|∇u|4

4
+ (1− 32δ2

0)
|∇u|4

4

∑
i

F ii,

≥ −F̃ 1 |∇u|4

2
+ (1− 32δ2

0)
|∇u|4

4

∑
i

F ii

≥ (
1

2
c0 − 32δ2

0)
|∇u|4

4

∑
i

F ii.

We note that, if |I3| ≥ 2, (8.20) and (8.21) implies that for any i ∈ I1 and j ∈ I3 we have

λi > λj . So F ii ≤ F jj by Lemma 13.3. Hence
∑

j∈I3 F
jj ≥ |I3|F̃ 1 ≥ 2F̃ 1 and the Claim follows

from the Observation. Therefore in the rest of proof, we may assume |I3| = 1 and may take
I3 = {n} . We divide it into three subcases.

Subcase 2.1. |I3| = 1, |I1| ≥ 2.

Since F̃ 1 ≤ Fnn, we may assume that F jj ≤ 1
2 F̃

1 for any j ∈ I2. Otherwise,
∑

j∈I2∪I3 F
jj ≥

3
2 F̃

1 and the Claim is true by the Observation. From Lemma 13.3 and (8.20), F jj ≤ F̃ 1

implies that λj ≥ infi∈I1 λi ≥ (1
2 − 2δ2

0)|∇u|2. It is clear to see that u2
i ≤ (1 − δ0)|∇u|2, for

|I1| ≥ 2. By the Observation we may assume Fnn ≤ 2F̃ 1. From these facts, together with
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(8.20) and (8.25), we estimate

∑
i,l

F iiũ2
il ≥

n−1∑
i=1

F ii(λ2
i − 2u2

iλi + λi|∇u|2 +
|∇u|4

4
)

≥
∑
i∈I1

F ii(λ2
i − 2u2

iλi + λi|∇u|2) +
|∇u|4

4

n−1∑
i=1

F ii

≥ |∇u|4{3

4

∑
i∈I1

F ii −
∑
i∈I1

F ii(1− δ0) +
1

4

n−1∑
i=1

F ii − 32δ2
0

4

∑
i

F ii}

≥ 1

2
δ0
|∇u|4

4

n−1∑
i=1

F ii − 32δ2
0

|∇u|4

4

∑
i

F ii

≥ 1

4
δ0
|∇u|4

4

n−1∑
i=1

F ii ≥ 1

8
δ0
|∇u|4

4

n∑
i=1

F ii.

Subcase 2.2. |I3| = 1, |I1| = 1 and k ≤ n− 2.
In this subcase, I2 = {2, 3, · · · , n− 1}. As in Subcase 2.1, we may assume that λj ≥ λ1 for

any j ∈ I2. First we assume that there is a j0 ∈ I2 such that Λ1j0 ∈ Γ+
k−1. By Lemma 13.3, we

have F j0j0λ2
j0
≥ F 11λ2

1.

Using (8.20) and (8.21), we compute∑
i,l

F iiũ2
il ≥

∑
i

F ii(λ2
i − 2u2

iλi + λi|∇u|2 +
|∇u|4

4
)

≥ F 11(λ2
1 − 2|∇u|2λ1) +

1

2

n−1∑
j=2

F iiλ2
i + Fnnλ2

n +
n∑
i=1

F ii
|∇u|4

4
+ F |∇u|2

≥ −3

4
F 11|∇u|4 +

1

2
F j0j0λ2

j0 + Fnn
|∇u|4

4
+

n∑
i=1

F ii
|∇u|4

4
− 32δ2

0 |∇u|4
∑
i

F ii

≥ 1

8
|∇u|4

∑
i

F ii − 32δ2
0 |∇u|4

∑
i

F ii

So the Claim will follow if we pick A0 large enough.
Hence, we may assume that for any j ∈ I2, σk−1(Λ1j) ≤ 0. From this fact, we want to show

that

(8.27) σk−1(Λ1n) ≤ n− 2

n− k − 1
(λ1 + |λn|)σk−2(Λ1n).

Assume that λ2 = minj∈I2 λj . From

0 ≥ σk−1(Λ12) = σk−1(Λ12n) + λnσk−2(Λ12n)
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we have σk−1(Λ12n) ≤ |λn|σk−2(Λ12n). )Recall that λn < 0.) As 0 < λ2 ≤ λj for any 3 ≤ j ≤
n− 1, by counting the terms, it’s easy to see that

σk−1(Λ1n) ≤ n− 2

n− k − 1
σk−1(Λ12n).

Altogether gives that

σk−1(Λ1n) ≤ n− 2

n− k − 1
σk−1(Λ1n) ≤ n− 2

n− k − 1
|λn|σk−2(Λ1n)

≤ n− 2

n− k − 1
(λ1 + |λn|)σk−2(Λ1n).

We now want to make use of (8.27). By (8.63) we have

(8.28)

F 11 = F ∗{[σl(Λ1n)σk−1(Λ1n)− σl−1(Λ1n)σk(Λ1n)]

+λn[σl(Λ1n)σk−2(Λ1n)− σk(Λ1n)σl−2(Λ1n)]

+λ2
n[σl−1(Λ1n)σk−2(Λ1n)− σk−1(Λ1n)σl−2(Λ1n)]}.

We have a similar expansion for Fnn. Hence, we obtain

(8.29)
Fnn − F 11 = F ∗(λ1 − λn){[σl(Λ1n)σk−2(Λ1n)− σk(Λ1n)σl−2(Λ1n)]

+(λ1 + λn)[σl−1(Λ1n)σk−2(Λ1n)− σk−1(Λ1n)σl−2(Λ1n)]}.
By the Newton-MacLaurin inequality, there is C1 > 0 depending only on n, k and l, such that

(8.30)
σl(Λ1n)σk−2(Λ1n)− σk(Λ1n)σl−2(Λ1n) ≥ C1σl(Λ1n)σk−2(Λ1n),

σl−1(Λ1n)σk−2(Λ1n) ≥ σk−1(Λ1n)σl−2(Λ1n).

Since λ1 + λn ≤ 4δ0|∇u|2 ≤ 2δ0λ2 and σl−1(Λ1n)λ2 ≤ C l−1
n−2σl(Λ1n), where C l−1

n−1 is the binomial
constant. Combining this fact with (8.30), if δ0 > 0 small enough, we have

(8.31) (λ1 + λn)[σl−1(Λ1n)σk−2(Λ1n)− σk−1(Λ1n)σl−2(Λ1n)] ≥ −C1

2
σl(Λ1n)σk−2(Λ1n).

Together with (8.29), (8.27), if δ0 > 0 small enough, we get

Fnn − F 11 ≥ C1
4 F

∗(λ1 − λn)σl(Λ1n)σk−2(Λ1n)

≥ (n− k − 1)C1

4(n− 2)
F ∗σl(Λ1n)σk−1(Λ1n) ≥ C2F

11,

where the last inequality follows from the expansion (8.28) of F 11, the fact that λn < 0 and

λ2
nσl−1(Λ1n) ≤ 2λ2

2σl−1(Λ1n) ≤ 2C l−1
n−2σl(Λ1n). Hence, we have Fnn ≥ (1 + C2)F 11 and the

Claim follows from the Observation.

Subcase 2.3 |I3| = 1, |I1| = 1 and k = n− 1.
Again, we may assume that λj ≥ λ1 for any 2 ≤ j ≤ n− 1. Note that 2u2

j ≤ |∇u|2 for any
2 ≤ j ≤ n− 1. Also as in Subcase 2.2, if δ0 > 0 is small enough,

(8.32) (l + 1)σl+1(Λ1n) + (λ1 + λn)lσl(Λ1n) ≥ 0.
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It follows that

(8.33)

n−1∑
j=2

(σl(Λ)σk−1(Λj)− σk(Λ)λl−1(Λj))λ
2
j

=

n−1∑
j=2

λ2
j{σl(Λ)(σn−2(Λ1jn) + (λ1 + λn)σn−3(Λ1jn) + λ1λnσn−4(Λ1jn))

−σn−1(Λ)(σl−1(Λ1jn) + (λ1 + λn)σl−2(Λ1jn) + λ1λnσl−3(Λ1jn))}
= σl(Λ){[σk(Λ1n)σ1(Λ1n)− (k + 1)σk+1(Λ1n)] + (λ1 + λn)[σk−1(Λ1n)σ1(Λ1n)

−kσk(Λ1n)] + λ1λn[σk−2(Λ1n)σ1(Λ1n)− (k − 1)σk−1(Λ1n)]}
−σk(Λ){[σl(Λ1n)σ1(Λ1n)− (l + 1)σl+1(Λ1n)] + (λ1 + λn)[σl−1(Λ1n)σ1(Λ1n)

−lσl(Λ1n)] + λ1λn[σl−2(Λ1n)σ1(Λ1n)− (l − 1)σl−1(Λ1n)]}
= −(n− 2)λ1λnσn−2(Λ1n)σl(Λ)

+σn−1(Λ)[(l + 1)σl+1(Λ1n) + (λ1 + λn)lσl(Λ1n) + (l − 1)λ1λnσl−1(Λ1n)]

≥ λ1|λn|{(n− 2)σl(Λ)σn−2(Λ1n)− (l − 1)σn−1(Λ)σl−1(Λ1n)}
≥ λ1|λn|(n− l − 1)σl(Λ)σn−2(Λ1n).

From (8.33), we get

(8.34)

∑
i,l

F iiũ2
il =

n∑
j=1

F jj(λ2
j − 2u2

jλj + λj |∇u|2 +
|∇u|4

4
)

≥
n−1∑
j=2

F jj(λ2
j − 2u2

jλj + λj |∇u|2 +
|∇u|4

4
)

≥
n−1∑
j=2

F jjλ2
j = F ∗

n−1∑
j=2

(σl(Λ)σk−1(Λj)− σk(Λ)λl−1(Λj))λ
2
j

≥ F ∗λ1|λn|(n− l − 1)σl(Λ)σn−2(Λ1n)

≥ F ∗(
1

4
− 2δ0)|∇u|4σl(Λ)σn−2(Λ1n).

Since λj ≥ λ1 for any j = 2, 3, · · · , n − 1, it is easy to see that σn−2(Λ1n) ≥ 1
n−1σn−2(Λj) for

any j = 1, 2, · · · , n. It follows that F ∗σl(Λ)σn−2(Λ1n) ≥ 1
(n−1)n

∑
i F

ii. Hence, (8.34) implies∑
j,l

F iiũ2
il ≥

1

(n− 1)n
(
1

4
− 2δ0)|∇u|4

∑
i

F ii.

The proof is complete.

Remark 8.1. The gradient estimates are also valid for a general equation with term εu.
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Finally, Corollary 8.1 follows from Theorem 8.1 and the next Proposition.

Proposition 8.1. There exist constant ε0 > 0 and constant cε0 > 0 (depending only on ε0)
such that any solution u of (8.2) in B1 with∫

B1

e−nudvol(g0) ≤ ε0

satisfies

inf
B1/2

u ≥ −cε0 .

Proof: We make use of a rescaling argument as in [112], together with Theorem 8.1, to prove
this Proposition.

Assume by contradiction that there is a sequence of solutions ui of (8.2) in B1 such that∫
B1

e−nuidvol(g0)→ 0, as i→∞

and

(8.35) inf
B1/2

ui → −∞, i→∞.

Consider the function (3/4− r)2 supBr e
−nui : (0, 3/4)→ [0,∞). As the function is continu-

ous, there is ri0 ∈ (0, 3/4) such that(
3

4
− ri0

)2

sup
B
ri0

e−nui = sup
0<r<3/4

(
3

4
− r
)2

sup
Br

e−nui .

Moreover, there exists zi0 ∈ Br0 such that e−nui(z
i
0) = supB

ri0

e−nui(z). Let si0 = (3/4 − ri0)/2.

From the definition,

(8.36) sup
Bs0 (zi0)

e−nui ≤ sup
Bs0+r0 (zi0)

e−nui ≤ 4e−nmi ,

where mi = ui(z
i
0). Consider the rescaled function vi(y) = ui(expzi0

emiy) −mi in Be−misi0
. vi

satisfies equation of type (8.2).
By (8.36), we have,∫

B
e−mis0

e−nv
i

=

∫
Bs0 (zi0)

e−nui → 0, as i→∞

and vi(0) = 0, vi(x) ≥ − 1
n log 4. From (8.35), one may check that e−misi0 ≥ a0 > 0 for any i.

Now by Theorem 8.1, sup vi is uniformly bounded in Be−misi0/2
. This is a contradiction.

We now treat second derivative estimate for equation

(8.37) f(e2v(∇2v + dv ⊗ dv − |∇v|
2

2
g + Sg)) = h.
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Lemma 8.3. Suppose that f satisfies conditions (13.12), (13.13), and (13.15), and suppose
that v ∈ C4 is an admissible solution of (8.37) with h = 1 in Br. Then, there exists a constant
c > 0 depending only on r, t0 and ‖g‖C4(Br), such that

(8.38) |∇2v|(x) < c(1 + sup
Br

|∇v|2), for x ∈ Br/2.

In general, if h ∈ C1,1(Br) (not necessary constant), if
∑

i
∂f(λ)
∂λi

≥ δ > 0 for all λ ∈ Γ, then

there is constant c > 0 depending only on r, δ, ‖g‖C4(Br), and ‖h‖C2(Br), such that

(8.39) |∇2v|(x) < c(1 + sup
Br

|∇v|2), for x ∈ Br/2.

Proof. Choose r′ small such that there is a local orthonormal frame in each geodesic ball Br′(x)
for all x ∈ B 2r

3
. We only need to verify (8.38) for such Br′(x), which we will still denote Br.

We may also assume r = 1. Let ρ be a smooth nonnegative cut-off function in B1, ρ = 1 in B 1
2

and ρ = 0 in B1 \ B 2
3
. We only need to get an upper bound for ρ(T 2v + |Tv|2) for any unit

vector field T . Since B̄ 2
3
× Sn−1 is compact, we may assume the maximum attained at some

point y0 ∈ B 2
3

and T = e1 for some orthonormal frame {e1, · · · , en} in B1. Set

G = ρ(v11 + |v1|2).

So y0 is a maximum point of G. By the C1 bound assumption, we may assume v11 ≥ 1 + |v1|2
and v11(y0) > 1

4n |vij(y0)|,∀i, j. Now at y0, we have

(8.40) 0 = Gj(y0) =
ρj
ρ
G+ ρ(v11j + 2v1v1j) for any j

and

Gij =
ρρij − 2ρiρj

ρ2
G+ ρ(v11ij + 2v1iv1j + 2v1v1ij).

For any fixed local orthonormal frame, we may view Sg and Sĝ as matrices. We denote Sij
and Uij the entries of g−1Sg and ĝ−1Sĝ respectively. By the ellipticity assumption on f , (F ij)
is positive definite at U = ĝ−1Sĝ. Since y0 is a maximum point of G,

0 ≥
∑
i,j≥1

F ijGij

≥
∑
i,j≥1

F ij{ρρij − 2ρiρj
ρ2

G+ ρ(vij11 + 2v1iv1j + 2v1vij1)} − CG
∑
i

F ii,

where the last term comes from the commutators related to the curvature tensor of g and its
derivatives.
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By (8.40), (13.16) and the concavity of f ,
(8.41)

0 ≥
∑
i,j≥1

F ij
ρρij − 2ρiρj

ρ2
G+ ρ

∑
i,j≥1

F ij(vji11 + 2v1iv1j + 2v1v1ij)− CG
∑
i≥1

F ii

=
∑
i,j≥1

F ij{ρρij − 2ρiρj
ρ2

G+ ρ(e−2vUij − vivj +
1

2
|∇v|2δij − Sij)11

+2ρv1iv1j + 2ρv1(e−2vUij − vivj +
1

2
|∇v|2δij − Sij)1} − CG

∑
i≥1

F ii

=
∑
i,j≥1

F ij{ρρij − 2ρiρj
ρ2

G+ ρ[e−2v(Uij)11 − 2v1e
−2v(Uij)1 + (

1

2
|∇v|2δij − Sij)11

−2v11e
−2vUij − vivj11 − vjvi11 + 2v1(−vivj +

1

2
|∇v|2δij − Sij)1]} − CG

∑
i≥1

F ii

≥
∑
i,j≥1

F ij
ρρij − 2ρiρj

ρ2
G+ ρe−2v(h11 − 2v1h1) +

∑
i≥1

F ii[ρv2
11 − C(1 +

|∇ρ|
ρ

)G]

−2Ct0ρv11

∑
i

F ii,

where t0 is the number in (13.15).

From our construction of ρ, |∇ρ(x)| ≤ Cρ
1
2 (x) for all x ∈ B1. We have∑

i,j≥1

F ij
ρρij − 2ρiρj

ρ2
G ≥ −C

∑
i≥1

F ii
1

ρ
G.

If h is a constant, h1 = h11 = 0. By assumption v11 ≥ 1
2ρG at y0. It follows from (8.41) that at

y0, G ≤ C. So (8.38) follows.

If h ∈ C1,1(Br), and
∑

i
∂f(λ)
∂λi
≥ δ > 0 for all λ ∈ Γ, (8.39) also follows from (8.41).

1. Conformally invariant uniformly elliptic equations

In this section, we establish a local gradient estimates for solutions g = e−2ug0 of equation
(10.103) in Chapter 10.

Theorem 8.1 (Local gradient estimates). Suppose F is concave and uniformly elliptic with
ellipticity constants λ0,Λ0. Let B1 be a unit disk in a compact Riemannian manifold M and u
a C2 solution of the following equation

(8.42) F

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
= e−2uf(x), x ∈ B1
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for a C1 function f : B1 → R. Then there is a constant C > 0 depending only on λ0,Λ0, g0 such
that

(8.43) |∇u|2(x) ≤ C(1 + ‖f‖C1(B1)e
−2 infB1

u), for any x ∈ B1/2.

Combining Theorem 8.1 and Theorem 10.4, we deduce the following.

Corollary 8.2. Let B1 be a unit disk in a compact Riemannian manifold M and f ∈
C1(B1). Suppose u is a solution of equation (8.42), then there is a constant C > 0 depending
only on λ0,Λ0, g0, ‖f‖C1B1

, infB1 u, such that

(8.44) ‖u‖C2,α(B 1
2

) ≤ C.

In particular, (8.44) is true for any solution of (10.103) when p ≤ n
2 .

We remark that the local gradient estimates (8.43) does not true for p = n−1. The operator
Gp we are considering here is only Lipschitz, which we will deal with by a smoothing argument.
Actually we can prove the local gradient estimates for a more general class of uniformly elliptic
fully nonlinear conformal equations.

We first prove the local gradient estimates for C2 uniformly elliptic operator F . Let F :
Rn → R is a C2 symmetric function and consider the following equation

(8.45) F

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
= f̃ ,

for some C1 function f̃ . We denote the left hand side of (8.45) by F (W ) and set

F ij =
∂F

∂wij
,

where wij is the entry of the matrix W . As mentioned above, F (W ) = F (Λ), where Λ is the set
of eigenvalues of W .

Proposition 8.1. Let B1 be a unit disk in a compact Riemannian manifold M and u a C3

solution of (8.45) for a C1 function f̃ : B1 → R. Let F : S → R be a C2 function satisfying

(1) F is an uniformly elliptic with ellipticity constants λ0 and Λ0

(2) F is concave.

Then for any ρ ∈ C2
0 (B1) with 0 ≤ ρ(x) ≤ 1, there is a constant C > 0 depending only on λ0,

Λ0, ‖ρ‖2C(B1)‖ and g0 such that

(8.46) max
B1

{ρ(x)|∇u|2(x)} ≤ C(1 + max
B1

{ρ(x)|∇f̃(x)|}).

Proof of Proposition 8.1. The Proof follows closely the argument given in [71] and [72]. As in
[71], we first reduce the proof of the Lemma to the following claim.

Claim. There is a constant A0 depending, such that

(8.47)
∑
i,j

F iiũ2
ij ≥ A

− 5
8

0

∑
i

F ii|∇u|4,

where ũij = uij + Sij .
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For convenience of the reader, we sketch the reduction. Let ρ be a test function ρ ∈ C2
0 (B1).

We may assume

(8.48) |∇ρ(x)| ≤ 2b0ρ
1/2(x) and |∇2ρ| ≤ b0, in B1,

for b0 > 1. Set H = ρ|∇u|2. Our aim is to bound maxB1 H. Let x0 ∈ B1 be a maximum point
of H and assume that W is a diagonal matrix at the point x0 by choosing a suitable normal
coordinates around x0. Set λi = wii and Λ = (λ1, λ2, · · · , λn). Since W is diagonal at x0, we
have at x0

(8.49) wii = uii + u2
i −

1

2
|∇u|2 + Sii, uij = −uiuj − Sij , ∀i 6= j,

where Sij are entries of Sg0 . We may assume that

H(x0) ≥ b20A2
0,

for some large, but fixed constant A0 > 0 which will be fixed later. We may also assume that

(8.50) |Sg0 |(x0) ≤ A−1
0 |∇u|

2(x0).

Otherwise, we are done. The fact that the derivatives of H at x0 vanish imply

(8.51)

∣∣∣∣∣
n∑
l=1

uilul

∣∣∣∣∣ (x0) ≤ |∇u|
3

A0
(x0) for any i.

Applying the maximum principle to H, we have

(8.52) 0 ≥ F ijHij = F ij
{(
−2

ρiρj
ρ

+ ρij

)
|∇u|2 + 2ρulijul + 2ρuilujl

}
.

The first term in the left hand side of (8.52) is bounded from below by −10nb0Λ0|∇u|2. By
using equation (8.45) and inequality (8.51), the second term can be bounded by

(8.53)

∑
i,j,l

F ijuijlul ≥
∑
l

Flul − 2
∑
i,l

F iiuilului +
∑
i,l

F iiujlujul − C|∇u|2
∑
i

F ii

≥ −|f̃ |2 − 2n
∑
i

F ii
|∇u|4

A0
− C|∇u|2,

where C > 0 depends only on g0 and Λ0. See also (2.20) in [71]. It is easy to see that the third
term is bounded by the Claim. Hence if the Claim is true, from (8.52) we have

(8.54) 0 ≥ −C|∇u|2 − ρ|∇f̃ |2 − ρ
∑
i

F ii
|∇u|4

A0
+ ρA

− 5
8

0

∑
i

F ii|∇u|4.

Multiplying (8.54) by ρ, we have

0 ≤
∑
i

F ii(A
− 5

8
0 −A−1

0 )H2 − CH − ρ2|∇f̃ |2,

from which we have (8.46).
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Now we prove the Claim. By (8.49), we have

(8.55)

∑
i,l

F iiũ2
il =

∑
i

F iiũ2
ii +

∑
i 6=l

F iiu2
iu

2
l

=
∑
i

F ii
{
ũ2
ii + u2

i (|∇u|2 − u2
i )
}

=
∑
i

F ii(w2
ii − 2u2

iwii + wii|∇u|2 +
|∇u|4

4
).

Set δ0 = A
−1/4
0 < 0.1. We divide the set I = {1, 2, · · · , n} as in [71] into two parts:

I1 = {i ∈ I |u2
i ≥ δ0|∇u|2} and I2 = {i ∈ I |u2

i < δ0|∇u|2}.
It is clear that I1 is non-empty.

Case 1. There is j0 satisfying

(8.56) ũ2
jj ≤ δ2

0 |∇u|4 and u2
j < δ0|∇u|2.

We may assume that j0 = n. We have |wnn + |∇u|2
2 | = |ũnn + u2

n| < 2δ0|∇u|2 by (8.56).
From (8.51) and (8.49), we have∣∣∣wii − |∇u|22

∣∣∣ =
∣∣uii + u2

i − |∇u|2 + Sii
∣∣ ≤ 3δ2

0 |∇u|2,

for any i ∈ I1.
Using these estimates, we repeat the derivation of equation (2.38) in [71] to obtain

(8.57)
∑
i,l

F iiũ2
il ≥ F̃ 1 |∇u|4

4
− F̃ 1|∇u|4 + Fnn

|∇u|4

4
+ (1− 32δ2

0)
|∇u|4

4

∑
i

F ii,

where F̃ 1 := maxi∈I1 F
ii. Recall that I1 is necessarily non-empty. We assume 1 ∈ I1 with

F 11 = F̃ 1. The concavity of F implies that

(8.58) Fnn ≥ F 11,

for w11 > wnn. Hence, from (8.57) we have∑
i,l

F iiũ2
il ≥ −16δ2

0 |∇u|4 + (1− 32δ2
0)
|∇u|4

4

n−1∑
i=2

F ii

≥
(

1− 32δ2
0 − 64δ2

0

Λ0

(n− 2)λ0

)
|∇u|4

4

n−1∑
i=2

F ii

≥
(

1− 32δ2
0 − 64δ2

0

Λ0

(n− 2)λ0

)
(n− 2)λ0

nΛ0

|∇u|4

4

n−1∑
i=2

F ii,

Case 2. There is no j ∈ I satisfying (8.56).
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For this case, the proof is the same as in [72]. We repeat it here for completeness.
We may assume that there is i0 such that ũ2

i0i0
≤ δ2

0 |∇u|4, otherwise the claim is auto-

matically true. Assume i0 = 1. As in Case 4 in [71], we have u2
1 ≥ (1 − 2δ0)|∇u|2 and

ũ2
jj + u2

j (|∇u|2 − u2
j ) ≥ δ2

0 |∇u|4 for j > 1. From equation (8.55), we have∑
i,l

F iiũ2
il =

∑
i

F ii
{
ũ2
ii + u2

i (|∇u|2 − u2
i )
}

≥
∑
i≥2

F ii(ũ2
ii + u2

i (|∇u|2 − u2
i ))

≥ δ2
0 |∇u|4

∑
i≥2

F ii ≥ Cδ2
0 |∇u|4

∑
i≥1

F ii.

The latter inequality follows from the uniformly ellipticity of F . This finishes the proof the
Claim and hence the Proposition.

We have a direct corollary.

Corollary 8.3. Suppose F is a C2 concave and uniformly elliptic operator with ellipticity
constants λ0,Λ0. Let B1 be a unit disk in a compact Riemannian manifold M and u a C2

solution of equation

(8.59) F

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
= e−2uf(x), x ∈ B1

for a C1 function f : B1 → R. Then there is a constant C > 0 depending only on λ0,Λ0, g0 such
that

(8.60) |∇u|2(x) ≤ C(1 + ‖f‖C1(B1)e
−2 infB1

u), for any x ∈ B1/2.

Proof: We pick ρ ∈ C2
0 (B1) such that ρ(x) = 1,∀x ∈ B 1

2
and 0 ≤ ρ(x) ≤ 1,∀x ∈ B1. (8.60)

follows directly from (8.46) with f̃ = e−2uf .

In what follows in the next sections, we will only need Corollary 8.3 as we will work on smooth
operator F . We note that estimates (8.60) and (8.44) are independent of the smoothness of F .
Theorem 8.1 can also be proved by certain appropriate approximations.

A sketch proof of Theorem 8.1. Since u ∈ C2, u is in fact C2,α by the Evans-Krylov theorem.
We may find two sequences of smooth functions {uk} and {fk}, such that uk → u in C2,α(B̄1),
fk → f in C0,1(B̄1), and

F

(
∇2uk + duk ⊗ duk −

|∇uk|2

2
g0 + Sg0

)
≥ e−2ukfk.

We now construct a sequence of smooth concave Fk : S → R such that Fk converges to F
uniformly in compacts of S and Fk is uniformly elliptic with ellipticity constants λ0

2 and 2Λ0.
We may assume

Fk(λ) ≥ F (λ), ∀|λ| ≤ sup
B1

∣∣∣∣∇2u+ du⊗ du− |∇u|
2

2
g0

∣∣∣∣+ 1.
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By the symmetry of Fk,
∂Fk(1,··· ,1)

∂λi
= ∂Fk(1,··· ,1)

∂λj
for all i, j. Set ∂Fk(1,··· ,1)

∂λj
= A. Let R0(x) be the

scalar curvature of g0, and let ũ be the solution of ∆ũk = fke
−2uk

A − R0 + n − Fk(1,··· ,1)
A in B1

with ũk = uk on ∂B1.
We consider the following Dirichlet problem

(8.61)
Fk

(
∇2vk + dvk ⊗ dvk −

|∇vk|2

2
g0 + Sg0

)
= fke

−2uk , in B1,

vk = uk, on ∂B1.

By the concavity of Fk,

Fk(λ) ≤ Aσ1(λ)− nA+ Fk(1, · · · , 1).

We have

A

(
∆vk +R0 − n+

Fk(1, · · · , 1)

A

)
≥ A

(
∆vk −

n− 2

2
|∇vk|2 +R0 − n+

Fk(1, · · · , 1)

A

)
≥ fke

−2uk

≥ Fk

(
∇2vk + dvk ⊗ dvk −

|∇vk|2

2
g0 + Sg0

)
.

In turn, we have vk ≤ ũk in B1. On the other hand, we have

Fk

(
∇2uk + duk ⊗ duk −

|∇uk|2

2
g0 + Sg0

)
≥ F

(
∇2uk + duk ⊗ duk −

|∇uk|2

2
g0 + Sg0

)
= Fk

(
∇2vk + dvk ⊗ dvk −

|∇vk|2

2
g0 + Sg0

)
.

This gives vk ≥ uk in B1. From this, we obtain a C0 bound of vk and a bound of |∇vk| at the
boundary ∂B1. Using the same proof of Proposition 8.1, we can obtain a bound of |∇vk| on B̄1

(simply let H(x) = |∇vk|2 and estimate at the maximum point if it is not on the boundary). At
this end, we obtain

(8.62) ‖vk‖C1(B̄) ≤ C,

for some constant C depending only on ‖f‖C1(B̄), ‖u‖C1(B̄), λ,Λ and independent of k.

The standard barrier construction ω± similar to the one in Step 3 in Chapter 9 of [23] (page

91), with the modified operator F̃ (ω±) = Fk(∇2ω± + dvk ⊗ dvk − |∇vk|
2

2 g0 + Sg0), will give a

C2 bound near boundary. The global C2 estimate follows easily along the lines of proof in
Proposition 3.1 in [71] (see also proof of Lemma 3 in [64]). Higher regularity estimates follow
from the Krylov Theorem [88]. We note that global C2 and higher regularity bounds of vk on B̄
may depend on higher smoothness assumptions on uk and fk. But by Theorem 10.4 and (8.62),
we have the following the interior C2,α estimates of vk,

‖vk‖C2,α(Ω) ≤ C,

for all compact subset Ω inB, where C depending only on dist(Ω, ∂B), ‖uk‖C2,α(B̄1) and ‖fk‖C1(B̄1).

In any case, we can establish the existence of the Dirichlet problem (8.61) by using the method
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of continuity for equation

Ft

(
∇2vk + dvk ⊗ dvk −

|∇vk|2

2
g0 + Sg0

)
= tfke

−2uk + (1− t)f∗k ,

where Ft(λ) = tFk(λ) + (1 − t)σ1(λ) and f∗k = σ1

(
∇2uk + duk ⊗ duk − |∇uk|

2

2 g0 + Sg0

)
. Now

by Proposition 8.1, we have for any ρ ∈ C2
0 (B1) with 0 ≤ ρ ≤ 1, there exists C independent of

k and uk such that
(8.63)

max
B1

{|ρ(x)∇vk|2(x)} ≤ C(1 + (max
B1

{|ρ(x)fk(x)||∇uk(x)|}+ max
B1

{ρ(x)|∇fk(x)|})e−2uk(x)).

By (8.62) and Theorem 10.4, vk → v0 (after passing a subsequence) in C2,α(B1), vk converges
to v0 = u by the uniqueness. Therefore, there is a constant C > 0 depending only on λ0, Λ0,
and the geometry of B1 such that

max
B 1

2

|∇u|2(x) ≤ C(1 + ‖f‖C1(B1)e
−2 infB1

u(x)).

This finishes the proof of Theorem 8.1.

As for Corollary 8.1, the following is a direct consequence of Theorem 8.1.

Corollary 8.4. Let B1 be a unit disk in a Riemannian manifold (M, g0) and p < n/2.
There exists a small constant ε0 > 0 depending only on (B1, g0) such that for any sequence of
solutions ui of (10.103) in B1 with ∫

B1

e−nuidvol(g0) ≤ ε0,

either

(1) there is a subsequence uil uniformly converging to +∞ in any compact subset of B1, or

(2) there is a subsequence uil converging strongly in C2,α
loc (B1).

Notes

The equation we treat in this chapter is a fully nonlinear version of the Yamabe problem.
We refer to the works of Trudinger [123], Aubin [11] and Schoen [111] on the Yamabe problem.
Equation (8.1) was introduced by Viacolovsky in [126] for 2 ≤ k ≤ n, l = 0. When l = 0,
these local estimates were proved in [71]. For general l < k ≤ n, the estimates were obtained
in [66]. Claim (8.14) in [71] was renamed as Hα condition in [91], where it was used to get
local gradient estimates for conformal invariant equations in a general form. It is obvious in [71]
that local estimates follows from Claim (8.14) for general conformally invariant equations. In
[91], it was proved that if F (g−1Sg) satisfies Claim (8.14), F (tg−1Sg + (1− t)Rgg) also satisfies
Claim (8.14 for 0 ≤ t ≤ 1. This is a useful fact in a deformation process.

We note that local estimates are a special feature of conformally invariant equations (which
is generally not true for elliptic fully nonlinear equations). The negative sign in front of |∇u|2
in equation (8.1) plays an important role. The equation is similar to the Monge-Ampère type
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equation arising from reflector antenna, local second derivative estimates were proved for reflector
antenna equation in [130] for n = 2 and in [75] for general dimensions.



CHAPTER 9

Method of moving planes and conformal equations

The main theme of this chapter is the application of the method of moving planes to con-
formally invariant fully nonlinear elliptic equations. We want to investigate the following con-
formally invariant equation:

(9.64) f(λ(Sĝ)) = 1.

where ĝ ∈ [g], Sĝ is the Schouten tensor of ĝ, λ(Sĝ) is the set of the eigenvalues of Sĝ with
respect to ĝ, and f is a certain function on symmetric matrices we will specify. If we write

ĝ = u
4

n−2 g for some positive smooth function u, the Schouten tensor Sĝ can be computed as

(9.65) Sĝ = − 2

n− 2
u−1 52

g u+
2n

(n− 2)2
u−2 5g u⊗5gu−

2

(n− 2)2
u−2| 5g u|2g + Sg.

Equation (9.64) is indeed a second order nonlinear differential equation on u.
We now specify conditions on f so that (9.64) is elliptic. Let G be an open symmetric

convex cone in Rn, that is, for λ ∈ G and any permutation σ, σ · λ = (λσ(1), · · · , λσ(n)) ∈ G.

It is clear that (1, 1, · · · , 1) ∈ Γ. Set G̃ = {S | S is a symmetric matrix whose eigenvalues
(λ1, · · · , λn) ∈ G}. We assume condition (13.11). Since the regularity of f is not an issue
here, we assume that f is a smooth function defined in G ⊆ G+

1 , and satisfies condition (13.12).

Condition (13.12) implies that f is elliptic in G̃. A metric ĝ is called admissible if ĝ−1Sĝ ∈ G̃ for
every point in M . This is equivalent to say that λ(Sĝ) ∈ G for every point in M . We further
assume a concavity condition (13.13) on f . Since we are concerned with equation (9.64), it is
necessary that there is γ ∈ G such that f(γ) = 1. The symmetry and the concavity of f imply
f(t, · · · , t) ≥ 1 for some t > 0. Therefore, we assume condition (13.15) on f .

Our first result is concerned with a Harnack type inequality.

Theorem 9.1. Suppose that f satisfies (13.12), (13.13) and (13.15). Then there exists a

constant C > 0 such that for any admissible solution u
4

n−2 |dx|2 of (9.64) in a open ball B3R, we
have

(9.66) max
BR

u(x) ·min
B2R

u(x) ≤ C

Rn−2
.

As an application, the following global regularity and existence for equation (9.65) on a
general compact locally conformally flat manifold (M, g) will be proved via fundamental work
of Schoen-Yau on developing maps in [115]. Here, we need an additional condition (13.18). We
note that (13.18) implies (13.15).

101
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Theorem 9.2. Let (M, g) be an n-dimensional smooth compact locally conformally flat man-
ifold with g admissible. Suppose that f satisfies (13.12), (13.13) and (13.18), and (M, g) is not
conformally diffeomorphic to the standard n-sphere. Then there exists a positive constant C > 0,
such that

(9.67) ‖u‖C3 + ‖u−1‖C3 ≤ C.

Furthermore, there is a smooth admissible solution u
4

n−2 g satisfying equation (9.64).

Theorem 9.1 will be proved by contradiction. Before going to the proof, we want to give a
sketch of our idea first. Suppose that the inequality does not hold. Then there exists a sequence
of blowup solutions for equation (9.64). We then rescale the solutions. The main step is to give
C1 estimates for these rescaled solutions. Actually, the C1-norm of the rescaled solution will be
proved to be uniformly small, and then the C2 estimates or higher-order derivatives follows by
the concave assumption accordingly. Therefore, the rescaled solutions converges to a constant
in C2,α and that will yield a contradiction to assumptions (13.12) and (13.15).

Obviously, the crucial step is the C1 estimate of those rescaled solutions. Here, as in section
2, the method of moving planes will be employed to obtain a local gradient estimates. As in
previous works, we first extend our rescaled solutions to the whole space Rn, and obtain a
viscosity super-solution. Then, we apply the Kelvin transformation twice on those extended
super-solutions. Finally the local gradient estimates follows from the application of the method
of moving planes.

It seems a new idea to obtain the local gradient estimates via the method of moving planes
for the fully nonlinear elliptic equation. For geometric fully nonlinear elliptic equation with the
concave assumption, the local gradient estimate is generally the crucial step to obtain the a priori
bound for solutions. Here, our proof relies on the conformal invariance of the equation. This
leads us to suspect that for conformally invariant fully nonlinear elliptic equation, the concave
assumption alone should be enough for the a priori bound. This is partially confirmed in our
proof of Theorem 9.1 here. We shall study this problem for general manifolds later.

Since we use of Kelvin transformations repeatedly in our proof, we shall keep our notations
as clean as possible.

Suppose u is a C2 function. Recall that the Schouten tensor S(u) related to the metric

u
4

n−2 |dx|2 is the matrix whose (i, j)-th component is defined by

Sij(x) = u−
4

n−2 (− 2

n− 2
u−1uxixj +

2n

(n− 2)2
u−2uiuj −

2

(n− 2)2
u−2| 5 u|2δij).

Let λ(S(u))(x) = (λ1, . . . , λn) denote the eigenvalues of (Sij(x)). Assume that u satisfies

(9.68)

{
f(λ(S(u)))(x) = 1
λ(S(u))(x) ∈ G for x ∈ B3R(0),

where Br(p) is the open ball with center p and radicals r > 0.

Proof of Theorem 9.1. By scaling invariance of the equation, we may assume R = 1. The
inequality (9.66) will be proved by contradiction. Suppose it does not hold. Then there exists a
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sequence of solutions ui such that

(9.69) max
B1

ui ·min
B2

ui ≥ i.

Let

Mi = max
B̄1

ui = ui(x̄i),

and xi ∈ B1 with B̄(xi, ri) ⊂ B̄1 and |xi − x̄i| = ri, where ri = M
− 2
n−2

i . By (9.69), Mi → +∞
as i→ +∞. Set

(9.70)

 vi(y) = M−1
i ui(xi +M

− 2
n−2

i y)

x̄i = xi +M
−2
n−2

i ȳi.

Then |ȳi| = 1 and vi satisfies

(9.71)

{
f(λ(S(vi))(x)) = 1,
λ(S(vi))(x) ∈ G, for |x| < M

2
n−2

i .

For simplicity, we let Li = M
2

n−2

i and choose li → +∞ as i→ +∞ such that

(9.72) l2i < Li,

and

(9.73) ln−2
i < i.

We extend vi to Rn via the Kelvin transformation, i.e., ṽi(y) is defined by

ṽi(y) =

(
li
|y|

)n−2

vi

(
l2i y

|y|2

)
for |y| ≥ li.

Then ṽi(y) also satisfies (9.71) for |y| ≥ li.
For |y| = Li, we have | l

2
i y

|y|2 | ≤ 1 and then,

ṽi(y) ≤
(
li
Li

)n−2

.

On the other hand, by (9.73), vi(y) satisfies,

vi(y) ≥ M−1
i inf

B2(0)
ui ≥

i

M2
i

=
i

Ln−2
i

>

(
li
Li

)n−2

.

Therefore,

(9.74) vi(y) > ṽi(y) for |y| = Li.

Set

(9.75) ˜̃vi(y) =

 vi(y) |y| ≤ li,
min(vi(y), ṽi(y)) li ≤ |y| ≤ Li,

ṽi(y) |y| ≥ Li.



104 9. METHOD OF MOVING PLANES AND CONFORMAL EQUATIONS

By (9.74), ˜̃vi is a continuous function defined in the whole space Rn and one may try to prove
that ˜̃vi is a viscosity super-solution. But, we will not pursue this fact in our proof. We will
rather keep both vi and ṽi(y) as solutions of (9.71) in the regions {y | |y| < Li} and {y | |y| ≥ li}
respectively.

In what follows, we want to prove the first derivatives of vi are uniformly small in the ball
B(ȳi,

1
2). In fact, we will prove for each j = 1, 2, . . . , n and δ > 0,

(9.76)

∣∣∣∣∂vi(y)

∂yj

∣∣∣∣ ≤ δ
1 +

∑
k 6=j

sup
y∈B(ȳj ,

1
2

)

∣∣∣∣ ∂vi∂yk
(y)

∣∣∣∣


for all i ≥ i0 = i0(δ), and |y − ȳi| ≤ 1
2 . Without loss of generality, we may assume j = 1, and

ȳi = (−1, 0, . . . , 0). To obtain (9.76), we apply the Kelvin transformation twice on ˜̃vi. In the
rest of the proof, in order to keep the simplicity, we will abuse some notations if there is no
confusion. For any small δ, we first make the inversion T1 with respect to the ball B(eδ, 1) and
denote the Kelvin transformation of ˜̃vi by ui, that is,

(9.77) ui(x) = |x− eδ|2−n ˜̃vi

(
x− eδ
|x− eδ|2

+ eδ

)
,

where eδ = (δ2, 0, . . . , 0). From now on, ui will be the one defined in (9.77). So ui(x) satisfies
(9.71) except the small ball {x | |x − eδ| < 2l−1

i }. We choose i large so that the small ball is

contained in the ball B(eδ,
1
2δ

2). We also denote Y and Ỹ as the image of {y | li ≤ |y| ≤ Li}
and {y | |y| ≥ Li} under the inversion T1. Next, we denote T2 to be the inversion x→ x

|x|2 , and

u∗i (y) to be the corresponding Kelvin transform, that is,

(9.78) u∗i (y) = |y|2−n
∣∣∣∣ y|y|2 − eδ

∣∣∣∣2−n ˜̃vi

( y
|y|2 − eδ
| y|y|2 − eδ|2

+ eδ

)
.

We also denote Z and Z̃ to be the image of Y and Ỹ under T2 respectively. Clearly, Z and Z̃
lie in a small ball with center ( 1

δ2 , 0, . . . , 0). Note that the composition T2 ◦ T1(y)→ y in C2 for

B̄(ȳi,
1
2) as δ → 0. Hence

(9.79)
∂

∂y1

( y
|y|2 − eδ
| y|y|2 − eδ|2

+ eδ

)
= (1, 0, · · · , 0) +O(δ2),

and

(9.80)
∂

∂y1

(
|y|2−n

∣∣∣∣ y|y|2 − eδ
∣∣∣∣2−n

)
= O(δ2)

for y ∈ B(ȳi,
1
2). Both (9.79) and (9.80) can be computed by straightforward way.

Now we fix i and δ and apply the method of moving planes to u∗i . We use the same notations
as in section 1, for any λ ∈ R we set Σλ = {y | y1 > λ} and yλ to denote the reflection of y ∈ Σλ

with respect to the hyperplane y1 = λ. Since u∗i (y) has a harmonic expansion at ∞, we list here
for the convenience of reference (see [50]).
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Lemma 9.1. For any λ < a1
(n−2)a0

, there exists R = R(λ) depending only on min(1 + |a1|, λ)

such that for x = (x1, y
′) and y = (y1, y

′) satisfying

x1 < y1, x1 + y1 ≤ 2λ, |y| ≥ R
we have

u∗i (x) < u∗i (y).

Before we start the process of moving planes by using Lemma 3.1, we note that a0, aj and R
in Lemma 9.1 could be large, because it also depends on i and δ. By our construction, u∗i (y) is a

positive C2 function except at Z ∪ Z̃. But u∗i (y) is a super-harmonic function in the distribution

sense. Therefore, for any small neighborhood N of Z ∪ Z̃,

(9.81) u∗i (y) ≥ inf
∂N

u∗i ≥ c0 = c0(i, δ) > 0

for y ∈ N̄ . Thus, by Lemma 3.1, λ can be chosen negatively large so that

(9.82) u∗i (y
λ) < u∗i (y) for y ∈ Σλ.

As usual, we set

λ0 = sup{λ | u∗i (yλ
′
) < u∗i (y) for y ∈ Σλ′ and λ′ < λ}.

We claim if δ is small enough, then

λ0 ≥ min

(
−1

4
,

a1

(n− 2)a0

)
.

Clearly, by the continuity, we have

(9.83) wλ0(y) := u∗i (y)− u∗i (yλ0) ≥ 0 for y ∈ Σλ0 .

We claim

(9.84) wλ0(y) > 0 for y ∈ Σλ0 .

Recall that wλ0(y) is continuous in Σ̄λ0 and is C2 in Σλ0\Z. Now suppose y0 ∈ Σλ0 such
that

(9.85) wλ0(y0) = 0.

If y0 6∈ Z ∪ Z̃, by the strong maximum principle wλ0(y) ≡ 0 for y 6∈ Z ∪ Z̃. Let v∗i (y) denote
the double Kelvin transformation of vi(y) through the conformal mapping T2 ◦ T1. Note that

v∗i (y) = u∗i (y) for y ∈ Rn\Z ∪ Z̃,

where Rn\Z̃ is connected. Since wλ0(y) ≡ 0 for y 6∈ Z ∪ Z̃, by the unique continuation, we have

(9.86) v∗i (y
λ0) = v∗i (y) for y ∈ Σλ0\Z̃.

For y ∈ Z, by (9.86) and (9.83),

(9.87) v∗i (y
λ0) = v∗i (y) ≥ u∗i (y) ≥ u∗i (yλ0) = v∗i (y

λ0).

Thus, v∗i (y) = u∗i (y) for y ∈ Z, which implies

(9.88) vi(y) ≤ ṽi(y) for li ≤ |y| ≤ Li.
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By (9.74), this is a contradiction. Thus, y0 ∈ Z ∪ Z̃.

If y0 ∈ Z and vi(y0) ≤ ṽi(y0), then vi(y0) = vi(y
λ0
0 ) and by (9.83), v∗i (y) ≥ u∗i (y) ≥ u∗i (yλ0) =

v∗i (y
λ0) for y ∈ Σλ0\Z̃. Thus, the strong maximum principle again yields

v∗i (y) = v∗i (y
λ0) for y ∈ Σλ0\Z̃.

And it is reduced to the previous case. Thus, vi(y0) > ṽi(y0). Set ṽ∗i (y) be the corresponding

double Kelvin transformation of ṽi. Clearly, ṽ∗i (y) is defined only on Z ∪ Z̃. By (9.83), ṽ∗i (y) ≥
u∗i (y

λ0) for y ∈ Z̃ and the equality holds at y0, which implies

(9.89) ṽ∗i (y) = u∗i (y
λ0) in Z̃.

Therefore

ṽi(y) ≤ vi(y) for li ≤ |y| ≤ Li.

But ṽi(y) = vi(y) for |y| = li. Hence (9.89) yields u∗i (y) = u∗i (y
λ0) for y ∈ ∂(Z̃ ∪ Z), which

is reduced to the previous case. Therefore y0 6∈ Z. But y0 ∈ Z̃ also leads to (9.89) by the
strong maximum principle, which in turn yields a contradiction again. Hence the claim (9.84)
is proved.

Once (9.84) is established, it is easy to see λ0 ≥ min(−1
4 ,

a1
(n−2)a0

) follows from Lemma 9.1

by the standard argument of the method of moving planes. We omit the details here.
By the Hopf boundary lemma, we have

∂

∂y1
u∗i (y) ≥ 0 for y1 ≤ min(−1

4
,

a1

(n− 2)a0
).

We want to prove ∂
∂y1

u∗i (y) ≥ 0 for y1 ≤ −1
4 . If not, then there exists y0 = (y0,1, y

′
0) such

that y0,1 ≤ −1
4 and ∂

∂y1
u∗i (y0) = 0. Then we do the Kelvin transformation u∗∗i as,

(9.90) u∗∗i (y) =

(
r0

|y|

)n−2

v

(
r2

0y

|y|2
+ y0

)
,

where r0 = 1
2 |y0|. Obviously, the singular set of u∗∗i is in the half-space {y | y1 > 0}. Then we

can apply the method of moving planes to show

(9.91) u∗∗i (yλ) < u∗∗i (y) for y ∈ Σλ and λ < 0,

by Lemma 3.1 and by the fact
∂u∗i
∂y1

(y0) = 0. The same argument as the proof of (9.84) yields

that (9.91) holds for λ = 0 too. This implies

u∗i (y
λ) < u∗i (y) for y ∈ Σλ and λ = y0,1.

But it yields a contradiction to ∂
∂y1

u∗i (y0) = 0. Hence ∂
∂y1

u∗i (y) > 0 for y1 ≤ −1
4 .

By the expression of (9.78), using (9.79) and (9.80), we then have

(9.92) − ∂

∂y1

˜̃vi(y) ≤ O(δ2)˜̃vi(y) +O(δ2)
n∑
k=2

∣∣∣∣ ∂∂yk ˜̃vi

∣∣∣∣
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for |y − ȳi| ≤ 1
2 . We can repeat the process by taking eδ = (−δ2, 0, . . . , 0). In this case, u∗i has

singularity near (− 1
δ2 , 0, . . . , 0). So, we can move the plane from the right-hand side and obtain

the following inequality,

(9.93)
∂

∂y1

˜̃vi(y) ≤ O(δ2)˜̃vi(y) +O(δ2)
n∑
k=2

∣∣∣∣ ∂∂yk ˜̃vi

∣∣∣∣
for |y − ȳi| ≤ 1

2 . Note that vi(ȳi) = max|y|≤1 vi(y) = 1. Since u∗i is increasing in y1, we obtain

(9.94) vi(y) ≤ 2 for |y − ȳi| ≤
1

2
.

Thus, together with (9.92) and (9.93), (9.94) yields∣∣∣∣ ∂∂y1
vi(y)

∣∣∣∣ ≤ O(δ2)

(
1 +

n∑
k=2

∂

∂yk
vi(y)

)
for |y − ȳi| ≤ 1

2 . Therefore (9.76) is proved.

After (9.76) is established, we have vi(y) uniformly converges to the constant 1 in C1 for
|y − ȳi| ≤ 1

2 . This gives σ1(S(vi)) convergent weakly to 0 in |y − ȳi| ≤ 1
2 . On the other hand,

by (13.17) in Lemma 13.6, σ1(S(vi)) ≥ C > 0 in |y − ȳi| ≤ 1
2 as f(S(vi)) = 1. This yields a

contradiction. The proof of Theorem 9.1 is complete.
We note that we only used (13.17) in our proof, not the full concavity condition (13.13).

Though (13.13) implies (13.17) by Lemma 13.6. Q.E.D.

Now we establish the global gradient estimate of log u via the method of moving planes. It
is well known that once gradient estimates are available, C2 estimates of log u will follow easily.
Then higher-order derivatives follow readily the Krylov-Evans theory.

Proposition 9.1. Let (M, g) be an n-dimensional smooth compact locally conformally flat
manifold. Suppose that f satisfies (13.12), (13.13) and (13.18), and (M, g) is not conformally
diffeomorphic to the standard n-sphere. Then there exists a positive constant C > 0, such that

(9.95) max
M

u ≤ C, ‖∇ log u‖L∞ + ‖∇2 log u‖L∞ ≤ C.

Theorem 9.2 is a consequence of the proposition.

Proof of Theorem 9.2. First we prove the C2 bound of the solutions. We by Proposition
9.1 we only need o prove u has a positive lower bound. It is sufficient to prove maxM u has a
positive lower bound. We now use an observation from Viaclovsky [127]. We would like to note
that this is the only place where the admissible condition of Sg is used. At any maximum point

x0 of uk, u
− 4
n−2

k Sĝ(x0) ≥ u
− 4
n−2

k Sg(x0). Therefore,

1 = f(u
− 4
n−2

k (x0)g−1(x0)Sĝ(x0)) ≥ f(u
− 4
n−2

k (x0)g−1(x0)Sg(x0)).

Since g−1·Sg(x0) is admissible, andK = {g−1·Sg(x)|x ∈M} is compact, by (13.19), u
− 4
n−2

i (x0) ≤
C0 for some constant C0. Therefore, the C0 and C1 estimates are proved. By Lemma 8.3, we
have C2 estimates. Then it follows from the second condition in (13.18) that f is uniformly



108 9. METHOD OF MOVING PLANES AND CONFORMAL EQUATIONS

elliptic. The higher-derivatives follow from the Krylov-Evans Theorem and standard elliptic
theory. So, the a priori estimates (9.67) is proved for the case when Ω 6= Sn.

The existence of solutions can be obtained by using the degree theory following the argument
of Li-Li in [91]. We define a deformation

ft(λ) =

{
f((1− t)λ+ tσ1(λ)e), for t ∈ [0, 1],

(2− t)f(σ1(λ)e) + t−1
nt0

σ1(λ), for t ∈ [1, 2]

with the corresponding cone

Gt =

{
{λ ∈ Γ+

1 | (1− t)λ+ tσ1(λ)e ∈ G}, for t ∈ [0, 1],

Γ+
1 , for t ∈ [1, 2],

where e = ( 1
n ,

1
n , . . . ,

1
n) in G. Obviously, ft in the deformation satisfies the assumptions of

Theorem 1.3 and ft(t0, . . . , t0) = 1, where t0 as in (13.15). By a priori estimates (9.67), the
C3-norms of solutions are uniformly bounded. Therefore, the degree remains the same during
the deformation. Since the degree for the Yamabe problem (i.e. for f2) is −1 (see [113]), the
degree for our equation is −1. The existence of solutions follows.

Proof of Proposition 9.1. We should first use the theory of Schoen-Yau in [115] to set up the

situation where the method of moving planes can work. Let (M̃, g̃) be the universal cover of

M with τ : M̃ → M be a covering and g̃ = τ∗(g) is the pull-back metric of g. By applying
the theory of Schoen-Yau on locally conformally flat manifold, there exists a developing map
Φ : (M̃, g̃)→ (Sn, σ) where σ is the standard metric on Sn. The map Φ is conformal and one to
one. Let

(9.96) Ω = Φ(M̃).

Then Ω is an open set of Sn. In our case, the scalar curvature of g is positive. Then Schoen-Yau’s
Theorem tells us that the Hausdorff-dimension of ∂Ω is at most n−2

2 .
If Ω = Sn, then M has an unique conformal structure, and solution always exists, which can

be derived from the solutions on Sn. Hence we consider ∂Ω is not empty. Now fix a point p ∈M
and choose p̃ = τ−1(p) such that dist(p̃, ∂Ω) ≥ δ0 > 0. By composing a conformal transformation
on Sn and identifying Rn = Sn\{North pole} through the stereographic projection, we may
assume p̃ = (−1, 0, . . . , 0) and ∂Ω ⊂ {x | |x| ≥ 1

δ} for some δ > 0. For the simplicity, we assume

∞ 6∈ ∂Ω. We still denote the conformal map: (M̃, g̃) → (Rn, |dx|2) by Φ. Set v(x) to be the
conformal factor:

Φ∗(|dx|2) = v(Φ−1(x))
4

n−2 g̃.

Then ũ(x) = v(x)u(τΦ−1(x)) for x ∈ Ω is a solution of

(9.97)

{
f(λ(S(ũ))(x)) = 1 and λ(S(ũ))(x) ∈ G for x ∈ Ω,
lim
x→∂Ω

ũ(x) = +∞.
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Note that the boundary condition of (9.97) follows from [115], because M is compact. By
composition with a rotation, we may assume

∂ũ

∂xi
(−1, 0, . . . , 0) = 0 if i 6= 1(9.98)

∂ũ

∂x1
(−1, 0, . . . , 0) > 0

Let u∗ be the Kelvin transformation with respect to the unit ball, that is,

u∗(y) = |y|2−nũ
(

y

|y|2

)
.

Then u∗(y) satisfies equation (9.97) in Ω∗, where Ω∗ is the image of Ω under the inversion
y → y

|y|2 , and ∂Ω∗ ⊂ B(0, δ). Since∞ 6∈ ∂Ω, u∗(x) is C2 at the origin and limx→∂Ω∗ u
∗(x) = +∞.

Because u∗(x) has a harmonic expansion at ∞, we can employ the method of moving planes as
before (by Lemma 9.1). Hence, we conclude that u∗(y) is increasing in y1 as long as y1 ≤ −1

2 .
Thus,

∂u∗

∂y1
(−1, 0, 0, . . . , 0) > 0,

which by (9.98) implies

(9.99) | 5 ũ(−1, 0, . . . , 0)| = ∂ũ

∂y1
(−1, 0, . . . , 0) < (n− 2)ũ(−1, 0, . . . , 0).

By noting ũ(x) = v(x)u(τ ◦ Φ−1(x)), we then obtain

(9.100) | 5 log u(p)| ≤ c for p ∈M.

Clearly, the gradient estimate (9.100) yields

(9.101)
maxM u

minM u
≤ C.

Together with Theorem 9.1, we get
max
M

u ≤ C.

Then C2 estimates follows Lemma 8.38.

Notes

The type of inequality in Theorem 9.1 was initially established by Schoen for the Yamabe
problem. A different proof was given by Chen and Lin [32]. In the fully nonlinear setting, the
inequality was first proved for f = σk by Li-Li in [91]. The proof given in [91] relies on the
local estimates, or the ”Hα condition”. Theorem 9.1 and Theorem 9.2 for general f were proved
in [64] and [92] independently. The proof here is from [64], where the main argument follows
from [32, 33] by employing the method of moving planes. It is clear that key ingredients of the
arguments in the proof of these results are the work of Schoen-Yau [115] on developing maps
for locally conformally flat manifolds and Alexandrov’s moving plane method.



CHAPTER 10

Deformation of the smallest eigenvalue of Ricci tensor

We now switch our attention to the smallest eigenvalue of Ricci tensor. The Ricci curvature
tensor of a Riemannian metric plays an important role in comparison geometry for Riemannian
manifolds, in particular the lower bounds of Ricci curvature. We are interested in conformal
deformations of the smallest eigenvalue of the Ricci tensor. Let (Mn, g0) be an n-dimensional
compact Riemannian manifold and [g0] its conformal class. And let Ricg and Rg be the Ricci
curvature tenser and the scalar tensor of a metric g respectively. Define minRicg(x) the smallest
eigenvalue of g−1 · Ricg at x ∈ M . Our problem is to find a conformal metric g = e−2ug0 such
that

(10.102) minRicg(x) = constant.

The problem is equivalent to solving an interesting fully nonlinear uniform elliptic equation.
First we recall that the Schouten tensor of the metric g is defined by

Sg =
1

n− 2

(
Ricg −

Rg
2(n− 1)

g

)
.

Let Λ = (λ1, λ2, · · · , λn) ∈ Rn. Assume that λ1 ≤ λ2 ≤ · · · ≤ λn. For an integer 1 ≤ p ≤ n− 1,
define a function Gp : Rn → R by

Gp(Λ) = (n− p)
∑
i≤p

λi + p
∑
i>p

λi.

For a symmetric matrix A, Gp(A) = Gp(Λ), where Λ is the set of eigenvalues of A. It is easy to
check minRic = G1(g−1 · Sg).

We may also ask if there is a conformal metric with a constant Wp(g) := Gp(g
−1 ·Sg). Wp(g)

is also an interesting geometric object, which will be called p-Weitzenböck curvature, for it arises
from the Weitzenböck formula for p-forms in a locally conformally flat manifold as we have seen
in Chapter 7. We will consider the following general equation

(10.103) Wp(g)(x) = f(x), ∀x ∈M.

We first treat the case when the background metric has negative curvature, i.e., Wp(g0) < 0.

Theorem 10.1. Let (M, g0) be a compact Riemannian manifold and 1 ≤ p ≤ n. Suppose
that Wp(g0)(x) < 0 for any x ∈ M , then there is a unique C2,α metric g ∈ [g0] for some α > 0
such that Wp(g)(x) = −1, ∀x ∈M.

A geometric consequence of Theorem 10.1 is the existence of an extremal metric in the
conformal class with minimal volume. Although (10.103) has no variational structure in general,

110
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a solution of (10.103) does achieve the minimum of the minimal volume in a conformal class in
this case. The following is a simple consequence, see section 4 for other related results.

Corollary 10.1. Suppose that minRicg0(x) < 0 for any x ∈ M . Then there is a unique
conformal metric g∗ ∈ [g0] such that vol(g∗) = min vol(g), where minimum is taken over all
g ∈ [g0] with minRicg(x) ≥ −1. The extremal metric g∗ is characterized by a unique solution to
equation minRicg∗(x) = −1,∀x ∈M .

We now turn to the case of the positive Ricci curvature.

Theorem 10.2. Let (M, g0) be a compact Riemannian manifold with Ricg0 > 0. Then there
is a conformal metric g ∈ [g0], g ∈ C2,α(M) for some α > 0 such that minRicg(x) = n − 1 for
all x ∈M .

The positivity of p-Weitzenböck curvature for 1 < p ≤ n/2 plays an important role in the
investigation of the topological structure of locally conformally flat manifolds in [64].

Theorem 10.3. Let (M, g0) be an n-dimensional smooth compact locally conformally flat
manifold with Wp(g0) > 0 and p ≤ n/2. If (M, g0) is not conformally equivalent to the standard
n-sphere, then there exists g ∈ [g0], g ∈ C2,α(M) for some α > 0 such that

(10.104) Wp(g)(x) = 1, ∀x ∈M.

Furthermore, the solution space is compact. That is, there is positive constant C > 0, such that

(10.105) ‖u‖C2,α ≤ C

for any C2,α solution g = e−2ug0 of (10.104).

1. Fully nonlinear uniformly elliptic equations and Caffarelli’s estimates

In this section, we will deduce our problem to fully nonlinear uniformly elliptic elliptic
equations. We will make use of Caffarelli’s fundamental W 2,p and C2,α estimates in [22] (see
also Safonov’s work on C2,α estimates in [109]). Some of these results have been subsequently
generalized to certain type of equations of form F (∇2u,∇u, x) = f(x) by L. Wang in [129] as
well as for the case of parabolic equations. As we will see that equation (10.103) involves ∇u in
a delicate way, we need certain appropriate a priori estimates depending only on one side bound
of u (to be more explicit, e−2 inf u). This type of local gradient estimates have been established
in Chapter 8.

Let (Mn, g0) be a compact, oriented Riemannian manifold of dimension n > 2. Let [g0] be
the conformal class of g0. For any g ∈ [g0], we denote Ricg, Sg the Ricci tensor and the Schouten
tensor of the metric g respectively. We write

Rsg(x) = smallest eigenvalue of g−1Ricg(x),

Rlg(x) = largest eigenvalue of g−1Ricg(x),

Ssg(x) = smallest eigenvalue of g−1Sg(x),

S lg(x) = largest eigenvalue of g−1Sg(x).
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It is clear that Rsg and Rlg do not depend on the choice of coordinates. From the definition of
the Schouten tensor

Sg =
1

n− 2

(
Ricg −

Rg
2(n− 1)

)
,

we have the following relations

(10.106)
Rsg(x) = (n− 2)Ssg(x) + tr(Sg(x)),

Rlg(x) = (n− 2)S lg(x) + tr(Sg(x)).

If g = e−2ug0, there is a transformation formula between two Schouten tensors

(10.107) Sg = ∇2u+∇u⊗∇u− |∇u|
2g0

2
+ Sg0 ,

where all covariant derivatives are with respect to g0. (The same convention will be used in the
rest of this paper, unless it is stated otherwise). Locally, denoting Sij the Schouten tensor of g0

under the frame, we have

(Sg)ij = uij + uiuj −
|∇u|2

2
δij + Sij .

For any symmetric matrix A, we denote λs(A) and λl(A) to be the smallest and largest
eigenvalues of A respectively. And we denote σ1(A) = tr(A). We obtain the equations for
constant Rsg and Rlg respectively:

(10.108) F∗(u) =: ((n− 2)λs + σ1)(∇2u+ du⊗ du− |∇u|
2

2
g0) = e−2uRsg,

(10.109) F ∗(u) =: ((n− 2)λl + σ1)(∇2u+ du⊗ du− |∇u|
2

2
g0) = e−2uRlg.

Hence F∗ and F ∗ are uniformly elliptic with ellipticity constants 1 and n−1. It is clear that
F∗ is concave and F ∗ is convex. We also note that F ∗ and F∗ are homogeneous of degree 1.

There are other similar fully nonlinear equations arising in the Weitzenböck formula for p-
form on local conformally flat manifolds. Let Λ = (λ1, λ2, · · · , λn) ∈ Rn be the set of eigenvalues
of a symmetric matrix A. For an integer 1 ≤ p ≤ n/2, define a function Gp : Rn → R by

Gp(A) = Gp(Λ) = min{(n− p)
∑
k≤p

λik + p
∑
k>p

λik},

where min is over all permutations of 1, 2, · · · , n. We define Wp(g) the p-Weitzenböck curvature
of g by

Wp(g) = Gp(g
−1 · Sg).

It is easy to check Rsg = W1(g). The p-Weitzenböck curvature is as much interest as the scalar
curvture, at least for locally conformally flat manifold. For example, from the Weitzenböck
formula one can easily show that a locally conformally flat manifold with positive p-Weitzenböck
curvature has vanishing q-cohomology group for n/2− p ≤ q ≤ n/2 + p (for p ≤ n/2).
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We may also ask whether we can find a conformal metric with constant Wp. The corre-
sponding equation is

(10.110) Gp

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
= constant · e−2u.

Equation (10.110) is also uniformly elliptic. It is easy to see that (10.110) is concave for p ≤
n
2 . From the transformation formula (10.107), one can check that Equation (10.110) is also
conformally invariant. Hence, in general there is no compactness for equation (10.110).

We also define for p ≥ n/2 a function Gp : Rn → R by

Gp(A) = Gp(Λ) = max{(n− p)
∑
k≤p

λik + p
∑
k>p

λik},

where max is over all permutations of 1, 2, · · · , n. We still define Wp(g) = Gp(g
−1 · Sg). It is

clear that Rlg = Wn−1(g). We can also consider equation (10.110) for p ≥ n/2. For p ≥ n/2
equation (10.110) is still uniformly elliptic, but it is convex. Since Gp is homogeneous of order
1, we may rewrite equation (10.103) as the following equivalent equation by setting v = eu

(10.111) Gp(∇2v + Sg0v) = p(n− p) |∇v|
2

v
+
f

v
.

The function Gp is only Lipschitz, when p 6= n/2. (Remark that when p = n/2, equation
(10.110) is equivalent to the Yamabe equation.) One can find a sequence of smooth functions
{Fk} such that Fk uniformly converges to Gp in any compact domain of Rn and homogeneous
1 outside the unit ball in Rn, i.e., Fk(x) = |x|F ( x

|x|) for |x| ≥ 1. Furthermore, for p < n/2

(p > n/2) Fk is concave (convex).
One may consider a more general class of conformal equations. Let S be the space of

symmetric 2-tensors on M . Let F : S → R a real continuous function. We consider the
following general equation

(10.112) F

(
e−2u(∇2u+ du⊗ du− |∇u|

2

2
g0)

)
= f(x),

for some function f : M → R. F is uniformly elliptic with constants λ0 and Λ0 if there exists
two positive constants λ0 and Λ0 such that for any W ∈ S

λ0‖N‖ ≤ F (W +N)− F (W ) ≤ Λ0‖N‖ ∀N ≥ 0,

here by N ≥ 0 means that N is nonnegative definite and ‖N‖ = sup|v|=1 |Nv|. If F is uniformly

elliptic, we call equation (10.112) a uniformly elliptic fully nonlinear equation with ellipticity
constants λ0 and Λ0. There are many typical uniformly elliptic fully nonlinear equations. Our
equation (10.110) is similar to the Pucci equation, see [22]. Let M± be the Pucci’s extremal
operators, namely for two given constant 0 < λ0 < Λ0 and W ∈ S

M−(W ) = λ0

∑
ei>0

ei + Λ0

∑
ei<0

ei,

M+(W ) = Λ0

∑
ei>0

ei + λ0

∑
ei<0

ei,
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where ei = ei(W ) are the eigenvalues of W . One can also consider

(10.113)
M−(e−2u(∇2u+ du⊗ du− |∇u|

2

2
g0)) = 1,

M+(e−2u(∇2u+ du⊗ du− |∇u|
2

2
g0)) = 1.

M− is concave, while M+ is convex.
We now deduce C2,α estimates for equation (10.103) from the work of Caffarelli [22] assuming

the gradient bound and a lower bound of u. The crucial part in Caffarelli’s perturbation theory
for uniformly elliptic fully nonlinear equation F (∇2u, x) = f(x) is the C1,1 interior estimates for
F (∇2u, x0) = constant. He obtained such fundamental estimates for concave or convex operator

F (note that here concavity and convexity of F can always be switched by F̃ (Λ) = −F (−Λ)).
Though Caffarelli proved these estimates in [22] for equations with flat metric, his arguments
work under general Riemannian metrics. And the generalization of Caffarelli’s estimates by L.
Wang [129] to uniformly elliptic equations of form F (∇2u,∇u, u, x) gives the following C2,α

estimates for equations of type (10.110).

Theorem 10.4 (C2,α-estimates). Suppose F is a uniformly elliptic concave operator with
elliptic constants λ0,Λ0. Let B1 be a unit disk in a compact Riemannian manifold M and
f, h ∈ C1(B1). Suppose g = e−2ug0 with |∇u|B1 ≤ A is a solution of equation

(10.114) F

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
= e−2uf(x), x ∈ B1,

then there exist α > 0 and C > 0 depending only on λ0,Λ0, A, ‖u‖C0(B1) and g0 such that

(10.115) ‖u‖C2,α(B 1
2

) ≤ C.

In fact, we may directly apply Caffarelli’s estimates [22] to obtain C2,α estimates for equa-
tions of type (10.111). Let B1 be a unit disk in a compact Riemannian manifold M and
f, h ∈ C1(B1). Suppose g = e−2ug0 = v−2g0 with |∇vv |B1 ≤ A is a solution of equation

(10.116) F (∇2v(x) + v(x)Sg0(x)) = h(x)
|∇v(x)|2

v(x)
+
f(x)

v(x)
, x ∈ B1.

Since F is concave, by Theorem 6.6 in [23], the equation

F (∇2v + Sg0(x0)v) = constant,

has C1,1 interior estimates for any x0 ∈ B1. It follows from Theorem 7.1 in [23] that equation

(10.116) has interior W 2,p estimate for any n < p <∞ since |∇v|v ≤ A. This in turn gives C1,β a
priori bound for the solution v of equation (10.116) for all 0 < β < 1. Finally estimate (10.115)
for v = eu follows from Theorem 8.1 in [23] since the right hand side of equation (10.116) is a
Cβ function now.
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2. negative curvature case

In this section, we discuss the negative curvature case, where the geometry is rich. By
[49] (n = 3) and [94] (general dimension n ≥ 3), every higher dimensional manifold has a
metric with negative Ricci tensor. It is clear that such a metric also has negative Wp for any
1 ≤ p ≤ n − 1. Hence every higher dimensional manifold has a metric with negative Wp. The
conformal deformation will yield interesting geometric information about the extremal metrics
in a given conformal class.

Proof of Theorem 10.1. First we take the sequence of smooth Fk considered in the previous
section. For each Fk we consider the following equation

(10.117) Fk

(
(e2u(∇2u+ du⊗ du− |∇u|

2

2
g0)

)
= −1.

For large k, from the condition of the Theorem, we have

Fk(Sg0)(x) < 0, ∀x ∈M.

We first prove the existence of solutions to equation (10.117). Here we use the method of
continuity. Let us consider the following equation

(10.118) Ft(u) := Fk

(
e2u(∇2u+ du⊗ du− |∇u|

2

2
g0)

)
+ t− (1− t)Fk(Sg0) = 0

and define J = {t → [0, 1] | (10.118) has a solution for t}. It is clear that 0 ∈ J . First, we
prove the openness of J . Let t0 ∈ J . By the maximum principle, we know that there is only
one solution u of (10.118) for t = t0. Let L be its linearization. We want to show that L is
invertible. By the maximum principle again, we know that the kernel of L is trivial. Note that
L might be not self-adjoint. To show the invertibility of L, we need to show that the cokernel
of L is also trivial. However, one can readily check that the Fredholm index of L is zero, and
hence the cokernel of L is trivial. Now the openness follows from the implicit function theorem.

Then we show the closeness. Let x0 and x1 be the minimum and maximum of u respectively.
By the maximum principle, we have

(10.119) e2u(x0) ≥ t− (1− t)Fk(Sg0)(x0)

−Fk(Sg0)(x0)

and

(10.120) e2u(x1) ≤ t− (1− t)Fk(Sg0)(x1)

−Fk(Sg0)(x1)
.

Hence, we have C0 bound of u independent of t.
By a global estimates proven in Proposition 10.1 below and Theorem 10.4, we have the

closeness. Hence we have a solution uk of (10.117) with the bound

(10.121)
1

−minFk(Sg0)(x0)
≤ e2uk ≤ 1

−maxFk(Sg0)(x0)
.

In viewing of (10.121), we use again the global estimates and Theorem 10.4 to obtain a C2,α

uniform bound of uk for some α > 0. Hence uk converges (by taking a subsequence) to u. It is
clear that e−2ug0 satisfies (10.103).
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Proposition 10.1. Let u be a solution of

(10.122) F (∇2u+ du⊗ du− |∇u|
2

2
g0) = fe−2u

with C1 function f . Suppose that F is uniformly elliptic and is homogeneous of degree 1. Assume
that u has C0 bound. Then u has a C1 bound and a C2,α bound.

Proof: Since we already have full C0 bound, the proposition can be proved using standard
Pogorelov type of trick, for example, as in [78]. Let v = eu and consider the following equivalent
form of (10.122)

(10.123) F

(
∇2v

v
− |∇v|

2

v2
g0 + Sg0

)
= fv−2.

Without loss of generality, we may assume that v ≤ 1. Set H = e2φ(v)|∇v|2. Here φ will be
fixed later. Let x0 be a maximum point of H. At x0, we have

(10.124)
∑
k

(2vkvki + 2φ′(v)vi|∇v|2) = 0, for any i.

Without loss of generality, we may assume that v1 = |∇v|, vi = 0 for any other i and that vij is

diagonal at x0. Hence, (10.124) is equivalent to v11 = −φ′(v)|∇v|2. Set wij = vij− |∇v|
2

2v δij+vSij .
The maximum principle, together with (10.124), implies

(10.125) 0 ≥
∑

F ij(vkjvki + vkvkij + φ′(v)vij |∇v|2 + vivjφ
′′(v)|∇v|2 + 2φ′(v)vivkivk)

By (10.124), it is easy to check that∑
F ijvkivkj ≥ F 11v11v11 = F 11(φ′(v))2 |∇v|4

v
,∑

F ijvkvkij =
∑

F ijvkvijk +
∑

F ijvkvmR
m
ijk

≥
∑

F ijvk(wij +
|∇v|2

2v
δij + vSij)k − C max v|∇v|2

≥ 2vk(fv
−1)k +

∑
F iiv1(− v3

1

2v2
− φ′(v)

|∇v|3

v
)− C max v|∇v|2

≥ 2fkvk − 2v−1|∇v|2 − (
1

2v
+ φ′(v))

∑
F ii
|∇v|4

v
− C max v|∇v|2,

φ′(v)
∑

F ijvij |∇v|2 = φ′(v)
∑

F ij(wij +
|∇v|2

2v
δij − vSij)|∇v|2

≥ φ′(v)fv−1|∇v|2 + φ′(v)
∑

F ii
|∇v|4

2v
− C max v|∇v|2,

φ′′(v)
∑

F ijvivj |∇v|2 = φ′′(v)F 11|∇v|4,

2φ′(v)
∑

F ijvjvkvki = 2φ′(v)F 11v2
1v11 = −2(φ′(v))2F 11|∇v|4.



2. NEGATIVE CURVATURE CASE 117

Here C is a positive constant depending only on the Riemannian curvature of the background
metric and it varies from line to line. Therefore, we have

(10.126)
0 ≥ F 11(φ′′(v)− (φ′(v))2)|∇v|4 +

1

2v

∑
F ii(−1

v
+ φ(v))|∇v|4 − C max v|∇v|2

+2fkvk − 2v−1|∇v|2 + φ′(v)fv−1|∇v|2.
Choose

φ = −1

2
log t(ct− 2),

for a large constant c > 0 so that cmin v > 3. One can easily check that for any t ∈ [min v,∞)

φ′′(v)− (φ′(v))2 =
1

t2(ct− 2)2
> 0

and

−(
1

t
+ φ(t)) =

1

t(ct− 2)
.

In view of (10.126), we have

0 ≥ 1

2(max v)2(cmax v − 2)
|∇v|4F ii − c(f, C)|∇v|2.

Now we have a global bound of |∇v|, which depend only on g0, f , min v and max v. The C2,α

bound follows from Theorem 10.4.

Remark 10.1. The condition Wp(g0)(x) < 0,∀x ∈ M in Theorem 10.1 can be weaken to
Wp(g0)(x) ≤ 0,∀x ∈ M and Wp(g0)(x0) < 0 for some x0 ∈ M . In fact, under the weaker
condition, one may produce a metric g ∈ [g0] with the stronger condition holds. This can be
done using the short time existence of the fully nonlinear flow

ut = Gp(∇2u+ du⊗ du− |∇u|
2

2
g0)e2u, u|t=0 = 0.

The short time existence follows from standard nonlinear parabolic theory, and the strict nega-
tivity of Wp(g) (which is equal to ut) follows from the strong maximum principle.

Remark 10.2. It is of interest to characterize when the condition in Theorem 10.1 is true
by some conformal geometric quantities. The difficulty here is the lack of variational structure
for this type of equations. We note that when p > n

2 , if the Yamabe constant Y ([g0]) of (M, g0)
is non-positive, then the condition in Theorem 10.1 is satisfied unless (M, g0) is conformally
equivalent to a Ricci flat manifold. This simple observation follows from the solution of the
Yamabe problem and the fact that if the scalar curvature vanishing identically, for p > n

2 ,
Gp ≤ 0 and Gp vanishes identically if and only if the metric is Ricci flat.

Remark 10.3. It is also an interesting problem to consider the equation Wp(g) = −1 on
a complete, non-compact manifold. The arguments in the proof of the existence of Dirichlet
problem (8.61) can be extended to deal with a given boundary condition at the infinity for equation
Wp(g) = −1 on a complete non-compact negatively curved manifold.
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As a direct consequence of Theorem 10.1, we have

Corollary 10.2. If there is g̃ ∈ [g0] with Rsg̃(x) < 0 for all x ∈ M then there is a unique

C2,α metric g∗ ∈ [g0] for some α > 0 such that Rsg∗(x) = −1, ∀x ∈ M . Similarly, If there is

g̃ ∈ [g0] with Rlg̃(x) < 0 for all x ∈ M , then there is a unique g∗ ∈ [g0] and g∗ ∈ C2,α(M) for

some α > 0 such that Rlg∗(x) = −1, ∀x ∈M .

Corollary 10.2 can be applied to consider minimal volumes in conformal classes. Set

C− = {g ∈ [g0]|Rsg(x) ≥ −1, ∀x ∈M},

C− = {g ∈ [g0]|Rlg(x) ≥ −1,∀x ∈M},

C̃− = {g ∈ [g0]|Rsg(x) ≤ −1, ∀x ∈M},

C̃− = {g ∈ [g0]|Rlg(x) ≤ −1,∀x ∈M}.
Define

Vs([g0]) = inf
g∈C−

vol(g), V l([g0]) = inf
g∈C−

vol(g),

Vs([g0]) = sup
g∈C̃−

vol(g), Vl([g0]) = sup
g∈C̃−

vol(g),

where vol(g) is the volume of g.

Lemma 10.1. Let g1, g, g2 ∈ [g0]. If Rsg(x) < 0, and Rsg1
(x) ≤ Rsg(x) ≤ Rsg(x), ∀x ∈M , then

vol(g1) ≤ vol(g) ≤ vol(g2), any one of the equalities holds if and only if the metric is equal to g.
Similarly, if Rlg(x) < 0, and Rlg1

(x) ≤ Rlg(x) ≤ Rlg(x), ∀x ∈M , then vol(g1) ≤ vol(g) ≤ vol(g2),
any one of the equalities holds if and only if the metric is equal to g.

The Lemma is a simple consequence of the maximum principle applied to equations (10.108)
or (10.109). From the lemma, we have the following relations

Vs([g0]) ≥ Vs([g0]) ≥ V l([g0]) ≥ Vl([g0]).

And we can show that the minimal volumes Vs([g0]) and V l([g0]) are achieved.

Corollary 10.3. Suppose that Rsg0
(x) < 0 for any x ∈M . Then there is a unique conformal

metric g∗ ∈ [g0] such that vol(g∗) = Vs([g0]) with Rsg∗(x) = −1, ∀x ∈M and

Vs([g0]) = Vs([g0]) ≥ V l([g0]).

The equality holds if and only if there is an Einstein metric in [g0]. If Rlg0
(x) < 0 for any

x ∈M , then there is a unique g∗ ∈ [g0] such that vol(g∗) = V l([g0]) with Rlg∗(x) = −1,∀x ∈M .
In this case, we have

Vs([g0]) = Vs([g0]) ≥ V l([g0]) = Vl([g0]).

For the study of minimal volumes in general Riemannian manifolds, we refer to [55] and
[17].
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3. positive curvature case

Now we consider conformal classes with metrics of positive Ricci curvature. Let [g0] be such
a conformal class. After a suitable scaling, we may assume that Ricg0 ≥ (n − 1)g0. Define
[g0]+ = {g ∈ [g0] |Ricg ≥ (n − 1)g} and Vmax(M, [g0]) = supg∈[g0]+ volg(M). This definition is

motivated by Gursky and Viaclovsky [77]. From the Bishop comparison, we know

(10.127) Vmax(M, [g0]) ≤ vol(Sn),

the volume of the unit sphere.

Proposition 10.2. Let (M, g0) be a compact Riemannian manifold with Ricg0 ≥ (n− 1)g0.
If Vmax(M, [g0]) < vol(Sn), then there is a conformal metric g ∈ [g0]+ with

Rsg = n− 1.

Proof. Consider the sequence of approximating function Fk as in Section 2 with a normalization
condition that Fk(1, 1, ·, 1) = n− 1). We first want to find a solution to the following equation

(10.128) Fk

(
e2u(∇2u+ du⊗ du− |∇u|

2

2
g0)

)
= n− 1,

for large k. Define

V k
max([g0]) = max{vol(g) | g ∈ [g0] with Fk(g

−1 · Sg) ≥ n− 1}.

It is easy to check that limk→∞ V
k

max([g0]) = Vmax([g0]). Hence for large k we have

(10.129) V k
max([g0]) < vol(Sn).

To show the existence of solution of (10.128), we consider a deformation, which is similar to
a deformation considered by Gursky and Viaclovsky in their study of σk-Yamabe problem.

(10.130)

Fk

(
∇2u+ du⊗ du− 1

2
|∇u|2g + ψ(t)Sg + (1− ψ)g

)

= (n− 1)(1− t)
(

1

vol(g0)

∫
M
e−(n+1)u

) 2
n+1

+ (n− 1)ψ(t)e−2u,

where ψ(t) : [0, 1] → [0, 1] is a C1 function satisfying ψ(0) = 0 and ψ(t) = 1 for t ≥ 1/2. We
now prove that there is a solution of (10.130) when t = 1, provided that V k

max(M, [g]) < vol(Sn).
When t = 0, it is easy to check that (10.130) has a unique solution u = 0 and its correspond-

ing linearization has no nontrivial kernel. Hence its Leray-Schauder degree is non-zero. If the
solution space of (10.130) for any t ∈ [0, 1] is compact, then using degree theoretic argument,
we are done. Assume by contradiction that there is no compactness. Assume without loss of
generality that there is a sequence of solutions gi = e−2uig of (10.102) with t = 1 such that ui
does not converge in C2,α. In view of Theorem 8.1 and Corollary 8.2, we have either

(a) infM ui → −∞, or
(b) infM ui → +∞.
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The latter is easy to be excluded as follows. At the minimum point of ui, we have

e2 inf uiFk(Sg0) = Fk(e
2 inf uiS0) ≤ (n− 1),

which certainly implies that inf ui is bounded from above uniformly. Hence we are left to exclude
(a). Let xi be the minimum point of ui and assume that xi → x0 as i→∞. Consider a scaled
function

ũi = u(expxi εix)− log εi,

where εi = expui(xi). It is clear that ũi ≥ 0 satisfies a similar equation on B(0, ε−1
i r0/2) ⊂ Rn

with a scaled metric, where r0 is the injectivity radius of (M, g). The set B(0, ε−1
i r0/2) with

the scaled metric converges to Rn. By local estimates and local C2 estimates in [64] for a more
general concave case one can show that ũi converges to an entire solution v of

(10.131) Fk(∇2v + dv ⊗ dv − 1

2
|∇v|2gRn) = (n− 1)e−2v

and

(10.132) V k
max(g) ≥ lim

i
inf vol(e−2uig) ≥ vol(Rn, e−2vgRn),

where gRn is the standard Euclidean metric. By a classification result of Li-Li in [92], we know
that (Rn, e−2vgRn) is equivalent to Sn. Hence V k

max([g0]) ≥ vol(Rn, e−2vgRn) = vol(Sn). This
contradicts (10.129). Therefore, we have a solution uk of (10.130) for large k.

Now we consider the sequence {uk}. As above, we can show first that uk has a uniform
upper bound. If uk has a uniform lower bound, Corollary 8.2 implies that the sequence {uk}
has a uniform C2,α bound. And hence we have a limit u0 which is a solution we desire. Hence
to prove the Proposition, we only need to exclude the case that minuk → −∞. Assume that we
are in this case. By a similar argument presented above, after considering a suitable rescaling
we have a limit C2,α function v∞ satisfying

(10.133) Gn−1(∇2v + dv ⊗ dv − 1

2
|∇v|2gRn) = (n− 1)e−2v

and

(10.134) V k
max([g0]) ≥ lim

i
inf vol(e−2uig) ≥ vol(Rn, e−2v∞gRn).

The contradiction follows from the following Lemma. We finish the proof of the Proposition.

Proposition 10.3. Let p < n/2 and g = e−2ugRn be a C2 function on Rn such that

Gp(g
−1Sg)(x) = c,∀x ∈ Rn,

for some constant c. Then u = 0 if c ≤ 0 and u(x) = log λ2+|x−x0|2

2λ
√

(n−p)p
c

if c > 0. That is,

(Rn, e−2ugRn) can be compactified as a standard sphere if c > 0.

Proof: The proof follows [92] closely. The only difference is that the operator there is required
to be C1. Here our operator Gp is Lipschitz only. However Gp is uniformly elliptic and concave.
We will show in Lemma 10.2 below that the Hopf lemma holds for our equation. Then the
argument in [92] can be applied to our equation.
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Lemma 10.2. Let Ω be a bounded domain in Rn and p < n/2. If (10.110) has two solutions
w and v with w ≥ v and w(x0) = v(x0) for some x0 ∈ ∂Ω, then x0 ∈ ∂Ω. Furthermore,

∂w

∂ν
(x0) <

∂v

∂ν
(x0),

unless w = v. Here ν is the outer normal of ∂Ω at x0.

Proof: For any function, set

Au = ∇u+ du⊗ ds− 1

2
|∇u|2g0 + Sg0 .

Since Gp is concave and homogeneous one, we have

Gp(A
w −Av) ≤ Gp(Aw)−Gp(Av) = e−2w − e−2v ≤ 0.

Let w̃ = w − v. Now we can write Gp(A
w −Av) as follows

Gp(A
w −Av) = aij(x)w̃ij + bi(x)w̃i

with λ0Id ≤ (aij(x)) ≤ Λ0Id and bi(x) bounded for any i. Therefore, we can apply Theorem 5
on page 61 and Theorem 7 on page 65 in [104] to prove the Lemma.

Remark 10.4. Proposition 10.3 does not hold for p = n− 1. For example u = kx1 for any
k > 0 is a solution of

F (u) = Gn−1(∇2u+ du⊗ du− |∇u|
2

2
g0) = 0.

The same example indicates that without the concavity of F , Proposition 8.1 and Theorem 8.1
are not true. It is easy to check that F (uk) = 0. On a domain Ω ⊂ {x1 ≥ 0}, we have uk ≥ 0.
But |∇uk| = k →∞.

Proposition 10.4. Let (M, g0) be a compact Riemannian manifold with Ricg0 ≥ (n− 1)g0.
If Vmax(M, [g0]) = vol(Sn), then (M, g) is conformally equivalent to the standard unit sphere.

This Proposition is a direct consequence of the following

Proposition 10.5. Let (M, g) be a compact Riemannian manifold with Ricg ≥ n − 1. If
vol(M) is close to ωn, the volume of Sn, then, the Yamabe constant of (M, [g]), Y (M, [g]) is

close to n(n− 1)ω
2/n
n , the Yamabe constant of Sn.

Proof: Let us first recall the well-known Yamabe constant of (M, g), which is defined by

Y (M, [g]) := inf

(∫
v

2n
n−2dvol(g)

)−n−2
n
{

4
n− 1

n− 2

∫
|∇v|2dvol(g) +

∫
Rgv

2dvol(g)

}
By a result of Ilias [83], which is based on a result of Gromov (see also [16]), we have

n(n− 1)ω2/n
n

(∫
v

2n
n−2

)(n−2)/2

≤
(

ωn
vol(g)

)2/n{
4
n− 1

n− 2

∫
|∇v|2 + n(n− 1)

∫
v2

}
,
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for any v ∈ H2
1 (M). Note that Rg ≥ n(n− 1). Therefore, we have

Y (M, [g]) ≥
(

ωn
vol(g)

)−2/n

n(n− 1)ω2/n
n ≥ n(n− 1)ω2/n

n − δ,

for any small δ > 0, provided that vol(g) is close to ωn.

By the results of Colding (see [39],[40] and [103]), we know that the condition in Proposition
10.5 is equivalent to the one of following three other conditions:

1) radM is close to π,
2) M is Gromov-Hausdorff close to Sn,
3) the (n+ 1)th eigenvalue of the Laplacian, λn+1(M), is close to n.

Proof of Proposition 10.4. Vmax(M, [g0]) = vol(Sn) implies by definition that there is a se-
quence gi ∈ [g0]+ with limi→∞ vol(gi) = vol(Sn). Proposition 10.5 implies that Y (M, [g0]) =

Y (M, [gi])→ n(n−1)ω
2/n
n , the Yamabe constant of Sn. Hence, the Yamabe constant of (M, [g0])

equals to the Yamabe constant of the standard sphere. By the resolution of the Yamabe problem
by Aubin [11] and Schoen [111], (M, [g0]) is conformally equivalent to the standard sphere.

Proof of Theorem 10.2. Theorem 10.2 follows from Propositions 10.4 and 10.2.

Remark 10.5. It is interesting to know weather Vmax is achieved as in the negative case.
One can show that if Vmax is achieved by g̃, then Rsg̃ is constant.

Now we prove Theorem 10.3.
Proof of Theorem 10.3. It follows the exact same arguments in the proof of Theorem 3 in [64],
since that proof works for general uniform elliptic concave equations as well, as we note that
Wp(g) > 0 implies the positivity of the mean curvature when p ≤ n

2 . We only give a sketch here.

Step 1. We define a deformation

(10.135) ft(g) := tWp(g) + (1− t)Rg = 1,

where g = e−2ug0. Equation (10.135) (∀t ∈ [0, 1]) is still uniformly elliptic and concave.

Step 2. (Harnack inequality) There is a constant C > 0 such that for a solution u of (10.135)
in B3R we have

(10.136) min
BR

u+ max
B2R

u ≥ 2 logR− logC.

Here BR is the ball of radius R in Rn. (10.136) can be proved as in [64] using the method of
moving planes.

By scaling argument, we may assume that R = 1. Assume by contradiction that (10.136) is
not true. Then there exists a sequence of solutions of (10.135) in B3 such that

(10.137) min
B1

ui + max
B2

ui < −i.
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Let mi = minB1 ui = ui(x̄i), and let xi ∈ B1 with B̄ri(xi) ⊂ B̄1 and |xi− x̄i| = ri. Here ri = emi .
In view of (10.137), we know that ri → 0 as i → ∞. Consider a new sequence of functions vi
defined by

vi(x) = ui(xi + rix)−mi

and set x̄i = xi + riȳi. It is clear that vi satisfies (10.135) in {|x| < r−1
i } and |ȳi| = 1. ¿From

(10.137), we extend vi by the Kelvin transformation to the whole Euclidean space as in (2.8) of
[64]. Now applying the method of moving planes as in [64], which in turn follows closely from
[33], we can show that vi converges to 0 in B 1

2
(ȳi). This is a contradiction. Note that though

we are dealing with the Lipschitz operators, the method of moving planes works by using the
fact that ft in (10.135) is uniformly elliptic and concave.

Step 3. Consider a solution u of equation (10.135). First, it is clear that we have that the
scalar curvature of g = e−2ug0 is positive. Hence we can apply the result of Schoen-Yau in [115]

to embed the universal cover M̃ of (M, g) into Sn by a map Φ conformally. Therefore we can
use the method of moving planes (again make use of uniformly ellipticity and concavity of ft)
to obtain as in [64] that

|∇u|(x) ≤ C, for any x ∈M,

for some constant independent of u, provided that (M, g0) is not equivalent to Sn. It follows
that

(10.138) maxu−minu ≤ C,

for some constant independent of u. (10.138), together with the Harnack inequality (10.136),
implies that

minu ≥ C,
for some constant independent of u. Hence by Theorem 10.4, we know that the solution space
of equation (10.135) is compact.

Step 4. From Step 3 we can apply the degree theory. We may use a result of Li in [93], a
variation of the original Leray-Schauder theorem. We also refer to Nirenberg’s lecture notes
[98] on the exposition of the degree theory in nonlinear differential equations. When t = 0, the
topological degree for equation (10.135) is −1, which was proved by Schoen [113]. Since the
solution space is compact, the topological degree for equation (10.135) with t = 1 is also −1.
This finishes the proof of the Theorem.

Remark 10.6. As in Remark 10.1, the conditions in Theorem 10.2 and Theorem 10.3 can
be weakened to the assumption that the corresponding curvature of the background metric is
nonnegative and positive at some point. The same argument using the short time existence of
the corresponding curvature flows as in Remark 10.1 can produce a metric g ∈ [g0] with the
positive curvatures.

Notes
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The results in this chapter were obtained in [74]. One of the interesting aspect of the equations
treated here is that our geometric problem is deduced to a Pucci type fully nonlinear uniformly
elliptic equations with respect to the Schouten tensor. These equations have been studied ex-
tensively in Euclidean domains, in particular in connection to stochastic optimization. With
the breakthrough of the Krylov-Safonov’s Harnack estimate [89] for non-divergent elliptic equa-
tions, it followed the fundamental Evans-Krylov theorem [42, 88] on the Hölder regularity of
the second derivatives.



CHAPTER 11

Conformal curvature flow

In this chapter, we want to deform the metric in the conformal class [g0] of a fixed background
metric g0 along some curvature flow to certain extremal metric. The conformal curvature flow
equation has some advantage such that it enable us to analyze the extremal metric, in turn to
obtain some geometric information (which will be dealt with in the next chapter).

We consider the following general fully nonlinear flow:

(11.1)


d

dt
g = −

(
log

σk(g)

σl(g)
− log rk,l

)
· g,

g(0) = g0,

where

rk,l = exp

(∫
σl(g) log(σk(g)σl(g)−1)dg∫

σl(g)dg

)
is defined so that the flow (11.1) preserves

∫
σl(g)dg when l 6= n/2 and En/2 when l = n/2. We

have the following result for flow (11.1).

Theorem 11.1. For any smooth initial metric g0 ∈ Γ+
k , flow (11.1) has a global solution

g(t). Moreover, there is h ∈ Ck satisfying equation (12.5) such that for all m,

lim
t→∞
‖g(t)− h‖Cm(M) = 0.

A real symmetric n × n matrix A is said to lie in Γ+
k if its eigenvalues lie in Γ+

k . Let Aij
be the {i, j}-entry of an n × n matrix. Then for 0 ≤ k ≤ n, the kth Newton transformation
associated with A is defined to be

Tk(A) = σk(A)I − σk−1(A)A+ · · ·+ (−1)kAk.

We have

Tk(A)ij =
1

k!
δi1...ikij1...jkj

Ai1j1 · · ·Aikjk ,

where δi1...ikij1...jkj
is the generalized Kronecker delta symbol. Here we use the summation convention.

By definition,

σk(A) =
1

k!
δi1...ikj1...jk

Ai1j1 · · ·Aikjk , Tk−1(A)ij =
∂σk(A)

∂Aij
.

For 0 < l < k ≤ n, let

T̃k−1,l−1(A) =
Tk−1(A)

σk(A)
− Tl−1(A)

σl(A)
.

125
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It is important to note that if A ∈ Γ+
k , then T̃k−1,l−1(A) is positive definite.

The operator F (A) =
(
σk(A)
σl(A)

) 1
k−l

is elliptic and concave in Γ+
k . For simplicity of the notation,

we will denote σk(A)
σl(A) by σk

σl
(A).

Lemma 11.1. A conformal class of metric [g] with [g]∩ Γ+
k 6= ∅ does not have a C1,1 metric

g1 ∈ Γ
+
k with σk(g1) = 0, where Γ

+
k is the closure of Γ+

k .

Proof: By the assumption, there is a smooth admissible metric g0 with σk(g0) > 0. Assume by
contradiction that there is a C1,1 metric g1 with σk(g1) = 0. Write g1 = e−2ug0, so u satisfies

(11.2) σk

(
∇2u+ du⊗ du− |∇u|

2

2
g + Sg

)
= 0.

Let

W = (∇2u+ du⊗ du− |∇u|
2

2
g0), and aij(W ) =

∂σk(W )

∂wij
.

A Set u1 = u, u0 = 1, we may assume u1 ≥ u0 + 1 since u1 + c also satisfies (11.2) for any
constant c. Let v = e−u1 − e−u0 , ht = te−u1 + (1− t)e−u0 , ut = − log ht and Wt = ∇2ut + dut ⊗
dut − |∇ut|

2

2 g + Sg. As in [127], one can check that Wt ∈ Γ+
k and (aij(Wt)) positive definite

(nonnegative definite for all 0 ≤ t < 1 (0 ≤ t ≤!). We have the following

(11.3) 0 > σk(W1)− σk(W0) =
∑
ij

(

∫ 1

0

aij(Wt)

h2
t

dt)∇2
ijv +

∑
l

bl(t, x)∇lv + dv,

for some bounded functions d and bl, l = 1, ..., n. This is a contradiction to the strong maximum
principle.

The follow Proposition is a uniqueness result.

Proposition 11.1. Let (M, g0) be a spherical space form. If g ∈ [g0] ∩ Γ+
k is a solution of

(12.5), then (M, g) is also a spherical space form.

Proof: The Proposition is a special case of a Liouville type result in [92]. But it can be proved
in simpler way, following the similar argument as in [128]. After transfer the equation to Rn

as in [128], the method of moving plane in [50] can be used as in [128] to show that the
solution is symmetric at some point. We may assume the solution is symmetric about the origin
and its value and gradient at the origin are same as the standard solution (after a rescaling
if necessary). Since both are radial functions, expanding the solution to the power series, if
some of the derivatives of the solution does not match the standard solution at the origin, then
the difference of two solution is either non-negative or non-positive in a neighborhood of the
origin since it is a function in one variable only and analytic (since they satisfy analytic elliptic
equation). But, this contradicts the strong minimum principle, as the difference of two solutions
satisfies certain elliptic equation. This implies that all the derivatives are the same at the origin,
which in turn gives the uniqueness by the analyticity again.
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For any 0 < k ≤ n, let

F̃k(g) =


1

n− 2k

∫
M
σk(g)dg, k 6= n/2,

En/2(g), k = n/2.

Lemma 11.2. The flow (11.1) preserves F̃l. It also decreases the functional F̃k. In fact, the

evolution equations for log σk
σl

and F̃k are

(11.4)
d

dt
log

σk(g)

σl(g)
=

1

2
tr{T̃k−1,l−1(Sg)∇2

g log
σk(g)

σl(g)
}+ (k − l)(log

σk(g)

σl(g)
− log rk,l)

and

(11.5)
d

dt
F̃k(g) = −1

2

∫
M

(
σk(g)

σl(g)
− rk,l)

(
log

σk(g)

σl(g)
− log rk,l

)
σl(g)dg.

Proof: We prove dF̃l
dt = 0 for l 6= n/2, the proof for the case l = n/2 is the same using F̃n/2 = En/2.

On any locally conformally flat manifold, from the computation in [126],

d

dt

∫
M
σl(g) dvol(g) =

n− 2l

2

∫
M
σl(g)g−1 · d

dt
g dvol(g)

=
2l − n

2

∫
M
σl(g)g−1 ·

(
log

σk(g)

σl(g)
− log rk,l

)
dvol(g) = 0.

The first identity follows from simple direct computation, we omit it. We verify the second
identity. When k 6= n

2 ,

d

dt
F̃k(g) =

1

2

∫
M
σk(g)g−1 d

dt
gdg

= −1

2

∫
M
σk(g)

(
log

σk(g)

σl(g)
− log rk,l

)
dg

= −1

2

∫
M

σk(g)

σl(g)

(
log

σk(g)

σl(g)
− log rk,l

)
σl(g)dg

= −1

2

∫
M

(
σk(g)

σl(g)
− rk,l)

(
log

σk(g)

σl(g)
− log rk,l

)
σl(g)dg.

By [20], the above also holds for k = n
2 .

If g = e−2u · g0, one may compute that

σk(g) = e2kuσk

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
.
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Equation (11.1) can be written in the following form

(11.6)

 2
du

dt
= log

σk
σl

(
∇2u+ du⊗ du− |∇u|

2

2
g0

)
+ 2(k − l)u− log rk,l(g)

u(0) = u0.

The short time existence of flow (11.1) follows from the standard implicit theorem as g0 ∈ Γ+
k .

We want to prove the long time existence and convergence.
Let

T ∗ = sup{T0 > 0 | (11.1) exists in [0, T0] and g(t) ∈ Γ+
k for t ∈ [0.T0]}.

Proposition 11.2. There is a constant C > 0 independent of T such that

(11.7) |∇u| ≤ c, and |∇2u| ≤ c.

Proof. The gradient estimate follows from Schoen-Yau’s theorem on developing maps on
locally conformally flat manifolds and the method of moving planes as in the proof of Proposition
9.1 (see also [132]), we won’t repeat it here. We now prove the second derivative boundedness.

Set

F = log
σk
σl

(∇2u+ du⊗ du− |∇u|
2

2
g0).

By equation (11.6), F = 2ut − 2(k − l)u − log rk,l. We only need to consider the case k > 1,
therefore we only need to give a upper bound of ∆u which dominates all other second order
derivatives. Consider G = ∆u + m|∇u|2 on M × [0, T ], where m is a large constant which will
be fixed later. Without loss of generality, we may assume that the maximum of G on M × [0, T ]
achieves at a point (x0, t0) ∈M × (0, T ] and G(x0, t0) ≥ 1. We may assume that at (x0, t0)

(11.8) 2σ1(W ) ≥ G ≥ 1

2
σ1(W ),

where W = ∇2u+ du⊗ du− |∇u|
2

2 g0. Consider everything in a small neighborhood near x0. We

may consider W as a matrix with entry wij = uij +uiuj − 1
2 |∇u|

2δij +S(g0)ij . In the rest of the
proof, c denotes a positive constant independent of T , which may vary from line to line.

Since G achieves its maximum at (x0, t0), we have at this point

(11.9) Gt =
∑
l

(ullt + 2multul) ≥ 0,

and

(11.10) Gi =
∑
l

(ulli + 2muliul) = 0, ∀ i.

(11.10) and (11.7) imply that at (x0, t0)

(11.11) |
∑
l

ulli| ≤ cG.

By the Harnack inequality (11.7), we may assume that

(11.12) |ulij − uijl| < c and |uijkl − uijlk| < cG.
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We may assume by choosing coordinates that the matrix (wij) at (x0, t0) is diagonal. At the

maximum point, Gij is non-positive definite. Set F ij = ∂F
∂wij

. Since g(t) = e−2u(t)g0 ∈ Γ+
k , we

know that the matrix (F ij) is positive. Hence in view of (11.9)-(11.12) and the concavity of F
we have

(11.13)

0 ≥
∑
i,j

F ijGij =
∑

F ij(ullij + 2muliulj + 2mulijul)

≥
∑
i,j,l

F ij(uijll + 2muliulj + 2muijlul)− c
∑
i

F iiG

= −c
∑
i

F iiG+
∑
i,j,l

F ij{wijll − (uiuj −
1

2
|∇u|2δij + S(g0)ij)ll

+2muliulj + 2mwijlul − 2mul(uiuj −
1

2
|∇u|2δij + S(g0)ij)l}

≥ ∆F + 2m
∑
l

Flul +
∑
i

F iiu2
jl + 2(m− 1)

∑
i,l

F iiu2
li − c

∑
i

F iiG

≥ ∆F + 2m
∑
l

Flul +
1

n
G2
∑
i

F ii + 2(m− 1)
∑
i,l

F iiu2
li − c

∑
i

F iiG.

From equation (11.6), F = 2ut−2(k− l)u− log r(g). In view of (11.9) and (11.10), (11.13) yields

(11.14)

0 ≥ −2(k − l)G+
1

n

∑
i

F iiG2 + 2(m− 1)
∑
i

F iiuii − c
∑
i

F iiG

≥ −2(k − l)∆u+
∑
i

F iiG2 + 2(m− 1)
∑

F iiu2
ii − c

∑
F iiG

≥ {−2(k − l)G+ 2(m− 1)
∑

F iiu2
ii}+

1

n

∑
i

F ii(G2 − cG).

We claim that for large m > 0

(11.15)
1

2n
G2
∑
i

F ii + 2(m− 1)
∑
i

F iiw2
ii ≥ 2(k − l)G.

It is easy to check, from the Newton-MacLaurin inequality, that

(11.16)

∑
F iiw2

ii =
σ1(W )σk(W )− (k + 1)σk+1(W )

σk(W )
− σ1(W )σl(W )− (l + 1)σl+1(W )

σl(W )

= (l + 1)
σl+1

σl
(W )− (k + 1)

σk+1

σk
(W ) ≥ cn,k,l

σl+1

σl
(W ),

and

(11.17)
∑
i

F ii = (n− k + 1)
σk−1

σk
(W )− (n− l + 1)

σl−1

σl
(W ) ≥

c̃n,k,l
σ1(W )

,
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where cn,k,l and c̃n,k,l are two positive constant depending only on n, k and l. From these two
facts, we can prove the claim as follows. First, if

c̃n,k,l
4n

σ1(W )σk−1(W )

σk(W )
≥ 4(k − l),

then the claim follows from (11.17) and (11.8). Hence we may assume that

σ1(W )σk−1(W )

σk(W )
≤ c∗n,k,l,

for some positive constant c∗n,k,l depending only on n, k and l. Together with the Newton-
MacLaurin inequality, it implies

σl+1(W )

σl(W )
≥ ĉn,k,l

σk(W )

σk−1(W )
≥ ĉn,k,lc∗n,k,lσ1(w),

which, in turn, together with (11.16) implies∑
i

F iiw2
ii ≥ cn,k,l

σl+1(W )

σl(W )
≥ c1

n,k,lσ1(W ) ≥ 1

2
c1
n,k,lG.

Hence, if we choose m large, then the claim is true. The Proposition follows directly from the
claim.

Proposition 11.3. Suppose ‖u‖C2(M) is bounded independent of t ∈ [0, T ]. Then there is a
constant C0 > 0 independent of T such that

σk(g)

σl(g)
(t) ≥ C0, for t ∈ [0,∞).

Proof: Here we will make use of Lemma 13.4. We consider H = log σk(g)
σl(g)

− e−u on M × [0, T ]

for any T < T ∗. From (11.1) and (11.4) we have

dH

dt
=

1

2
tr{T̃k−1,l−1(Sg)∇2

g log
σk(g)

σl(g)
}+ (k − l +

1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))

=
1

2
tr{T̃k−1,l−1(Sg)∇2

g(H + e−u)}+ (k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g)).

Without loss of generality, we may assume that the minimum of H in M × [0, T ] achieves at
(x0, t0) ∈ M × (0, T ]. Let Hj and Hij are the first and second derivatives with respect to the

back-ground metric g0. At this point, we have dH
dt ≤ 0, 0 = Hl =

∑
ij F

ijwijl + e−uul for all l,

and (Hij) is non-negative definite. Also we have (F ij) is positive definite and∑
i,j

F ijwij =
1

σk(g)

∂σk(g)

∂wij
wij −

1

σl(g)

∂σl(g)

∂wij
wij = k − l.

Recall that in local coordinates T̃ ijk−1,l−1(Sg) = F ij and∑
i,j

F ij(∇2
g)ijH =

∑
i,j

F ij(Hij + uiHj + ujHj −
∑
l

ulHlδij).
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It follows that at the point,
(11.18)

0 ≥ Ht −
1

2

∑
i,j

F ijHij

=
1

2
tr{T̃k−1,l−1(Sg)∇2

ge
−u}+ (k − l +

1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))

=
1

2

∑
i,j

F ij{(e−u)ij + ui(e
−u)j + uj(e

−u)i − ul(e−u)lδij}

+(k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))

=
e−u

2

∑
i,j

F ij{−uij − uiuj + |∇u|2δij}+ (k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))

=
e−u

2

∑
i,j

F ij{−wij + Sij +
1

2
|∇u|2δij}+ (k − l +

e−u

2
)(log

σk(g)

σl(g)
− log rk,l(g))

≥ e−u

2

∑
i,j

F ij{−wij + Sij}+ (k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))

=
e−u

2

∑
i,j

F ijSij + (k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))− k − l

2
e−u,

where Sij are the entries of S(g0). Since S(g0) ∈ Γ+
k , by Lemma 13.4,

(11.19) F ijSij = { 1

σk(g)

∂σk(g)

∂wij
− 1

σl(g)

∂σl(g)

∂wij
}Sij ≥ (k − l)e2u

(
σk(g0)

σl(g0)

) 1
k−l
(
σk(g)

σl(g)

)− 1
k−l

.

By C2 estimates, log rk,l(g) is bounded from above, we have

0 ≥ (k − l)eu

2

(
σk(g0)

σl(g0)

) 1
k−l
(
σk(g)

σl(g)

)− 1
k−l

+(k − l +
1

2
e−u)(log

σk(g)

σl(g)
− log rk,l(g))− k − l

2
e−u

≥ c1

(
σk(g)

σl(g)

)− 1
k−l

+ c2 log
σk(g)

σl(g)
− c3

for positive constants c1, c2 and c3 independent of T . It follows that there is a positive constant
c4 independent of T such that

σk(g)

σl(g)
≥ c4,

at point (x0, t0). Then the Proposition follows, as |u| is bounded by Proposition 11.7.
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Proposition 11.4. If there is C independent of t such that ‖u‖C2(M) ≤ C for all t ∈ [0, T ∗),
then T ∗ =∞, and all the results in Theorem 11.1 are true.

Proof of Proposition 11.4. First, by Krylov’s theorem, the flow has C2,α estimates. The standard
parabolic theory gives the longtime existence of the flow. Lemma 11.2 implies that∫ ∞

0

∫
M

(σk(g)− rk,lσl(g))2dgdt <∞,

which, in turn, implies that there is a sequence {tl} such that∫
M

(σk(g)− rk,lσl(g))2(tl)dg → 0

as tl → ∞. The above estimates imply that g(tl) converges in C2,α to a conformal metric h,
which is a solution of (12.5).

Now we want to use Simon’s argument [117] to prove that h is the unique limit of flow
(11.1)(see also [8]). Since the arguments are essentially the same, here we only give a sketch.
First, with the regularity estimates established for flow (11.1), one can show that, for all m,

lim
t→∞
‖σk(g(t))

σl(g(t))
− β‖Cm(M) = 0,

for some positive constant β. It is clear that σk(h)
σl(h) = β. By Proposition 11.3 and the Newton-

MacLaurin inequality, there is a constant c > 1 such that c−1 ≤ σl(g(t)) ≤ c. We want to show
that flow (11.1) is a pseudo-gradient flow, though it is not a gradient flow. The crucial step is
to establish the angle estimate (11.21) for the L2 gradient of some proper functionals. We may
now switch the back-ground metric to h and all derivatives and norms are taken with respect
to the metric h.

The following is the version of Theorem 3 in Simon [117] for our flow (11.1) (which is a
infinite dimensional generalization of Lojasiewicz’ result).

Proposition 11.5. There exist θ ∈ (0, 1/2] and r0 > 0 such that for any ‖g − h‖C2,α ≤ r0

(11.20)

(∫
M
|∇Fk|2(g)dvol(h)

)1/2

≥ |Fk(g)−Fk(h)|1−θ.

Proof: Simon [117] proved such inequality for gradients of functionals. Our flow (11.1) is
different in the fact that the gradient is a fully nonlinear operator rather than a quasilinear one.
But as Andrews [8] observed, Simon’s argument can be carried through for Fk. The details
otherwise are identical, we refer to the proof of Theorem 3 in [117].

Here we only give a proof for l < k < n/2. The proof for the other cases is similar by taking
consideration of the corresponding functionals.

Consider a functional defined by

Fk,l(g) =

(∫
σl(g)dg

)−n−2k
n−2l

∫
M
σk(g)dg.

Its L2-gradient is
∇Fk,l = −c0((σk(g)− r̃k,l(g)σl(g))e−nu,
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where c0 is a non-zero constant and r̃k,l(g) is given by

r̃k,l(g) :=

∫
M σk(g)dg∫
M σl(g)dg

,

which is different from rk,l. But it is easy to check that rk,l(t) − r̃k,l(t) → 0 as t → ∞. Since
σk(g(t))
σl(g(t))

is very close to a constant for large t, from (11.5) we have

(11.21)

d
dtFk,l(g) ≤ −c

∫
M

(
σk(g)

σl(g)
− rk,l)

(
log

σk(g)

σl(g)
− log rk,l

)
σl(g)dg

≤ −c

(∫
M

∣∣∣∣σk(g)

σl(g)
− rk,l

∣∣∣∣2 σl(g)dg

∫
M

∣∣∣∣log
σk(g)

σl(g)
− log rk,l

∣∣∣∣2 σl(g)dg

)1/2

≤ −c
(∫

M
|σk(g)

σl(g)
− rk,l|2σl(g)dg

)1/2(∫
M
|dg
dt
|2σl(g)dg

)1/2

≤ −c
(∫

M
|σk(g)

σl(g)
− r̃k,l|2σl(g)dg

)1/2(∫
M
|dg
dt
|2σl(g)dg

)1/2

≤ −c
(∫

M
|σk(g)− r̃k,lσl(g)|2σl(g)dg

)1/2(∫
M
|dg
dt
|2σl(g)dg

)1/2

≤ −c
(∫

M
|∇Fk,l|2dh

)1/2(∫
M
|dg
dt
|2dh

)1/2

,

where c > 0 is a constant varying from line to line. The angle estimate (11.21) means that flow
(11.1) is a pseudo-gradient flow.

Step 1. For a fixed constant t0 > 0, by Propositions 11.2, 11.3, Lemma 11.2 and the Krylov
theorem, we have that for any small ε > 0 there is a constant δ1 > 0 such that

‖g(t)− h‖C2,α < ε, for t ∈ [t, t+ t0]

if ‖g(t)− h‖L2 < δ1.
Step 2. Since there exist T0 > 0, c1 > 0 and r0 > 0 such that (11.21) and (11.20) hold. By the
continuity of Fk in C2,α, there exists r1 > 0 such that

(11.22) ‖g − h‖C2,α < r1 implies |Fk(g)−Fk(h)| <
(
c0θδ1

2

)1/θ

.

We claim that for any [a, b] ⊂ [T0,∞),

‖g − h‖C2,α < min{r0, r1} ∀t ∈ [a, b] implies

‖g(t1)− g(t2)‖L2 <
δ1

2
∀a ≤ t1 < t2 ≤ b.
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From (11.21) and (11.20), we have for ant t ∈ [a, b](∫
M

∣∣∣∣dgdt
∣∣∣∣2 dvol(h)

)2

≤ 1

c1

dFk
dt

(g)‖∇Fk(g(t))‖L2

≤ 1

c1θ

∣∣∣∣ ddt ((Fk(g(t)−Fk(h))θ
)∣∣∣∣ .

Integrating the previous inequality over [t1, t2] ⊂ [a, b] and by the monotonicity of Fk, we have

‖g(t1)− g(t2)‖L2 ≤
1

c1θ
|Fk(g(t1)−Fk(h)|θ < 1

2
δ1.

The claim is proved.
Step 3. Now recall that there is a sequence tl →∞ such that g(tl) converges to h in C2,α. Hence
for any δ1 > 0 there is tl0 such that ‖g(tl0)− h‖L2 < δ1/2. Set

τ0 = inf{τ | ‖g(t)− h‖C2,α < ε,∀t ∈ [tl0 , τ ]},

for 0 < ε < min{r0, r1}. It is clear from step 1 that τ0 ≥ tl0 + t0. We assert that τ0 = ∞.
Assume by contradiction that τ0 <∞. For any t ∈ [tl0 , τ0], from the claim in step 2 we have

‖g(t)− h‖L2 ≤ ‖g(tl0)− h‖L2 + ‖g(tl0)− g(t)‖L2

< δ1.

This, together with step 1, implies that [τ0, τ0 + t0] ⊂ {τ | ‖g(t)− h‖C2,α < ε,∀t ∈ [tl0 , τ ]}. This
is a contradiction.

The proof is complete

Now we note that Theorem 11.1 is already verified for the case l = 0, since Lemma 11.2
implies that the flow preserves the volume in this case. From the uniform global gradient bound
in Proposition 11.2, u is uniformly bounded independent of t. Then by Propositions 11.2 and
11.7, ‖u‖C2(M) is bounded independent of t. So Theorem 11.1 for the case l = 0 follows from

Proposition 11.4. To prove Theorem 11.1 for general case l < k ≤ n, we only need to get C0

estimates for u. To do that, we will make use of the result for case l = 0.

Proposition 11.6. Let (M, g0) be a locally conformally flat manifold with g0 ∈ Γ+
k . We

have

(a). When k > n/2, there is a constant CQ = CQ(n, k) > 0 depending only on n and k such
that for any metric g ∈ Ck.∫

M
σk(g)vol(g) ≤ CQvol(g)

n−2k
n .

(b). When k < n/2, there is a constant CS = CS(n) > 0 such that for any metric g ∈ Ck.∫
M
σk(g)vol(g) ≥ CSvol(g)

n−2k
n .
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(c). If k = n/2 and g0 is a metric of constant sectional curvature, then for any g ∈ Ck

En/2(g) ≥ 1

n
CMT (log vol(g)− log vol(g0)),

where CMT =
∫
M σn/2(g0)dg0.

Moreover, in cases (a) and (c) the equality holds if and only if g is a metric of constant sectional
curvature.

Proof: When k ≥ n/2, from [70] we know that (M, g0) is conformally equivalent to a spherical
space form. In this case, it was proved in [126] that any solution of (12.5) for l = 0 is of constant
sectional curvature. By the results of Theorem 11.1 for the case l = 0 and [20] (k = n

2 ), for any
g ∈ Ck there is a metric ge ∈ Ck of constant sectional curvature with vol(g) = vol(ge) and

(11.23) F̃k(g) ≥ F̃k(ge).

When k > n/2, (11.23) implies that

vol(g)−
n−2k
n

∫
M
σk(g)dg ≤ vol(ge)−

n−2k
n

∫
M
σk(ge)dge,

and the equality holds if and only if (M, g) is a space form. It is clear that

vol(ge)
−n−2k

n

∫
M
σk(ge)dge

is a constant depending only on n, k. This proves (a).
(c) was already proved in [20]. For the completeness, we provide a proof here. When

k = n/2, (11.23) implies that for any g ∈ Cn
2

with vol(g) = vol(g0)

En/2(g) ≤ 0.

For any g ∈ Cn
2
, choose a constant a such that e−2ag has volume vol(g0). It is easy to check

that a = 1
n{log vol(g)− log vol(g0)}. By definition,

En/2(e−2ag) = En/2(g)− a
∫
M
σn/2(g)dg.

Hence, we have

En/2(g) ≥ a

∫
M
σn/2(g)dg

=
1

n

(∫
M
σn/2(g0)dg0

)
{log vol(g)− log vol(g0)}.

This proves (c).
It remains to prove (b). For this case, we only need to prove that

inf
Ck∩{vol(g)=1}

Fk(g) =: β0 > 0.
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Assume by contradiction that β0 = 0. By Theorem 1 in [72], we can find a sequence of solutions
gi = e−2uig0 ∈ Ck of (3) with vol(gi) = 1 and σk(gi) = βi such that limi→∞ βi = 0. σk(gl) = βi
means

(11.24) σk(∇2ui + dui ⊗ dui −
|∇ui|2

2
g0 + Sg0) = βie

−2kui .

Consider the scaled metric g̃i = e−2ũig0 with ũi = ui − 1
2k log βi, which satisfies clearly that

(11.25) σk(∇2ũi + dũi ⊗ dũi −
|∇ũi|2

2
g0 + Sg0) = e−2kũi

and

vol(g̃i) = βi
n
2k → 0 as i→∞.

By Corollary 1 in [71], we conclude that

ũi → +∞ uniformly as i→∞.

Hence mi := infM ũi → +∞ as i→∞. Now at the minimum point xi of ũi, by (11.25),

σk(Sg0) ≤ σk(∇2ũi + dũi ⊗ dũi −
|∇ũi|2

2
g0 + Sg0) = e−2kmi → 0.

This is a contradiction to the fact g0 ∈ Γ+
k .

Now we can prove the C0 boundedness (and hence C2 boundedness).

Proposition 11.7. Let g = e−2ug0 be a solution of flow (11.1) with σk(g(t)) ∈ Γ+
k on

M × [0, T ∗). Then there is a constant c > 0 depending only on v0, g0, k and n (independent of
T ∗) such that

(11.26) ‖u(t)‖C2 ≤ c, ∀ t ∈ [0, T ∗).

Proof: We only need to show the boundedness of |u|. First we consider the case l 6= n/2. By
Proposition 11.2 and the preservation of

∫
σl(g)dg, we have

(11.27)
cl =

∫
M
e(2l−n)uσl(∇2u+ du⊗ du− |∇u|

2

2
g0)dg0

≤ c1

∫
M e(2l−n)udg0.

If l < n/2, then (11.27), together with (11.7), implies that u < c for some constant c > 0. On
the other hand, in this case Proposition 11.6 gives

vol(g) ≤ C(

∫
M
σl(g)dg)

n
n−2l = c0C,

which, together with (11.7) implies u > c1, hence |u| ≤ C in this case.
If l > n/2, (11.27) gives a lower bound of u. Suppose there is no upper bound, we have

a sequence of u, with ∇u and ∇2u bounded, but supu goes to infinity (so does inf u). Set
v = u − inf u, so v is bounded and so is the C2 norm of v. But, for g̃ = e−2vg0, we get

F̃l(g̃) tends to 0. Take a subsequence, we get σl(e
−2v∗g0) = 0 with v∗ in C1,1 ∩ Γ

+
k . This is a

contradiction to Lemma 11.1.
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Then we consider the case l = n/2. In this case, En/2(g) is constant. First it is easy to check

that gt = e−2tug0 ∈ Γ+
n
2

when 0 ≤ t ≤ 1 (using the fact (1, · · · , 1,−1) ∈ Γ
+
n
2

when n even). In

particular, σn
2
(gt) > 0 for t > 0. From the expression of En/2(g),

− sup(u)

∫
M
σn

2
(g)dg ≤ En/2(g) ≤ − inf(u)

∫
M
σn

2
(g)dg.

Since ∫
M
σn

2
(g)dg =

∫
M
σn

2
(g0)dg0,

So we have

− sup(u)

∫
M
σn

2
(g0)dg0 ≤ En/2(g) ≤ − inf(u)

∫
M
σn

2
(g0)dg0.

I.e., inf(u) is bounded from above and sup(u) is bounded from below. By (11.7) again, u is
bounded from above and away from 0. Now we have proved boundedness of |u| in all cases.
Hence, we have obtained the C2 bound for u (independent of T ).

Theorem 11.1 now is proved for the general case.

Notes

The results in this chapter were proved in [72, 73]. The conformal flow we discussed here is
a fully nonlinear version of the Yamabe flow treated by Ye [132]. When l = 0, Proposition 11.1
was proved by Viaclowsky [126], the argument there applies directly to the proof of Proposition
XXXX. There is a general Liouville type theorem for conformally invariant equations in Rn,
proved by Li-Li in [91, 92] which implies Proposition 11.1 as a simple consequence.

The argument in the proof of global convergence follows from Simon [117]. Though Simon’s
argument originally designed for quasilinear flow, it was observed by Andrews [8]) that it can
be adopted to deal with certain fully nonlinear flows evolving convex hypersurfaces in Rn. Here,
we adapted it to fully nonlinear conformal flow (11.1).



CHAPTER 12

Geometric inequalities

In this chapter, we are interested in certain global geometric quantities associated to the
Schouten tensor and their relationship in conformal geometry. We recall some geometric func-
tionals,

(12.1) Fk(g) = vol(g)−
n−2k
n

∫
M
σk(g) dg, k = 0, 1, ..., n,

where dg is the volume form of g. When k = 1, σk(g) is a constant multiple of the scalar
curvature and F1(g) is the Yamabe functional. If we pick a fixed background metric g0, let [g0]
be the conformal class of g0. When (M, g0) is a locally conformally flat manifold and k 6= n/2,
the critical points of Fk in [g0] are the metrics g with

(12.2) σk(g) = constant.

When k = n/2, Fn
2
(g) is a constant in the conformal class. In this case, there is another

functional defined by

En/2(g) = −
∫ 1

0

∫
M
σn/2(gt)udgtdt,(12.3)

where u is the conformal factor of g = e−2ug0 and gt = e−2tug0. Note that like Fk, this
functional is conformally invariant. Unlike Fk, En/2 depends on the choice of the background
metric g0. However, its derivative ∇En/2 does not depend on the choice of g0. The critical points

of En/2 correspond to the metrics g satisfying (12.2) for k = n/2. Since any metric g ∈ Γ+
n/2 is

conformally equivalent to a metric of constant sectional curvature, in the rest of this paper, we
will choose the latter metric as a background metric g0 in (12.3) in this case.

The main objective of here is to establish a complete system of sharp inequalities for Fk’s and
En/2 (if n is even) on locally conformally flat manifolds. The methods we use to establish such
inequalities rely on the study of some fully nonlinear parabolic and elliptic equations associated
to these geometric quantities. There are three types of inequalities depending on the range of
k. More precisely, a Sobolev type inequality (12.4) is established for any k < n

2 and a conformal
quermassintegral type inequality (12.7) for any k ≥ n/2. And, for the exceptional case k = n/2,
we establish a Moser-Trudinger type inequality (12.8) for En/2.

Before giving precise results, let us first recall some notations and definitions. Let

Γ+
k = {Λ = (λ1, λ2, · · · , λn) ∈ Rn |σj(Λ) > 0,∀ j ≤ k}.

138
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A metric g is said to be in Γ+
k if σj(g)(x) > 0 for j ≤ k and x ∈M (see [70]). For convenience,

we set σ0(A) = 1 and σ0(g) = 1. We denote

Ck = {g ∈ [g0]|g ∈ Γ+
k },

where [g0] is the conformal class of g0.

We now state our main results.

Theorem 12.1. Suppose that (M, g0) is a locally conformally flat manifold, g0 ∈ Γ+
k and

g ∈ Ck. Let 0 ≤ l < k ≤ n.

(A). Sobolev type inequality: If 0 ≤ l < k < n
2 , then there is a positive constant

CS = CS([g0], n, k, l) depending only on n, k, l and the conformal class [g0] such that

(12.4) (Fk(g))
1

n−2k ≥ CS (Fl(g))
1

n−2l .

If we normalize
∫
M σl(g)dg = 1, then the equality holds if and only if

(12.5)
σk(g)

σl(g)
= Cn−2k

S .

There exists gE ∈ Ck attaining the equality. Furthermore,

(12.6) CS ≤ CS(Sn) =

(
n

k

) 1
n−2k

(
n

l

) −1
n−2l

(
ω2
n

2n
)

k−l
(n−2k)(n−2l) ,

where ωn is the volume of the standard sphere Sn.
(B). Conformal quermassintegral type inequality: If n/2 ≤ k ≤ n, 1 ≤ l < k, then

(12.7) (Fk(g))
1
k ≤

(
n

k

) 1
k
(
n

l

)− 1
l

(Fl(g))
1
l .

The equality in (12.7) holds if and only if (M, g) is a spherical space form.
(C). Moser-Trudinger type inequality: If k = n/2, then

(12.8) (n− 2l)En/2(g) ≥ CMT

{
log

∫
M
σl(g)dg − log

∫
M
σl(g0)dg0

}
,

where

CMT =

∫
M
σn/2(g0)dg0 =

ωn

2
n
2

(
n
n
2

)
.

The above inequality is also true for l > k = n/2, provided g ∈ Cl. The equality holds
if and only if (M, g) is a space form.

The geometric inequalities and the global estimates established in the chapter 10 will yield
some consequences. In chapter 8, it was proved that positive Γk-curvature for some k ≥ n/2
implies positive Ricci curvature. Hence, when the underlying manifold M is locally conformally
flat, (M, g) is conformally equivalent to a spherical space form. Therefore, we restrict our
attention to the case k < n/2.
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Let Y1 the Yamabe constant of [g], i.e.,

Y1([g]) = inf
g∈[g]

(vol(g))−
n−2
n

∫
M
σ1(g)dvol(g).

Let
Cj = {g ∈ [g] | g ∈ Γ+

j }.
We define a new conformal invariant for 2 ≤ k ≤ n/2 by

Yk =


inf

g∈Ck−1

(vol(g))−
n−2k
n

∫
M
σk(g)dvol(g) if Ck−1 6= ∅,

−∞, if Ck−1 = ∅.
We note that if k > n/2 and Ck−1 6= ∅, then (M, g) is conformally equivalent to a spherical space
form (see [70]). Therefore, the only case k ≤ n/2 is of interest to us in this situation.

Theorem 12.2. Let (M, g0) be a compact locally conformal flat n-dim manifold and k ≤ n/2.
Assume that Yk([g0]) > 0, then there is a conformal metric g ∈ Ck such that

σk(g) = 1.

If Yk([g0]) = 0, the either there is g ∈ Ck such that σk(g) = 1, or there is g ∈ C1,1 in C̄k such
that σk(g) = 0.

As an application of Theorem 12.2, we have the following

Theorem 12.3. Let (M, g) be an n-dimensional compact, oriented and connected locally
conformally flat manifold and n = 2m. If g is a metric of positive Γm−1-curvature and

(12.9)

∫
M
σm(g)dvol(g) > 0,

then (M, g0) is conformally equivalent to S2m .

The idea to prove Theorem 12.2 is to seek admissible solution of the following fully nonlinear
equation:

(12.10) σk(g) = constant,

for g in the conformal class. In [29], Chang-Gursky-Yang proved that if Y1 and Y2 (note that
Y1 positive implies C1 6= ∅, and in the case n = 4,

∫
M σ2(g) = Y2 for all g in the conformal class)

are positive, then there equation (12.10) is solvable for n = 4, k = 2. This is an important result
because the existence is obtained without the assumption on Ck 6= ∅. Here we will deal with the
case for higher dimension, but on the locally conformally flat manifolds. The key is to obtain
some appropriate a priori estimates for (12.10) by making use of the positivity of Yk.

Proof of Theorem 12.2. Let g = e−2ug0 ∈ Γ+
k−1. We modify the homotopic approach in [91]

to consider the following equation

(12.11) ft(u) = σk(tg
−1Sg + (1− t)σ1/(k−1)

k−1 (g−1Sg)g) = 1.

Let
Γt = {Λ ∈ Γ+

k−1 | tΛ + (1− t)σ1/(k−1)
k−1 (Λ)I ∈ Γ+

k }.
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It is clear that Γ0 = Γ+
k−1 and Γ1 = Γ+

k . And for any t ∈ [0, 1], ft satisfies the conditions
Proposition 9.1 uniformly in t. From the proof of Theorem 9.2, we may take g0 ∈ Ck−1 with
σk−1(g0) = 1 and the degree of σk−1(g) = 1 is −1. From degree argument (e.g., see [91]), we
only need to show a priori bound on solutions of equation (12.11) for all 0 ≤ t ≤ 1.

For g = e−2ug0, and for any local orthonormal frame (with respect to g0), we let Sij be the

Schouten tensor of g0 and let Wu = (uij + uiuj − |∇u|
2

2 δij + Sij). Equation (12.11) then can be
expressed as:

(12.12) σk(tWu + (1− t)σ1/(k−1)
k−1 (Wu)I) = e−2ku.

By (9.95) in Proposition 9.1, there is C independent of t such that

(12.13) inf
M
u ≥ C, max

M
|∇u| ≤ C, and max

M
|∇2u| ≤ C.

We now only need to obtain an upper bound of u. Set ũ = u −maxM u. We have Wũ = Wu.
By (12.13), ‖ũ‖C2(M) ≤ C̃ for some C̃ independent of t. ũ satisfies equation

(12.14) σk(tWũ + (1− t)σ1/(k−1)
k−1 (WũI)) = e−2kmaxM ue−2kũ.

Expand

(12.15) σk(tWũ + (1− t)σ1/(k−1)
k−1 (Wũ)I) =

k∑
i=0

(
n− i
n− k

)
ti(1− t)k−iσi(Wũ)σ

k−i
k−1

k−1 (Wũ).

Since Wũ ∈ Γk−1, we have

(12.16) e−2kmaxM ue−2kũ = σk(tWũ + (1− t)σ1/(k−1)
k−1 (Wũ)I) ≥ tkσk(Wũ) + (1− t)kσ

k
k−1

k−1 (Wũ).

Since eũ is bound from below and above, integrating the above formula over M with respect to
the metric g̃ = e−2ũg, we get

(12.17) e−2kmaxM u ≥ c1(tkYk + (1− t)k((V ol(g))2k−n−2

∫
M
σk−1(g−1Sg)dvol(g))

k
k−1 )

for a constant independent of t, since infg∈Cl(V ol(g̃))2l−n ∫
M σl(g̃

−1Sg̃)dvol(g̃) is positive for
l ≤ n/2 by Theorem 1 in [73]. This gives an upper bound of u. In turn ‖u‖C2(M) is bounded
independent of t. By the Krylov-Evans theorem and standard elliptic theory, ‖u‖Cm(M) is
bounded for any m. The Theorem is proved for the case Yk > 0.

If Yk = 0, By (12.13), u is bounded from below, and the first and second derivatives of u are
bounded independent of t. By (12.17), for any t < 1, u is bounded from above (depending on
t). If supu→∞ for some sequence tj → 1, from (12.14) we obtain a C1,1 solution g ∈ Γ̄+

k with

σk(g) = 0.

If for some sequence tj → 1, supu stay bounded, we obtain a solution g ∈ Γ+
k with

σk(g) = 1.

These two cases can not be happen at the same time by Lemma 2 in [73].
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We now prove the geometric inequalities. From the flow approach we developed in chapter
11, we have

Proposition 12.1. Let (M, g0) be a compact, connect and oriented locally conformally flat
manifold with g0 ∈ Γ+

k and 0 ≤ l < k ≤ n. There is a gE ∈ Ck satisfying equation (12.5) such
that

F̃k(gE) ≤ F̃k(g),

for any g ∈ Ck with F̃l(gE) = F̃l(g). Moreover, if (M, g0) is conformally equivalent to a space
form, then (M, gE) is also a space form.

Proof: The case l = 0 has been treated in Proposition 11.6. We may assume l ≥ 1 in the rest
of proof. When (M, g0) is conformally equivalent to a space form, Proposition 11.1 implies that

any solutions of (12.5) are metrics of constant sectional curvature, and hence have the same F̃k
if they have been the same F̃l. Hence the Proposition follows from Theorem 11.1.

Now we remain to consider the case k < n/2 and (M, g0) is not conformally equivalent to a
space form. We will follow the same argument in the proof of Proposition 11.6. Here we need
the local estimates in Theorem 8.1 for the quotient equation (12.5).

First we want to show

(12.18) inf
g∈Ck,F̃l(g)=1

F̃k(g) =: β0 > 0.

Suppose β0 = 0. By the result for flow (11.1), there is a sequence gi = e−2uig0 ∈ Ck with

F̃l(gi) = 1 and
σk
σl

(gi) = βi, lim
i→∞

βi = 0,

The scaled metric g̃i = e−2ũig0 with ũi = ui − 1
2(k−l) log βi satisfies

(12.19)
σk
σl

(∇2ũi + dũi ⊗ dũi −
|∇ũi|2

2
g0 + Sg0) = e−2(k−l)ũi .

By Proposition 1,

Cvol(g̃i)
n−2l
n ≤ F̃l(g̃i) = βi

n−2l
2(k−l) → 0 as i→∞,

We want show that
mi := inf

M
ũi → +∞ as i→∞.

This can be done follows: suppose there exist a constant c0 and a subsequence (which we will
still denote as {mi}) with mi ≤ c0, ∀i. At the minimum point xi of ũi, we may pick a positive
constant b > 0 depending only on n and c0 such that for any geodesic ball (with respect to g0)
of radius r < 1,

(12.20) vol(Br) ≥ brn,
and injectivity radius of g0 is greater than 2bemi . Now we take r = bemi , for x ∈ Br, there is
x∗i ∈ Br, such that

|e−nũi(x) − e−nũi(xi)| ≤ |∇u(x∗i )|r.
By gradient estimates in Theorem 8.1, since e−mi > e−c0 , ∀x ∈ Br,

|∇u(x)| ≤ C̃e−mi ,
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where C̃ depending only on g0 and c0 (note that f = 1 in (12.19)). If b > 0 is chosen small

enough (independent of i) so that b < C̃e−nc0
2 , then for any x ∈ Br, e−nũi(x) ≥ 1

2e
−nmi . Together

with (12.20),

0← vol(g̃i) ≥
∫
Br

e−nũidg0 ≥
1

2
e−nmivol(Br) ≥

b

2
e−nmirn =

bn+1

2
.

This is a contradiction. Therefore, we must have mi → +∞.
Now at the minimum point xi of ũi, by equation (12.19),

σk
σl

(Sg0) ≤ σk
σl

(∇2ũi + dũi ⊗ dũi −
|∇ũi|2

2
g0 + Sg0) = e−2(k−l)mi → 0.

This is a contradiction to the fact g0 ∈ Γ+
k .

Finally we prove the existence of an extremal metric in this case. From above argument, there

is a minimization sequence gi ∈ Ck, with F̃l(g) = 1, and σk(gi)
σl(gi)

= βi, with βi decreasing and bound

below by a positive constant. As (M, g0) is not conformally equivalent to Sn by assumption, it
follows from Theorem 1.3 in [64] that the metrics converge (by taking a subsequence) to some
gE which attains the infimum CS .

Proof of (B) of Theorem 12.1. The cases l = n/2 and k = n/2 were considered in [72] and [70].
Hence we assume that k 6= n/2 and l 6= n/2. Let us consider

Fk,l(g) =

(∫
σl(g)dg

)−n−2k
n−2l

∫
M
σk(g)dg.

Since Fk,l is invariant under the transformation g to e−2ag for any constant a, Proposition 12.1
implies that for any g ∈ Ck

Fk,l(g) ≤ Fk,l(gE) =: C(n, k, l).

It is clear that C(n, k, l) depends only on n, k, l.
Hence, we may assume that Let c0 = Fk,l(gE). From Proposition 12.1, we have

(12.21)

∫
M σk(g)dg ≤ C(n, k, l)

(∫
M σl(g)dg

)n−2k
n−2l

= C(n, k, l)
(∫
M σl(g)dg

)γk (∫
M σl(g)dg

) k
l ,

where γ = n−2k
k(n−2l) −

1
l . It is clear that γ > 0 when l > n/2 and γ < 0 when l < n/2.

We first consider the case l > n/2. In this case, by Proposition 11.6 we have∫
M
σl(g)dg ≤ c1vol(g)

n−2l
n ,

where c1 = Fl(ge). It follows that

(12.22)

(∫
M
σl(g)dg

)γ
≤ cγ0vol(g)

l−k
kl .
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Hence

(Fk(g))1/k =

(
vol(g)−

n−2k
n

∫
M
σk(g)dg

) 1
k

≤ c
1
k
0

(
vol(g)−

n−2l
n

∫
M
σl(g)dg

) 1
l

= c
1
k
0 (Fl(g))1/l.

The equality holds if and only if g is a metric of constant sectional curvature.
Consider the case l < n/2. In this case, by Proposition 11.6 again we have∫

M
σl(g)dg ≥ c1vol(g)

n−2l
n ,

where c1 = Fl(ge). Since γ < 0, we have (12.22). The same argument given in the previous case
gives the same conclusion.

Finally, since k ≥ n/2, (M, g0) is conformally equivalent to a space form ([70]). The existence
of the extremal metric which attains the equality case follows the uniqueness result in Proposition
11.1. And the constant C(n, k, l) is easy to calculate.

Proof of (A) of Theorem 12.1. Inequality (12.4) follows from (12.18) in the proof of Proposition
12.1. The existence of the extremal metric has also proved there. The inequality CS ≤ CS(Sn)
will be established later (Theorem 12.4). The constant CS(Sn) can be computed easily.

Proof of (C) of Theorem 12.1. Let us first consider the case l < n/2. Let g ∈ Cn/2. Choose a

such that
∫
M σl(e

−2ag)dvol(e−2ag) =
∫
M σl(g0)dg0. It is easy to see that

a =
1

n− 2l
{log

∫
M
σl(g)dg − log

∫
M
σl(g0)dg0}.

By Proposition 12.1, we have

En/2(g) = En/2(e−2ag) + a

∫
M
σn/2(g)dg

≥ a

∫
M
σn/2(g0)dg0

=
1

n− 2

∫
M
σn/2(g0)dg0

{
log

∫
M
σl(g)dg − log

∫
M
σl(g0)dg0

}
.

This proves the Theorem for the case l < n/2.
Now we consider the case l > n/2. 12.1. For any g ∈ Cl we choose

a = (

∫
M
σn/2(g)dg)−1En/2(g)
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such that En/2(e−2ag) = En/2(g0). Recall that F̃n/2 = En/2. By Proposition 12.1 again, we have

F̃l(g) =
1

n− 2l

∫
M
σl(g)dg

=
1

n− 2l
e−(2l−n)a

∫
M
σl(e

−2ag)dvol(e−2ag)

≥ 1

n− 2l
e−(2l−n)a

∫
M
σl(g0)dg0

=
1

n− 2l
exp

{
(n− 2l)

(∫
M
σn/2(g)dg

)−1

En/2(g)

}∫
M
σl(g0)dg0.

Since (M, g0) is conformally equivalent to a space form in this case, the existence of the extremal
metric can be proved along the same line as in part (B) of the Theorem. Note that since n is
even, (M, g0) is the standard sphere. The computation of CMT is straightforward.

We now address the question of the best constant in part (A) of Theorem 12.1. As in the
Yamabe problem (i.e., k = 1 and l = 0), for 0 ≤ l < k < n/2 we define

Yk,l(M, [g0]) = inf
g∈Ck

(Fl(g))−
n−2k
n−2l Fk(g) = inf

g∈Ck
(

∫
M
σl(g)dg)−

n−2k
n−2l

∫
M
σk(g)dg.

It is clear that Yk,l(M, [g0]) = Cn−2k
s . In this section we prove

Theorem 12.4. For any compact, oriented locally conformally flat manifold (M, g0), we
have

(12.23) Yk,l(M, [g0]) ≤ Yk,l(Sn, gSn),

where gSn is the standard metric of the unit sphere.

When k = 1 and l = 0, this was proven by Aubin (e.g., see [11]) for general compact
manifolds. To prove Theorem 12.4 we need to construct a sequence of “blow-up” functions
which belong to Ck. This is a delicate part of the problem.

We need two Lemmas.

Lemma 12.1. Let D be the unit disk in Rn and ds2 the standard Euclidean metric. Let
g0 = e−2u0ds2 be a metric on D of positive Γk-curvature with k < n/2. Then there is a
conformal metric g = e−2uds2 on D\{0} of positive Γk-curvature with the following properties:

1). σk(g) > 0 in D\{0}.
2). u(x) = u0(x) for r = |x| ∈ (r0, 1].
3). u(x) = a+ log r for r = |x| ∈ (0, r3) and some constant a.

for some constants r0 and r3 with 0 < r3 < r0 < 1.
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Proof: Let v be a function on D and g̃ = e−2vg0. By the transformation formula of the Schouten
tensor, we have

(12.24)

S(g̃)ij = ∇2
ij(v + u0) +∇i(v + u0)∇j(v + u0)− 1

2
|∇(v + u0)|2δij

= ∇2
ijv +∇iv∇jv +∇iv∇ju0 +∇jv∇iu0

+(
1

2
|∇v|2 +∇v∇u0)δij + Sg0

Here ∇ and ∇2 are the first and the second derivatives with respect to the standard metric ds2.
Let r = |x|. We want to find a function v = v(r) with g̃ ∈ Γ+

k and

v′ =
α(r)

r
,

where α = 1 near 0 and α = 0 near 1. From (12.24) we have

S(g̃)ij =
2α− α2

2r2
δij +

(
α′

r
+
α2 − 2α

r2

)
xixj
r2

+ S(g0)ij +O(|∇u0|)
α

r
,(12.25)

where O(|∇u0|) is a term bounded by a constant C1 depending only on max |∇u0|. Let A(r) be
an n× n matrix with entry aij = S(g̃)ij − S(g0)ij . Hence

σk(g̃) = e−2k(v+u0)σk (A+ S(g0)) .

To our aim, we need to find α such that A+S(g0) ∈ Γ+
k . Let ε ∈ (0, 1/2) and r0 = min{1

2 , C1ε}.
We will choose α such that

(12.26) α(r) ∈ [0, 1] and α(r) = 0, for r ∈ [r0, 1].

Since σk(g̃) = e2k(v+u0)σk(A(r) + S(g0)), we want to find α such that σk(A(r) + S(g0)) > 0. It
is clear to see that for r ∈ [0, r0]

A(r) ≥
(

2α− α2 − εα
2r2

δij +

(
α′

r
+
α2 − 2α

r2

)
xixj
r2

)
,

as a matrix. This implies that

(12.27) σk(A(r)) ≥ (n− 1)!

k!(n− k)!

(
2α− α2 − εα

2r2

)k (
n− 2k + 2

rα′ − εα
2α− α2 − εα

)
.

One can easily check that for any small δ > 0,

(12.28) α(r) =
2(1− ε)δ
δ + r

1−ε
2

is a solution of
(2− ε)α− α2 = −4(rα′ − εα).

Now we can finish our construction of α. Since S(g0) ∈ Γ+
k , by the openness of Γ+

k we can
choose r1 ∈ (0, r0) and an non-increasing function α : [r1, r0] ⊂ [0, 1) such that σk(g̃) > 0 and
α(r1) > 0. Now we choose a suitable δ > 0 and α in the form (12.28).Then find r2 ∈ (0, r1) with
α(r2) = 1. It is clear that σk(A(r)) > 0 on [r2, r1]. Define α(r) = 1 on [0, r2]. We may smooth
α such that the new resulted conformal metric g satisfying all conditions in Lemma 12.1.
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Remark 12.1. From Lemma 12.1, one can prove that the connected sum of two locally
conformally flat manifolds (M1, g1) and (M2, g2) with g1, g2 ∈ Γk (k < n/2) admits a locally
conformally flat structure with a metric in Γ+

k . This is also true for general manifolds, which
will appear in a forthcoming paper.

Lemma 12.2. For any small constants δ > 0 and ε > 0, there exists a function u : Rn\{0} →
0 satisfying:

1. The metric g = e−2udx2 has positive Γk-curvature.
2. u = log(1 + |x|2) + b0 for |x| ≥ δ, i.e., ({x ∈ Rn | |x| ≥ δ}, g) is a part of a sphere.
3. u = log |x| for |x| ≤ δ1, i.e., ({x ∈ Rn | 0 < |x| ≤ δ1}, g) is a cylinder.

4. vol(Bδ\Bδ1 , g) ≤ Cδ−
2n

1−ε0 .

5.
∫
Bδ\Bδ1

σk(g)dvol(g) ≤ Cδ−
2(n−2k)

1−ε0 , for any k < n/2,

where C is a constant independent of δ, δ1 = δ
3−ε0
1−ε0 and b0 ∼ 3−ε0

1−ε0 log δ.

Proof: Let δ ∈ (0, 1) be any small constant. For any small constant ε0 > 0, we define u by

u(r) =


log(1 + r2) + b0, r ≥ δ

− 2

1− ε0
log

1 + δ3−ε0r−(1−ε0)

2
+

3− ε0

1− ε0
log δ r ∈ (δ1, δ)

log r, r ≤ δ1,

,

where δ1 = δ
3−ε0
1−ε0 and

b0 = − log(1 + δ2)− 2

1− ε0
log

1 + δ2

2
+

3− ε0

1− ε0
log δ.

As in the proof of Lemma 5, we write u′(r) = α(r)
r . It is easy to see that α : R+ → R+ by

α(r) =



2r2

1 + r2
, r ≥ δ,

2δ3−ε0

δ3−ε0 + r1−ε0 , r ∈ (δ1, δ),

1, r ≤ δ1.

One can check all conditions in the Lemma, except the smoothness of u, which is C1,1. We first
check (1). By a direct computation, see for example (13), we have

σk(e
−2u|dx|2) = e2ku(r) (n− 1)!

k!(n− k)!

(
2α− α2

2r2

)k (
n− 2k + 2

rα′

2α− α2

)
.

In the interval (δ1, δ), α ∈ (0, 2) satisfies

2rα′

2α− α2
= −(1− ε0).
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Since k < n/2, we have σk(e
−2u|dx|2) > 0. One can also directly to check (4) and (5). Here we

only check (5). A direct computation gives∫
Bδ\Bδ1

σk(g)dvol(g) ≤ c

∫ δ

δ1

e−(n−2k)u(r)r−2krn−1dr

≤ cδ
−(n−2k)

3−ε0
1−ε0

∫ δ

δ1

rn−2k−1dr

≤ cδ
− 2(n−2k)

1−ε0 .

From our construction, we only have u ∈ C1,1. But, for δ > 0 fixed, we can smooth α so that
u ∈ C∞ satisfies all conditions (1)-(5).

Proof of Theorem 12.4. Let p ∈ M and U a neighborhood of p such that (U, g) is conformally
flat, namely (U, g) = (D, e−2u0 |dx|2). Applying Lemma 12.1, we obtain a conformal metric u
satisfying conditions 1)-3) in Lemma 12.1 with constants r0, r3 and a. By adding a constant we
may assume a = 0. Now applying Lemma 12.2 for any small constant δ > 0 we have a conformal
metric gδ = e−2uδ |dx|2 on Rn\{0}. Consider the rescaled function

ũδ = uδ(
δ1

r3
x)− log

δ1

r3
.

Now u and ũδ are the same in {0 < |x| < r3}. Consider the following conformal transformation

f(x) =
r2

3

2

x

|x|2
,

which maps {r3/2 ≤ |x| ≤ r3} into itself and maps one of boundary components to another with
opposite orientations. Now we define a new function on M by

wδ(x) =


0, |x| ≥ r0,

u− u0, r3/2 ≤ |x| ≤ r0,

ũδ(f(x)) + 2 log |x| − log
r2
3
2 − u0, |x| ≤ r3/2.

Since u and ũδ are the same in {0 < |x| < r3}, it clear that wδ(x) is smooth on M . Consider
the conformal metric gδ = e−2wδg and compute, using Lammas 12.1 and 12.2∫

M
σk(gδ)dvol(gδ) =

∫
{|x|≤r3/2}

σk(gδ)dgδ +O(1)

= e−(n−2k)b0

∫
Rn\{|x|≤δ}

σk(gSn)dvol(gSn) +O(1)δ
− 2(n−2k)

1−ε0

= δ
− 3−ε0

1−ε0
(n−2k)

∫
Rn\{|x|≤δ}

σk(gSn)dvol(gSn) + o(δ
− 3−ε0

1−ε0
(n−2k)

)

and ∫
M
σl(gδ)dvol(gδ) = δ

− 3−ε0
1−ε0

(n−2l)
vol(Rn\{|x| ≤ δ}, gSn) + o(δ

− 3−ε0
1−ε0

(n−2l)
),
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where gSn = 1
(1+|x|2)2 |dx|2 is the standard metric of the sphere and O(1) is a term bounded by

a constant independent of δ. Now it is readily to see

Yk,l(M) ≤ lim
δ→0

Yk,l(gδ)→ Yk,l(Sn),

as δ → 0.

Notes

The main results in this chapter appeared in [73], as an application of conformal curvature
flow studied in [72, 73].

When (M, g0) is a locally conformally flat manifold and k 6= n/2, it was proved in [126] that
the critical points of Fk in [g0] are the metrics g satisfying (12.2). When k = n/2, Fn

2
(g) is a

constant in the conformal class [126]. In this case, the functional (12.3 was found in [20], see
also [31].

When l = 0 and k = 1, inequality (12.4) is the standard Sobolev inequality (e.g., see [11]).
Inequality (12.7) is of reminiscent in form to the classical quermassintegral inequality (e.g., see
[72] for the discussion), which is one of the motivations of this paper. In the case n = 4, k = 2 and
l = 1, inequality (12.7) was proved earlier by Gursky in [76] for general 4-dimensional manifolds.
Some cases of the inequality were also verified in [72] and [70] for locally conformally flat
manifolds. (12.8) is similar to the Moser-Trudinger inequality on compact Riemannian surfaces
(see [101] and [80]). When l = 0, (12.8) was proven by Brendle-Viaclovsky and Chang-Yang in
[20] and [31] using a result in [72] on a fully nonlinear conformal flow. We also refer to [14] for
a different form of Moser-Trudinger inequality in higher dimensions. We suspect (12.6) should
be true on general compact manifolds.

Note that
∫
M σm(g)dvol(g) is a conformal invariant for m = n/2. When n = 4, Theorem

12.3 was proved in [76]. A similar result was obtained for n = 6 in [76] under a weaker condition.
The connected sums technique for locally conformally flat manifolds was devised in [114] in

the case of positive scalar curvatures.



CHAPTER 13

Appendix: Basic facts about concave symmetric functions

We first start with elementary symmetric functions and Garding’s theory of hyperbolic
polynomials. We recall the definition of k-symmetric functions: For 1 ≤ k ≤ n, and λ =
(λ1, ..., λn) ∈ Rn,

σk(λ) =
∑

λi1 ...λik ,(13.1)

where the sum is taken over all strictly increasing sequences i1, ..., ik of the indices from the set
{1, ..., n}. The definition can be extended to symmetric matrices by letting σk(W ) = σk(λ(W )),
where λ(W ) = (λ1(W ), ..., λn(W )) are the eigenvalues of the symmetric matrix W . We also set
σ0 = 1 and σk = 0 for k > n. The following proposition gives explicit algebraic formulas for
σk(W ).

Proposition 13.1. If W = (Wij) is an n × n symmetric matrix, let F (W ) = σk(W ) for
1 ≤ k ≤ n. Then the following relations hold.

σk(W ) =
1

k!

n∑
i1,...,ik=1
j1,...,jk=1

δ(i1, ..., ik; j1, ..., jk)Wi1j1 · · ·Wikjk ,

Fαβ :=
∂F

∂Wαβ
(W )

=
1

(k − 1)!

n∑
i1,...,ik−1=1
j1,...,jk−1=1

δ(α, i1, ..., ik−1;β, j1, ..., jk−1)Wi1j1 · · ·Wik−1jk−1

F ij,rs :=
∂2F

∂Wij∂Wrs
(W )

=
1

(k − 2)!

n∑
i1,...,ik−2=1
j1,...,jk−2=1

δ(i, r, i1, ..., ik−2; j, s, j1, ..., jk−2)Wi1j1 · · ·Wik−2jk−2
,

where the Kronecker symbol δ(I; J) for indices I = (i1, ..., im) and J = (j1, ..., jm) is defined as

δ(I; J) =


1, if I is an even permutation of J ;

−1, if I is an odd permutation of J ;

0, otherwise.

150
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The Newton-MacLaurin inequality for the elementary symmetric functions is fundamental:

(13.2) (n− q + 1)(q + 1)σq−1(Λ)σq+1(Λ) ≤ q(n− q)σ2
q (Λ). (Newton-MacLaurin inequality)

We now introduce Garding’s theory of hyperbolic polynomials [51] and treat the elementary
symmetric functions in that category. We will follow the arguments in [51] and [81] closely.

Definition 13.1. Let P be a homogeneous polynomial of degree m in a finite vector space V .
For θ ∈ V we say P is hyperbolic at θ if P (θ) 6= 0 and the equation P (x+tθ) = 0 (as a polynomial
of t ∈ C) has only real roots for every x ∈ V . We say P is complete if P (x+ ty) = P (x) for all
x, t implies y = 0.

Proposition 13.2. Suppose P is hyperbolic at θ, then the component Γ of θ in {x ∈
V ;P (x) 6= 0} is a convex cone, the zeros of P (x + ty) (as a polynomial in t) are real if x ∈ V
and y ∈ Γ. The polynomial P (x)

P (θ) is real, and it is positive when x ∈ Γ. Furthermore, (P (x)
P (θ) )

1
m is

concave and homogeneous of degree 1 in Γ, equal to 0 on the boundary of Γ.

Proof. We may assume P (θ) = 1. Then

P (x+ tθ) = (t− t1)× ...× (t− tm),

with real tj . So P (x) = (−t1)× ...× (−tm) is real. Set

Γθ = {x ∈ V ;P (x+ tθ) 6= 0, t ≥ 0}.
Then Γθ is open and θ ∈ Γθ since P (θ + tθ) = (1 + t)mP (θ) only has the zero t = −1. Since Γθ
is open and closed in {x ∈ V ;P (x) 6= 0}. If x ∈ Γ̄θ, then P (x+ tθ) 6= 0, when t > 0. So

Γθ = {x ∈ Γ̄θ, P (x) 6= 0}.
Also, Γθ is connected, for if x ∈ Γθ, then x + tθ ∈ Γθ when t > 0. Hence λx + µθ ∈ Γθ for all
λ > 0, µ > 0. This proves that Γθ is starshaped with respect to θ and Γθ = Γ.

If y ∈ Γ and δ > 0 is fixed, then

Ey,δ = {x ∈ V ;P (x+ iδθ + isy) 6= 0, Re(s) ≥ 0}

is open, and 0 ∈ Ey,δ since for s 6= 0, P (iδ+isy) = (is)mP ( δθs +y) = 0 implies s < 0. If x ∈ Ēy,δ,
then P (x+ iδθ + isy) 6= 0 by Hurwitz’ theorem ifRes > 0, and this is still true when Re(s) = 0
since x+ isy is real then. Therefore, Ey,δ is both open and closed, so Ey,δ = V Thus,

P (x+ i(δθ + y)) 6= 0,∀x ∈ Rn, y ∈ Γ, δ > 0.

Since Γ is open, this remains true for δ = 0. So the equation P (x+ ty) = 0 has only real roots,
for if t = t1 + it2 is a root with t2 6= 0 we would get P (x+t1y

t2
+ iy) = 0. This means that y can

play the role of θ, so Γ is starshaped with respect to every point in Γ. Γ is convex. We also have
P (y) > 0 for all y ∈ Γ.

We now prove the concavity statement in the proposition. As P (x+ ty) has only real roots
for y ∈ Γ, there are tj ∈ R, j = 1, ...,m,

P (x+ ty) = P (y)(t− t1)× ...× (t− tm).

In turn,

P (sx+ y) = P (y)(1− st1)× ...(1− stm).
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If sx+ y ∈ Γ, we must have 1− stj > 0 for every j. If f(s) = logP (sx+ y), then

f
′
(s) = −

∑ tj
1− stj

, f”(s) = −
∑ t2j

(1− stj)2
.

Therefore, by Cauchy-Schwarz inequality,

m2e−
f(s)
m
d2(e

f(s)
m )

ds2
= f

′
(s)2 +mf”(s)

= (
∑ tj

1− stj
)2 −m

∑ t2j
(1− stj)2

≤ 0.

We wish to construct some examples of hyperbolic polynomials. If P is a homogeneous
polynomial of degree m. For xl = (xl1, ..., x

l
n) ∈ V , l = 1, ...,m, we denote < xl, ∂∂x >=

∑n
1 x

l
j
∂
∂xj

as a vector field. We define the complete polarization of P as

P̃ (x1, ..., xm) =
1

m!
< x1,

∂

∂x
> ... < xm,

∂

∂x
> P (x).

It is a multilinear and symmetric in x1, ..., xm ∈ V , independent of x, and that

P̃ (x, ..., x) =
1

m!

dm

dtm
P (tx) = P (x), ∀x ∈ V.

And
P (t1x

1 + ...+ tmx
m) = m!t1...tmP̃ (x1, ..., xm) + ...

where the dots denote terms not containing all the factors tj .

Lemma 13.1. If P is hyperbolic at θ and m > 1, then for any y = (y1, ..., yn) ∈ Γ,

Q(x) =
n∑
1

yj
∂

∂xj
P (x)

is also hyperbolic at θ. In general, if x1, ..., xl ∈ Γ for some l < m, then

Q̃l(x) = P̃ (x1, ..., xl, x, ..., x)

is hyperbolic at θ.

The proof is immediate. It follows Rolle’s theorem. If we repeat the argument, the polyno-
mials {Pl}m1 defined by P (x+ sθ) is hyperbolic at θ if P is.

Corollary 13.1. 1. The polynomial P = (x1)2 − (x2)2 − ... − (xn)2 is hyperbolic at
(1, 0, ..., 0).

2. The polynomial P = x1...xn is complete hyperbolic at any θ with P (θ) 6= 0. The positive
cone Γ of P at (1, ..., 1) is

Γ = {x = (x1, ..., xn);xj > 0, ∀j}.
3. In general the elementary symmetric function σk(x) is complete hyperbolic at (1, ..., 1),

the corresponding positive cone Γk is

Γk = {σl(x) > 0,∀l ≤ k}.
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4. Let S denote set of all real n×n symmetric matrices. Then σk(W ),W ∈ S is complete
hyperbolic at the identity matrix, the corresponding positive cone is

Γk = {σl(W ) > 0, ∀l ≤ k}.

5. , For W 1, ...,W l ∈ Γk, l < k, then Ql(W ) = P̃ (W 1, ...,W l,W, ...,W ) is complete
hyperbolic in Γk.

Proposition 13.3. Suppose P a homogenous polynomial of degree m, suppose it is hyperbolic
at θ and P (θ) > 0, then

(13.3) P (x1, ..., xm) ≥ P (x1)
1
m ...P (xm)

1
m ,∀x1, ..., xm ∈ Γ.

If P is complete, the equality holds if and only if all xj are pairwise proportional. This is also

equivalent that for x, y ∈ Γ not proportional, the function h(t) = P (x+ ty)
1
m is strictly concave

in t > 0. If P is complete, then Q̃l(X) = P̃ (x1, ..., xl, x, ..., x) is complete if m − l ≥ 2 and

x1, ..., xl ∈ Γ. In particular, P̃ (x1, ..., xm) > 0 if x1 ∈ Γ̄ and xj ∈ Γ when m ≥ 2.

Proof. Since P
1
m (X) is concave in Γ, it follows that for any x, y ∈ Γ, h(t) = P (x+ ty)

1
m is

concave in t > 0. So, h”(t) ≤ 0. A direct computation yields

h”(0) = (m− 1)(P̃ (y, y, x, ..., x)P (X)− P̃ (y, x, ..., x)2)P (x)
1
m
−2.

We get the inequality

P̃ (y, y, x, ..., x)P (X) ≤ P̃ (y, x, ..., x)2.

In turn, it implies

P̃ (y, x, ..., x)m ≥ P (y)P (x)m−1.

We now apply induction argument. Take y = x1 and assuming that (13.3) is already proved for

hyperbolic polynomials of degree m− 1. Let Q(x) = P̃ (y, x, ..., x), we get

P̃ (x1, ..., xm) ≥ (Q(x2)...Q(xm))
1

(m−1)

≥ (P (x1)P (x2)m−1...P (x1)P (xm)m−1)
1

m(m−1) ,

which proves (13.3).
To prove the last statement in the proposition, it suffices to show that if m ≥ 3, Q (defined

above) is complete. suppose Q(x) = Q(x+ tz) for all x, t. In particular, Q(y+ tz) = Q(y). That
means that Q(ty + z) = Q(ty), so P (ty + z)− P (ty) = a is independent of t. Since the zeros of
P (ty) + a = tmP (y) + a must all be real, it follows that a = 0. This P (y + sz) = P (y) 6= 0 for
all s, so it follows that y + sz ∈ Γ. Hence,

(sx+ y + sz)

(s+ 1)
∈ Γ, ∀x ∈ Γ, s > 0.

Letting s → ∞, we conclude that x + z ∈ Γ̄ for all x ∈ Γ. This implies x + z ∈ Γ. We can
replace z by tz for any t, so x + tz ∈ Γ for all t and x ∈ Γ. Thus P (z + sx) can not have any
zeros 6= 0, so P (z + sx) = smP (x). That is P (x+ tz) = P (x) for all t and all x ∈ Γ. Since P is
analytic, that means P (x+ tz) = P (x) for all t and all x ∈ V . By the completeness assumption
on P , z = 0.
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Finally, we discuss the equality case in (13.3). By the above, we may assume m = 2. If

the equality holds, we have P (y)P (x) = P̃ (y, x)2. This implies the roots of the second order
polynomial p(t) = P (x+ ty) are equal, i.e., t1 = t2 = −λ 6= 0. In turn, for all t,

P (y + (t+ λ)−1(x− λy)) = (t+ λ)−2P (ty + x) = P (y).

That is both roots of the polynomial f(s) = P (sy + (x− λy)) are vanishing.

Lemma 13.2. Suppose P is a second order complete hyperbolic polynomial. Suppose both
roots of f(s) = P (sy + w) vanishing for some y ∈ Γ and w ∈ V . Then, all the roots of
g(s) = P (sz + w) are vanishing for any z ∈ Γ.

Proof of the lemma. Since P (y+ tw) = P (y) 6= 0 for all t, we must have y+ tw ∈ Γ. By the
convexity of Γ, we have z + tw ∈ Γ for all t. So, P (z + tw) 6= 0. For any z ∈ Γ and all t,

P (z)(1 + tλ1)(1 + tλ2) = P (z + tw) 6= 0,

λ1, λ2 are the roots of P (sz + w). Since t is arbitrary, this gives λ1 = λ2 = 0.

From the lemma, we have P (z+t(x−λy)) = P (z) for all z ∈ Γ and all t. Since Γ is open and
P is analytic, P (z+ t(x−λy)) = P (z) for all z and all t. By the completeness of P , x−λy = 0.
That is, x and y are proportional.

Corollary 13.2. Let F = σ
1/k
k , then the matrix ∂F

∂Wij
is positive definite for W ∈ Γ+

k .

where Wij are the entries of W . If W ∈ Γ+
q , then (W |i) ∈ Γq−1, ∀q = 0, 1, · · · , n, i = 1, 2, · · · , n,

where (W |i) is the matrix with i-th column and i-th row deleted.

The above follows from the strictly concavity of F . The following facts regarding the quo-
tients of elementary symmetric functions will be used in later chapters.

Proposition 13.4.

(13.4)
n!k

(k − 1)!(n− k + 1)!(n− k + 1)
σk−1
k (Λ) ≤ σkk−1(Λ), ∀Λ ∈ Γ+

k .

Γ+
q is convex and if W ∈ Γ+

q , then (W |i) ∈ Γq−1,∀q = 0, 1, · · · , n, i = 1, 2, · · · , n, where (W |i) is

the matrix with i-th column and i-th row deleted. Let F = (σkσl )
1
k−l , then ∂F

∂wij
is positive definite

for W = (wij) ∈ Γ+
k and it is semi-positive definite for W = (wij) ∈ Γ+

k−1, and
∑

j F
jj ≥ 1.

The function F is concave in Γ+
k−1. If W = (wij) is diagonal with W = Λ. Then, ∀i fixed,

(13.5) F ii = F ∗σl−1(Λi){σl(Λ)
σk−1(Λi)

σl−1(Λi)
− σk(Λ)},

where F ∗ = 1
k−l

(
σk(Λ)
σl(Λ)

) 1
k−l−1

1
σ2
l (Λ)

.

Lemma 13.3. For F (W ) = σk(W )
σl(W ) defined on symmetric matrices with w ∈ Γ+

k , let F ij =
∂F (W )
∂wij

. Suppose W is diagonal, and wii = λi,∀i = 1, · · · , n. Then

F ii ≤ F jj , if λi ≥ λj .
If in addition, Λij ∈ Γ+

k−1, then F iiλ2
i ≥ F jjλ2

j for λi ≥ λj.
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Proof: The first statement follows from (13.5) and the monotonicity of σl−1 and
σk−1

σl−1
. We now

check F iiλ2
i ≥ F jjλ2

j , under the condition that Λij ∈ Γ+
k−1. It is easy to check that for any

m = 1, · · · , n,

(13.6)
σm(Λi) = σm(Λij) + λjσm−1(Λij),

σm(Λ) = σm(Λij) + (λi + λj)σm−1(Λij) + λiλjσm−2(Λij).

By (13.6), we compute

F iiλ2
i − F jjλ2

j = (λ2
i − λ2

j )[σl(Λij)σk−1(Λij)− σk(Λij)σl−1(Λij)]

+(λi − λj)λiλj [σl(Λij)σk−2(Λij)− σk(Λij)σl−2(Λij)].

As Λij ∈ Γ+
k−1, both terms in [· · · ] are positive by the Newton-MacLaurin inequality.

The following Garding’s inequality is also valid for the quotient of hessians.

Lemma 13.4. Let Λ = (λ1, · · · , λn),Λ0 = (µ1, · · · , µn) ∈ Γ+
k ,

F (Λ) =

(
σk(Λ)

σl(Λ)

) 1
k−l

.

Then, ∑
i

{σk−1(Λi)

σk(Λ)
− σl−1(Λi)

σl(Λ)
}µi ≥ (k − l)F (Λ0)

F (Λ)
.

Proof. The main argument of the proof follows from [26]. For Λ = (λ1, · · · , λn) ∈ Γ+
k , set

F (Λ) =

(
σk(Λ)

σl(Λ)

) 1
k−l

.

From the concavity of F in Γ+
k , for Λ,Λ0 = (µ1, · · · , µn) ∈ Γ+

k we have

F (Λ0) ≤ F (Λ) +
∑
l

(µi − λi)
∂F (Λ)

∂λi

= F (Λ) +
1

k − l
F (Λ)

∑
i

{σk−1(Λi)

σk(Λ)
− σl−1(Λi)

σl(Λ)
}(µi − λi)

=
1

k − l
F (Λ)

∑
i

{σk−1(Λi)

σk(Λ)
− σl−1(Λi)

σl(Λ)
}µi.

In the last equality, we have used the fact that F is homogeneous of degree one. Hence, we have∑
i

{σk−1(Λi)

σk(Λ)
− σl−1(Λi)

σl(Λ)
}µi ≥ (k − l)F (Λ0)

F (Λ)
.
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We now treat general concave symmetric functions. Let Ψ ⊂ Rn be an open symmetric
domain and f is a C2 symmetric function defined in Ψ, denote

Sym(n) = {n× n real symmetric matrices},

set

(13.7) Ψ̃ = {A ∈ Sym(n) : λ(A) ∈ Ψ}.

We extend f to F : Ψ̃ → R by F (A) = f(λ(A)). We define F̃ (A) = −F (A−1) whenever

A−1 ∈ Ψ̃. We define ḟk = ∂f
∂λk

, f̈kl = ∂2f
∂λk∂λl

, Fαβ = ∂F
∂Aαβ

and Fαβ,rs = ∂2F
∂Aαβ∂Ars

. The following

lemma is well known (e.g., see [13, 9, 53, 125]).

Lemma 13.5. (a). The at any diagonal A ∈ Ψ̃ with distinct eigenvalues, let F̈ (B,B) be
the second derivative of F in direction B ∈ Sym(n), then

F̈ (B,B) =
n∑

j,k=1

f̈ jkBjjBkk + 2
∑
j<k

ḟ j − ḟk

λj − λk
B2
jk.(13.8)

(b). If F̃ (A) = −F (A−1) is concave near a positive definite matrix A, then

n∑
j,k,p,q=1

(F kl,pq(A) + 2F jp(A)Akq)XjkXpq ≥ 0(13.9)

for every symmetric matrix X.

We deduce the following form of Lemma 13.5.

Corollary 13.3. Assume F satisfies condition in Lemma 13.5(b). Suppose A ∈ Ψ̃, A is
semipositive definite and diagonal. Let 0 ≤ λ1 ≤ · · · ≤ λn and λi > 0,∀i ≥ n− l + 1. Then

n∑
j,k=n−l+1

f̈ jk(A)XjjXkk + 2
∑

n−l+1≤j<k

ḟ j − ḟk

λj − λk
X2
jk + 2

n∑
i,k=n−l+1

ḟ i(A)

λk
X2
ik ≥ 0(13.10)

for every symmetric matrix X = (Xjk) with Xjk = 0 if j ≤ n− l.

Proof. (13.10) follows directly from (13.8) and (13.9) if A is positive definite. For semi-definite
A, it follows by approximating.

We now further assume that Ψ = Γ is a convex cone such that

(13.11) Γ ⊆ Γ1.

and the symmetric function f satisfies the following conditions in Γ:

(13.12)
∂f

∂λi
(λ) > 0 for i = 1, 2, . . . , n and λ ∈ Γ,

(13.13) f is concave in Γ,
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and for M > 0, there is δM > 0 such that for λ ∈ Γ with F (λ) ≤M ,

(13.14)
n∑
i=1

∂f

∂λi
(λ) ≥ δM .

Set

Γ̃ = {W | W is a symmetric matrix whose eigenvalues λ = (λ1, · · · , λn) ∈ Γ}.

Define F (W ) = f(λ(W )) for W ∈ Γ̃. We note that since Γ ⊂ Γ1, for W ∈ Γ̃, the eigenvalues
λi of W satisfies |λi| ≤ (n − 1)λmax, where λmax is the largest eigenvalue of W . From a result

in section 3 in [26], F is concave in Γ implies F is concave in Γ̃ and condition (13.12) implies

( ∂F
∂Wij

) is positive definite for all W = (Wij) ∈ Γ̃. If there is no confusion, we will also simply

write Γ for Γ̃.

Remark 13.1. We note that σ
1
k
k and general quotient operator (σkσl )

1
k−l (0 ≤ l < k ≤ n)

satisfy the structure conditions (13.11)-(13.14) with Γ = Γk and one may take δM = 1 for all
M > 0.

The condition (13.12) is a monotonicity condition which is natural for the ellipticity of
equation (3.9) we will treat in later chapters, as we will see that the concavity condition (13.13)
is also crucial for C2 and C2,α estimates. The condition (13.14) appears artificial, but it follows
from some natural conditions on F . For example, in order that equation (3.9) has an admissible
solution for some ϕ̃ with sup ϕ̃ = M , there must exist W ∈ Γ such that F (W ) = M . We may
assume M = 1. By conditions (13.11)-(13.13), we have

(13.15) F (t0I) ≥ 1, for some t0 > 0,

where I is the identity matrix.

Lemma 13.6. Suppose that f satisfies (13.11), (13.13) and (13.15). Set F ij(W ) = ∂F (W )
∂Wij

for W = (Wij) ∈ Γ.

(a). Let t0 be the number in (13.15), then for all W ∈ Γ with f(W ) ≤ 1,

(13.16)
∑
i,j

F ij(W )Wij ≤ t0
∑
i

F ii(W ).

(b). Suppose further that f satisfies (13.12), then there is C > 0 such that ∀W ∈ Γ with
f(W ) ≥ 1, the following is true:

(13.17) σ1(W ) ≥ Cf(W ).

(c). If in addition, f satisfies

∀γ ∈ Γ, limt→+∞f(tγ) > 1; and for all p ∈ ∂Γ limλ→pf(λ) < 1,(13.18)

then
∑

i,j F
ij(W )Wij ≥ 0,∀W ∈ Γ. And for any compact set K in Γ, there is a tK > 0,

such that

(13.19) f(tγ) > 1, for all γ ∈ K, t ≥ tK .
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Moreover there is δ > 0 such that for all W ∈ G with f(W ) ≤ 1, the following is true

(13.20) δ ≤ δ +
∑
i,j

F ij(W )Wij ≤ 2t0
∑
i

F ii(W ).

(d). If F satisfies (13.15) and

(13.21) limt→+∞F (tW ) > −∞, for all W ∈ Γ,

then there is δM > 0 depending on F and t0 in (13.15) such that (13.14) is true.
(e). If F satisfies

(13.22) limt→+∞F (tW1 +W2) > −∞, for all W1,W2 ∈ Γ,

then
∑

i,j F
ij(W )Wij > 0 for all W ∈ Γ.

Proof. Let I be the identity matrix. By the concavity of f ,

(13.23) f(tI) ≤ f(W ) +
∑
i,j

F ij(W )(tδij −Wij).

By (13.15), f(t0I) ≥ 1. Since f(W ) ≤ 1, (13.16) follows from (13.23).
To prove (13.17), we note σ1(W ) is invariant under symmetrization (i.e., symmetrization of

eigenvalues of W ), while f(W ) is non-decreasing under symmetrization by the concavity of f .
So we only need to check that if f(t, · · · , t) ≥ 1, then σ1(t, · · · , t) ≥ Cf(t, · · · , t). By (13.12),
f(t, · · · , t) ≥ 1 implies t ≥ t0. From the concavity of f ,

f(t, · · · , t) ≤ f(t0I) + (t− t0)
∑
i

fλi(t0, · · · , t0) ≤ Aσ1(t, · · · , t),

if we pick A ≥ f(t0I)
σ1(t0,··· ,t0) +

∑
i fλi(t0, · · · , t0).

We note that by concavity assumption on f and the first condition in (13.18), for any γ ∈ Γ,
f(tγ) is an increasing function for t > 0. This implies∑

i,j

F ij(W )Wij ≥ 0.

By the monotonicity of f(tγ) and the first condition in (13.18), for any γ ∈ Γ, there is tγ <∞
such that f(tγ) > 1 for all t ≥ tγ . Then (13.19) follows from the continuity of f and compactness
of K in Γ.

By the first condition in (13.18) again, there exists δ > 0 such that f(2t0I) ≥ 1+ δ (this also
follows from the monotonicity condition (13.12)). Since f(W ) ≤ 1, (13.20) follows from (13.23).

The concavity condition (13.13) and (13.21) implies that d
dtF (tW ) ≥ 0 for all W ∈ Γ. That

is
∑

i,j F
ij(W )Wij ≥ 0 for all W ∈ Γ. By the monotonicity condition (13.12), there exists ε > 0

such that F (2t0I) ≥M + ε. Since F (W ) ≤M , (13.14) follows from (13.23) by letting t = 2t0.
We now prove the last statement in the lemma. Since Γ is open, for each W ∈ Γ, there is

δ > 0 such that W̃ = W − δI ∈ Γ. In turn, tW̃ + δI ∈ Γ for all t > 0. Set g(t) = F (tW̃ + δI).

By concavity of F and condition (13.22), we have g
′
(1) ≥ 0, that is,

∑
i,j F

ij(W )W̃ij ≥ 0. In

turn, by condition (13.12) we get
∑

i,j F
ij(W )Wij ≥ δ

∑
i F

ii(W ) > 0.
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Notes

The theory of hyperbolic polynomial was developed by Garding [51], our presentation here
follows mainly from Garding’s original treatment, see also [81]. Some important properties of
concave symmetric functions were discussed in [26].
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