PROPENSITY SCORE REGRESSION WITH CONTINUOUS EXPOSURE

EXAMPLE: In this example, we have a data generating process with £ = 10 predictors, joint Normally dis-
tributed X ~ Normal(u,X), with treatment model given by

Z|X = x ~ Normal (x40, 0%)

and outcome model
Y|X =2,Z =z ~ Normal(u(z, 2), 0%)

with i
p(x, 2) = xoB +thoz +12” = Bo+ > Bii +thoz + 12

=1

In the model, all predictors are predictors of Z, but only first three components are confounders. In the analysis
a=(4,1,1,1,1,1,1,-2,-2,2) " g =1(2,-2,2.2,3.6,0,0,0,0,0,0) "

with treatment effect parameters o = 1, ¥4 = 1. Here, 0z = 2 and oy = 10.

The quantities 1)y and ¢; measure the unconfounded effect of treatment, as, marginally,

E[Y (2)] = thoz + 112 + poB-

We have that the ATE curve is
E[Y (2) — Y(0)] = w0z + 122

Propensity score regression can be carried out using balancing scores that block the backdoor paths. For up to
quadratic terms, we may need to model

and then fit a model such as
m(z,z) = Bo + Yoz + Y122 + ¢obi (x) + p1ba(z)

and so on.

We carry out a simulation study of 2000 replicates with n = 1000.
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+ [1] 191.05256 66.26939 66.93357
+ [1] 0.8520695 0.8305750 0.8512097



