MATH 559 - EXERCISES 2

Not for Assessment
1. Suppose Y7, ..., Y, are realizations from an exchangeable binary sequence. Using the Jeffreys prior
for parameter
0 =LEy[Y]

find an approximation to the posterior distribution () for large n.
2. Suppose that in a Bayesian model, we have that
fr(;0) = Lp,00) (W) exp{=(y = 0)} yeR

for 0 € © = R™. Suppose that the prior is 7(8) = Exponential(2). Find the posterior, 7,(6), based
on a sample yi, ..., yn.

3. Suppose that in a Bayesian model, we have that

2
fy(y;0) = 1(0,00)(3/)% exp {—2‘%2} y R

for # € © = R*. Using a prior of your choosing, find the posterior, m,(6) based on a sample
Yty -y Yn-

4. Suppose exchangeable sequences {Y1,, Y2, } are such that given parameters 6, 6, o2
inwNormal(Hj,a2) j=12i=1,...,n;
are independent. Suppose that a proper, conjugate prior specification with
m0(01,02,0%) = mo(0?)mo(01]|0%)mo(02|0?)
is used. Compute the posterior distribution for
=0y — 0.
5. Suppose exchangeable sequences {Y,} are assumed to arise from a Bayesian model with
fy(y;0) = Normaly (0, %)

where Yy,...Y, are 2 x 1 random vectors that are conditionally independent given parameters
0 = (6, QQ)T, where X is a known covariance matrix.

(i) Find the posterior distribution for @ if a conjugate prior is used.
(ii) Find the marginal posteriors for #; and for 6.
(iii) Find the conditional posterior for 6, given 6;.

6. Show that, in general, Bayes estimators defined by expected loss minimization are not invariant to

1-1 transformations; that is, if @\n B is a Bayes estimator of §, and ¢ = g(0) is 1-1 reparameterization
of the model, then

bnp 7 9(0np)

in general.
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