MATH 557 - EXERCISES 3
SOLUTIONS

1. Let X ~ Binomial(n,d) for 0 < 6 < 1.

(a) By standard results for expectations

0
Er[T;0] = —[EX[X 0 =" =9

n

(b) Suppose that T"(X) is an unbiased estimator of 7(6), so that

Ep[T';6] = ZT’ ()9961—9) x:%.

Clearly T"(x) must be finite on 0 < z < n, otherwise the expectation is not finite, in which case
T'(X) is biased for any 6. But also, for 0 < § < 1

ZT’ ()9”1_9” T<ZT’ <Z>:M(n)<oo

=0

so therefore the expectation of T7"(X) is bounded above. Therefore, if ¢ < 1/M (n), the expecta-
tion cannot attain 1/6, so the estimator is not unbiased; no unbiased estimator exists.

2. (a) The ML estimator of 6 is M (X) = X(,,) = max{Xy,..., X;,} which has pdf

fau(m; ) = ——— 0<m<¥
and zero otherwise, which has expectation

0 n
nm n
M: 0] = dm = 0
M[ ’ ] 0 9” m n+1

so therefore the statistic T = (n + 1) M /n is unbiased for 6.
(b) The variance/MSE of T'(X) is

n—+1

2
Vary[T;0] = [ET[TQ;G]—92:< ) En[M?; 6] — 62

n— 2
_ (ntl 2/9m2nm 1dm—92= n+1 n g2 _ g2
n 0 0" n n+2
(c) The Cramér-Rao bound is, in this case,

d Er|T;6 2
) - i) B

nEx [U(X;6)2?] n/6?>  n/6?> n

and so the difference is
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3. (a)

(b)

(©

The likelihood, log-likelihood and derivative are

n 0—1
L(x;0) = " (H x) 0 >0
=1

((x;0) = nlogh+ (0—1) Zlog:vi
i=1

((x;0) = %+Zlogmi
i=1

and hence
n n

i log AXVZ
=1

If X ~ Beta(f,1) thenif Y = —log X, we have from first principles

Fy(y:6) = Pr[Y <yl6] = Pr[—log X < /6] = Pr[X > e7|6] = 1 — Fyp(e|6)

fr(y:0) = e Vfx(e™0) =e0(e™V)' T =07 y>0

so Y ~ Exponential(#) and hence T'(X) ~ Gamma(n,6). Now forr =1,2,...

_ <1 0" 4 _ 0" T'(n—r) 0"
Er[T™";0] = — " leT gt = = :
T[T ) /0 trI'(n) ‘ I'(n) o™ " (n—=1)(n—-2)...(n—r+1)
Hence ; )
0
-1, — T_2' —
Erll 0= Bl = Dy
so that 52 2 g2
Varp [T 6] = _ _

D=2 (n-17 (n-12n-2)
Thus the expectation and variance of gn(X) are

nd n26?
(n—1) (n—1)2%(n—2)

SO gn(X) is not unbiased for 6.

Writing 7' (X) = 6,,(X), the Cramér-Rao bound is

B() = <679{[ET1[T1;9}}>2_ (n/(n—1)* (nil>2

nEx [U(X;6)? 0] Er {(n/ﬁ —T)? ;9] n® 2E[ET[T; 0] + E1[T2; 0]

02 "0

2
n
(n—l) nb>

&27 ﬁﬁJrn(n—l—l) (n—1)2
0> 66 6?
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4.

Thus the Cramér-Rao bound is not met here despite the fact that this is an Exponential Family
distribution. The Exponential Family does yield unbiased estimators of parameters, but only
in specific parameterizations relating to the natural (or canonical) parameterization. Here

Fx(@:0) = O exp{(6 — 1) log 2}

so that, by properties of the score function U(z;6), Ex[—log X;6] = 1/6 = 7(0) say, and the
result yields that

1 n
T(X) ==Y logX;
2(X) =~ ;:1 og
is an unbiased estimator of 7(6). As

1
T5(X) ~ Gamma(n, nf) oo Varg, [Ty 0] = 2
n

for which the Cramér-Rao bound is

d Ep,[15;0 i
B(9>: <d€{ TQ[ 2 ]}> B (T(@))2 B 1/94 1

nEx [U(X;0)%60] g, [(n/e _nTQ)z;a} © n2Varp[T; 0] n?

so the bound is attained for this estimator of 7(6).

(a) We have that

2
Iy(0) = Ex [U(X;0)%0] = /{aaelogfx(x;ﬂ)} fx(x;0) dz

. 2 . 2
= fle=0) T — T = =) x) dx
- /{f(ac—e)}f( ) /{f(w)}f()d

after making the change of variables + — z — 6. Hence Zy(0) is constant in 6.

(b) For the Double Exponential model

> 2 o0 2
To(0) = / {8691ng)<($;9)} fX(:U;H)d;v:/ {(;90—1'—0|} %e—lx—ﬁ\dx

—00 — 00

o (a 21 (9 21
— ol — Z ol@=0) (e Zeo—(z—0)
/_Oo{ae(x 0)} 5¢ d.fc+/6 {69 (x 9)} 5¢ dx

_ /9 L0 gy o /°° @0 g,

Note that the lack of differentiability of the pdf at § does not render this computation invalid,
as this is a single point in a continuous distribution and hence has probability zero, that is, the
function is differentiable almost everywhere.

(c) For the Logistic model

w0 = [ osi0)} s = [T Lo o w

—00 oo 892
&0 26_(95_0) e—(x—G) oo 902
- /-oo (Ate G021 te o™= /_Oo Areopds @-b6—a)

= 1u2 —u)? L u:1 T u=¢e?" e "
= 2w du=s  (@—u=eT/(1te)

MATH 557 EXERCISES 3 SOLUTIONS Page 3 of 8



5. For this pdf, the corresponding expectation is

0 303 —z03 1 © 63 0° T
extol = [Top Lot = o), * ) G0t e, <2
so therefore

T(X) = % znj X,
=1

is an unbiased estimator of 6. By a similar calculation

> 3603 —220% 1% © 963
XQ_ _ 2 — /
ExlX%0 /0 T [<x+0>3]0 T wrop™
[ <x+e>2]0 +/0 (@+op % ($+9)]0 !
so therefore ) ) )
0 30 30
VarX[X; 9] = 92 — Z = T VarT[T; 9] = 7

6. In each case, we need E7|g[T'|S] (which does not depend on ¢ by sufficiency).

(a) The variance of T'is A, but by symmetry

n

T" = Eqs[TIS] = E[X|S] = =~ = > | X;
=1

which has variance \/n.
(b) We have, as T is binary,
Er[T; N = Ep[T% A =Pry[X; =0 =e¢> . Varp[T3\ =e M1 —e?)

and
1" = Eq|5[T|S] = E[1{0y(X1)[S] = Pr[X1 = 0[]

The conditional density of X; given S is, by independence of X1, ..., X,

fX1|s(x1|S) — fx (x1>;5(;)(5 — 1)

where S_1; = S — X ~ Poisson((n — 1)\). Therefore

Frs(ols) = 2 (@fsa() = Dave Dt (n - 1>S

fs(s) ns\%e~nA n

_— <n—1>5
n

To compute E7-[(T*)¥; \], we use the Poisson probability generating function (pgf): setting
tn, = (n —1)/n, we have

and hence

Er- (TN = E {(tfb) S] = exp {n/\(tﬁ — 1)}
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so therefore

EWWWA%=wp&M<n;1—1>}:e”
Er- (7)) ZeXp{n)\ ((”; - 1>} —en {3 (152))

and therefore the variance is

exp {)\ (1 - 2”)} S e = e D exp{A/n) — 1)

n

and

The ratio of variances is therefore

e M1l —e?) -1

e DN expA/nt — 1)~ explajnt =1+ ">l

(c) The variance of T is 4Varx, [X1; 0] = 46%/12 = 6 /3. Now, we need the conditional distribution
X1|X(n) = t. Consider the theorem following decomposition with the random variable R,
recording the index of the variable in the original sample that corresponds to the maximal
order statistic: we have Pr[R,, = 1] = 1/n by symmetry, so

Ixux, @1t 0) = fxyx, (@1lt, B = 1;0) Pr[Ry = 1] + fx,|x,, (#1]t, Ry > 1;0) Pr[Ry > 1]
1 1/n-1
= 1y(x1)= + =
t<x1)n + t < n >

which has expectation
bt (n=1)_tn+1)
n 2 n 2

Therefore

. Xmyn+1 n—+1
T* = Eqis[T1S] = E[2X1] X (n)] = 2E[X1[ X )] = 2 <>;n )z( - >X<n).

The distribution of X, is available from results for maximum order statistics

nxnfl

fx o (@:0) = 9771]1(0,0) (z)

with, therefore

0 k
* n et h— nd
[ET*[(T)k;G]_Hn/(;erkldx_n_’_k

so that

©2 1 n? ) . o1 n?
0 [ET*[(T) ’9]_77,—1—2 L. VarT*[T ,9]— (n+1)2(n+2)

n

Er-[T7:6] = n+1

Therefore an unbiased estimator based on 7™ is (n + 1) X,,) /n, which has variance

62 62
_— < — 1.
n(n +2) <3 "=
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7. The joint pdf is

1
(x;0) = o H 1(,20) 77 20.X0) ()1 (x, /2,00) (6)

so therefore S = (X(1), X(y)) is a jointly sufficient statistic for 6. Also, by properties of the uniform
distribution

2 9 46*  0°
[ET[T7 0] = g <9 + 2) =40 and VarT[T 9] 9 I 27.

By the Rao-Blackwell theorem, we can improve the variance of the estimator by conditioning on the
sufficient statistic. We have

X + X
3

as, given (X (1), X)), X1 ~ Uniform(X ), X(n)). The expectation of U is computed from the dis-
tribution of the order statistics. We have that

. 2
T" = Eq5(T|S] = E[2X1/3|X (1), X(n)] = gE[Xl\X(lyX(n)] =

. n (2n+1)0
Ex (o (X ()3 0] = 0 + I |

and from first principles, for § < x < 26, the cdf of Xy is

z—0\" 20 — x\"
FX(I)(x;H):1—<1— 7 > :1—( 7 >

so that (20 ) .
20 — x)"—
fX(l) (z;0) = ”Tl(e,ze) (v)
Therefore
n (20 1 20 1 (20
Exo Xl = g [ =20 - )" o = o (20— 2)"g + o (-0 da

1 260
— i = (20 — n+1
9—1—0”[ n+1(9 x) L

1 (n+2)0
0=
(n+1) n+1

Therefore T has expectation

1 (2n+1)0 (n+2)0 _ 9
3 n+1 n+1 a

and, by the Rao-Blackwell result, T has lower variance than 7.
By standard methods concerning order statistics, the joint density of (U, V) = (X(y), X(n))/0 — 1is
fov(u,v) =n(n —1)(v—u)"2 O<u<wv<l

Setting R = (V —U)and M = (U+V),sothat U = (M — R)/2and V = (R + M)/2, yielding
Jacobian 1/2, and joint pdf
-1
Sy r(m,r) = n(n2 ) 2

on the triangle defined by the inequalities

O<(m—r)<(m+r)<2.
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The marginal for m is obtained by integrating out r from the joint. For 0 < m < 2

min{m,2—m} n(n _ 1) I TL(TL . 1) yn—1 min{m,2—m}
= [ e s

0

- g(min{m, 2 — m})n!
gm”_l m<1
g(Q—m)”’l 1<m<2

Therefore, by symmetry Ej/[M] = 1, and
''n Zn
En[M?] = / —mmt dm+/ —m2(2 —m)"tdm
0 2 1 2

n 1 ni2 2 n
— g + g = [z ) do

o1, 1 @ >n+12+ 1
= —/——+= - m(2—m
2(n+2) 2 n+1 . n+1

2
/ (2 —m)" "t dm
1

2

o 11 1[1

[ _ _ 9 _ n+2
2(n+2)+2+(n+1)+n+1 n+2( m) ]

1

—_

IR SRR S S
 2n+2) 2 (n+1) n+ln+2

nn+1)+n+1)(n+2)+2(n+2)+2  n?+3n+4

2(n+1)(n+2) (n+1)(n+2)
Hence the variance is
n?4+3n+4—(n+1)(n+2) 2
Var/ | M| = —
m{M] (n+ 1)(n+2) (n+1)(n+2)
Now, the estimator of interest is
X Xn 0 oM
pe= Xt X _OUEV) , 6M
3 3 3
so the variance of T is
262 62

on+V(n+2) 27
when n > 1.

8. (a) By invariance, the ML estimator of 7(0) is

T\?2 oT T2
?(T)z(l—) =1-=4+ =

n n n?
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(b) We have that T ~ Binomial(n, ), so Ex[T; 6] = nf and E7[T?; 0] = nf(1 — 0) + n?6?, so

00=0) oy _gpp 00=0)

n n

E[F(T);6] =1 — 20 +

so the bias is
6(1—0)

n

(c) Again use Rao-Blackwell: the statistic 7" = 1 {0} (X1 + X2) is unbiased for 7, as
Ep[T';60] = Pr[X; + Xo = 0] = (1 — 6)?

Therefore if we can compute the expectation of 77 given T, then the resulting estimator 7 will
have lower variance than T'.

[ET/|T[T/|T] = PI'[Xl + X2 = O’T]

Now, for 0 <t <n,

Pr [Xl =0,X,=0,% X; :t;H]
1=3

Pr[X1 + Xo =0T =t;0] = -
Pr [Z X; =t; 9]

=1

(1-0)° <n ; 2) ot(1 — 6)" =2

<7;> ot(1 — g)n—t

Therefore the suggested estimator is

T T T T T2
1-=)(1- —1- - +
n n—1 n n—1 n(n-1)

which has expectation

that is, the estimator

(D)%)

is unbiased, so therefore must be the best unbiased estimator by Rao-Blackwell.

MATH 557 EXERCISES 3 SOLUTIONS Page 8 of 8



