MATH 557 - ASSIGNMENT 1
SOLUTIONS

1. Let My = {0,1,...,0}. For two vectors x,y € R”, and any fixed 6 € N,

, ﬁ Lag, (24)
Fx(x; 09) ==l 9 K(x,y)gs==sv) 1)
fy1o(y10) l:ll Ly, (1)
where .
se=3 i  sy=3 u  Kxy) =5
i=1 i=1 I =:!
i=1

and 1 4(z) is the indicator function for set A. The ratio in (1) does not depend on § (for any value of
¢) if and only if s, = s, and the ratio of indicator functions equals 1, which occurs if

Xy = max{ry,..., v} <6 and Y, =max{yi,...,y.} <0
Thus by the minimal sufficiency theorem T'(X) = (Z X, X (n)> is a minimal sufficient statistic.
i=1
4 MARKS

2. The joint pdf of the rvs is, for A > 0,

s

T (i)
2n\"

fx(xA) = =

which indicates that a (minimal) sufficient statistic can be obtained by inspecting the numerator

[T2can @) =

=1

n { 1 T() > —Aand T(n) < A

0 otherwise

where z(;) and z(,,) are the observed minimum and maximum order statistic values. The numerator
is therefore 1 if and only if

T= max{\X(l)], ‘X(n)’} = m’LaX ’Xz‘ <A

and so T is a sufficient statistic; furthermore, it is minimal sufficient by the minimal sufficiency
theorem, as

3

Ix(x;A) Lo (@) Lo (T(x))
Lo (T(y))

fx(y; )

= L=siL

T—an (i)

-
Il

is independent of A if and only if T'(x) = T'(y). 4 MARKS
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3. Let Z = 0 correspond to Tails, Z = 1 correspond to Heads. At the end of the study, we have
observed the values of random variables, M, N, Z and X, ..., Xy, that is, we have observed M =
m,N=t,Z=zand X; =x;fori=1,...,t.

(@) The full joint distribution can be factorized

f2(2) Nz (t]2,0) far 2z v (M2, 650) fx, o ox N,z (T - -0 2|t my, 23 0)
Now
A\ 1
Ixi o x N,z (T, xt,my 2,0) = fxo L x v (- Tt m) = <m>
as, given N =t and M = m, the conditional distribution of X7, ..., X; is uniform on the set of

binary sequences of length ¢ that contains m 1s. Thus the joint distribution can be written
g(t,m, 2 0)h(x)
where

g(t,m|0) = fz(2)fnzo(t|2,0) farzne(mlz, T, 0)

o - ()

Hence by the factorization theorem, (N, M, Z) is sufficient. However, note further that, by
Bayes theorem
Iy ozt mlz;0) fz(2)
r(z]t, m;0) = —
fzinvm (2] ) Far(t,m:0)

Evaluating at z = 1, and computing the denominator using the Theorem of Total Probability
conditioning in turn on Z = 0 and Z = 1 gives the following three cases:

e if N=nand M =k
Lin\ g ok n
£ ()0 )

fZ\N,M(Hn?m;Q): 1/n 1/n—1 T /n n—1
2<k>9k(1—9)nk+2<k_1>9 (1—@)n*k <k> + <k_1>

e if N #nand M = k, then fz 5 a(1n, m;0) = 0.
e if N =nand M # k, then fz 1y (1, m;0) = 1.

In all three cases, this distribution does not depend on ¢ (this answers part (b)). Therefore
fzinp(zlt, m;0) = fzin 0 (2]t m)
and amending the previous argument the joint distribution can be rewritten
Nt 0) fziv a (2[6m50) fxy o xo v, z(15 - 2t m, 250) = g(t,m; 0)h(2, %)
where

-1
olt.m) = Faaotml6)  Geix) = FaarCeleom) ()

and thus by the factorization theorem, (N, M) is a sufficient statistic. In fact, (N, M) is minimal
sufficient.
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Alternatively, from first principles: By independence, we have the full joint distribution as
fZ(Z)fN\Z(ﬂZ; e)fM\Z,N(m|Z’ t; e)le,...,Xt|N,]M,Z;6(l'1> x|ty m, 23 0)

in which fz(z) = 1/2, z = 0, 1, zero otherwise. Furthermore

fniz(t)z:0) = {1y (0} { <k:11> oh(1 — e)n_k}H

t

(as, given z = 0, the distribution of N given Z is negative binomial, whereas given z = 1, the
distribution of IV is degenerate at n). Secondly

frzn(mlz, t:0) = { (;) o™ (1 — a)tm}z (L (m)}
Finally,

—1
t
Ixi o X N,z (T - et m, 230) = <m)

as conditional on N = ¢t and M = m, by the sufficiency result from lectures, the conditional
distribution of X1, ..., X; is uniform on the set of binary sequences of length ¢ that contains m
1s.

Thus the full joint distribution is

R (e e S (T e

which can be re-written

Cr(kyntym, 2) x {1y (1) {1y (m)}' 77 gEA=2Fmz (1 gy(i=2)n=k)Fa(t=m) )

1/ k—I\"2/t\*/t\ "
C’l(k:,n,t,m,z):2(t_1) <m> (m) )

Now, if z = 0, the second term in (2) equals

{]l{k}(m)} Qk(l — 9)”71C

which equals 0™ (1 —0)"~™ if m = k, and zero otherwise. If z = 1, the second term in (2) equals

{1y (D305 (L — )™

which equals 6™ (1 — §)"~"™ if t = n, and zero otherwise. Therefore, the second term equals

where

if (z =0,m = k)or (z = 1,t = n), and zero otherwise, and we can rewrite the full joint
distribution as
Ci(k,n,t,m,z)0™(1—6)"™ ™

if (z = 0,m = k) or (z = 1,t = n), and zero otherwise. Hence, by the factorization theorem,
the random variables (N, M) jointly form a sufficient statistic for 6.

4 MARKS
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(b) The conditional distribution of Z given N and M can be obtained by dividing the joint distri-
bution of (Z, N, M) by the marginal for (N, M). The marginal of N, M is obtained from above

as
1

(Yo (oot o

which is zero if both t # n and m # k. If this is not the case, then the term in (3) is proportional
to 6™ (1 — 6)"~"™, with constant of proportionality

1<n> t=n,m=#*k

2\m
1/k—1
Co(k,n,t,m) = 2<t—1> t#n,m==%k

1<n> —l—l(k_l) t=nm=%k
2\k 2\n—1 ’
Therefore, the conditional distribution of Z given N =t and M = m is
Cy(k,n,t,m, z)

Ca(k,n,t,m)

with the denominator non-zero, which does not depend on 6.

4 M ARKS

4. The joint pmf for data y1,...,y, is

fr(y:B) = 1:]1 @) Bi(B)Y (1 — oy (B))™ Y = E[l (”;) (ﬁzz{(gﬁ giﬁm
()

= - i=1 exp {502%’4-512%%}
H(l + exp{Bg + By })™i i=1 i=1

=1

Therefore, for two data vectors y, y*

N(y:iB) 11_11<TIZ>

fx(ys8) ﬁ<m>

*
i—1 \Yi

exp {/30 (Zyz - ny> + b1 (szyz - Ziviyf) }
=1 =1 =1 =1

This ratio does not depend on 3 if and only if

n n n n

Z Yi = Z Yi and Z TiYi = Z Tiy;

i=1 i=1 i=1 i=1
Therefore

n n
T(Y) - (z vy Y>
i=1  i=1

is a minimal sufficient statistic.

4 M ARKS
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