MATH 556 — FALL 2022

MID-TERM EXAMINATION: SOLUTIONS

1. Identify which of the following functions are legitimate specifications for pmfs or pdfs (denoted f) or cdfs
(denoted F') for a scalar random variable, giving reasons as to your conclusions. Note that 14(x) is the
indicator function for set A that takes the value 1 if x € A and zero otherwise.

(a) For some constant c, the function

ce ™

is proposed as a pdf.

This is a pdf as it is non-negative and integrable on R; in fact

/‘X’ e p 1 e 1
S P S R
oo (L e7)3 20 +e )] o 2

soc=2. 5 MARKS
(b) The function

1 1 .
F(z) = 51{0}(33) + 51[0700)(3:)(1 —e ¥ z€eR
is proposed as a cdf.
This is a not a cdf as
lim =—
Tr—>00
5 MARKS
(c) For some constant c, the function
1
f(@) = elx(w)—
is proposed as a pmf with support X = {1,2,...}. 5 MARKS

This is a valid pmf: it is a positive function on X, and as the Poisson(1) pmf takes the form

1
-1
e 9 $€{O,1,2,}

the function is clearly also summable. In fact

using the Poisson pmf sum. Thus ¢ = 1/(e — 1) = 0.5819767.
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2. (a) Suppose X is continuous with cdf

€x+1
Find the quantile function for X, Qx(p) for 0 < p < 1. 5 MARKS

In this case, we may solve

ez+1

p= — leog(p >—1

1 +eztl 1-p

so therefore 0 < p < 1

Qx(p) = log <1pp> — 1 =logit(p) — 1

say.
(b) Suppose Y is continuous with cdf

0 y <0
Fy(y) = 2
Aﬁig, y:>0
4+ 92
Find the quantile function for Y, Qy (p) for 0 < p < 1. 5 MARKS
Here we solve
2
Yy 4p
= — =
Poary (1-p)

so therefore for 0 < p < 1

w=a =

(c) Find a transformation g(-) such that for variable X from part (a), g(X) has the same distribution as
Y from part (b).

The transformation we need is
Y = Qy(Fx(X)) = 2v/exp{X + 1}
as then, fory > 0,
Fy(y) = By[Y <yl = Px[2V/exp{X + 1} <]
= Pxlexp{X + 1} < ¢?/4]
= Px[X <log(y*/4) — 1]

_ v
1+ y?/4

5 MARKS
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3. Suppose that X and Xy have a joint pdf given by
Ix1,x, (@1, 2) = cdx (21, x2) exp{—x1}
where X = {(z1,72) : 0 < x9 < x1 < oo}, for some constant ¢

Note that we may write

1
Ixi,x (71, 22) = fx, (21) fx x, (72|71) = emy GXP{—%}E 0<z2 <mp <00

and deduce that

le (ml) =1 eXp{_xl} x1 >0

1
fX2|X1 (x2]z1) = 971 0< o <1

so Xy ~ Gamma(2,1) and X3| X1 = 21 ~ Uniform(0,x1).

(a) Find the value of c.
From the above logic, we have ¢ = 1. 4 MARKS
(b) Find the marginal pdf of X;.

For x1 > 0, we have

[ee] 1
fx,(x1) = / fx,.x, (%1, 22) dag = / exp{—z1} dxo = x1 exp{—x1}.
—00 0

4 MARKS
(c) Find the conditional pdf of X given that X, = x1, where x1 > 0.
We have that for 0 < z9 < 1, when z1 > 0,
fxix(T,2e) 1
T2|T1) = — it = —.
Pop ol =g @y T
4 MARKS

(d) Are Xy and X independent ? Justify your answer.

X1 and X are not independent as the joint pdf does not factorize into a product of a function
of z1 and a function of x5 due to the indicator function.
3 MARKS
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4. Suppose that X and X, are independent Exponential(1) random variables.

(a) Find Ex, [X3). 4 MARKS

Ex, [Xf’] :/0 x? exp{—z1} dr; =1(4) =6

using the fact that the integrand is the kernel of a Gamma(4, 1) pdf.
(b) Find
Exun X5+ X5 = [ [ @+ e (o1,0) dind,
o Jo
where fx, x,(x1,22) is the joint pdf of X1 and Xo. 5 MARKS

By direct calculation

Ex, x[X7 + X5 = / / (23 + 23) fx, x2 (21, 72) d1diy
0 0
= / / (23 4+ 23) exp{—x1 } exp{—22} dr1dzy  independence
0 0

o0 o0
= / z3exp{—x1} dxy + / x5 exp{—xa} drs
0 0
=12.
Can also use the general result that
Ex, x,[ X} + X3] = Ex, [X}] + Ex, [X3].
1, X231 2 X111 Xa 1422

irrespective of independence.

(c) Fory >0, find
Px, x,[X1 < yXa]

6 MARKS

This probability is given by
0o Y2
Px, x,[ X1 <yXs] = / / exp{—z1} exp{—z2} dr1dxs
o Jo

= [ 0= el ya) explaa) o

o
— |- exp{oaa} + 1 e{=(-+ aa)
0
_ 1
(y+1)
-_Yy
1+y
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