556: MATHEMATICAL STATISTICS 1
WORKED EXAMPLES: CALCULATIONS FOR MULTIVARIATE DISTRIBUTIONS

EXAMPLE 1 Let X; and X3 be discrete random variables each with range {1,2, 3, ...} and joint mass

function c

x1 +x2 — 1)(z1 + 22) (1 + 22+ 1)
and zero otherwise. The marginal mass function for X is given by

le,Xg(xl)xQ) - ( T1,T2 = 172737

00 .~ c
le(le) = m;w fX17X2($1,$2) = mzl (331 + 29 — 1)(371 + xg)(w1 + 22 + 1)

c 1 1
N Z 2 [(331 +ag—1) (21 +22) (21 +x2)(z1 + 22+ 1)

z2=1

c 1

21 (21 +1)
as all other terms cancel, and to calculate ¢, note that
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xr1=—00 r1=1 z1=1

as all terms in the sum except the first cancel. Hence ¢ = 2. Also, as the joint function is symmetric in
form for X; and Xo, fx, and fx, are identical.

EXAMPLE 2 Let X; and X be continuous random variables with ranges X; = X, = (0, 1) and joint
pdf defined by

fxyxo (71, 02) =dz129 0<m1<1,0<m2<1
and zero otherwise. For 0 < z1,29 < 1,

T2 1 x2 1
Fx, x,(x1,22) :/ / Ix1,x0 (t1, t2) dtldtzz/ / 4t1to dtydts
—00 0 0
1

—00

- {/Oz 2t dtl} {/0@2152 dtg} = (2122)?

and a full specification for Fx, x, is

(0 r1,T9 <0
(m122)? 0<z,29<1
Fx, x,(w1,22) = % O<zi <lzo>1
3 O<ay <l >1
1 T1,29 > 1
To calculate
P [XI;_XQ < c}

we need to integrate fx, x, over the set A, = {(x1,22) : 0 < 21,22 <1, (z1 + 22)/2 < ¢} ,that is, if
c=1/2,

1 1—x1 1 1
PI‘[ (Xl + XQ) < 1] = / / 4x1x9 drodr = / 2%1(1 — 371)2 dr, = 6
0 0 0



EXAMPLE 3 Let X;, X5 be continuous random variables with ranges X; = Xy = [0, 1], and joint pdf
defined by

fxix,(x1,22) =1 0< 2,22 <1
and zero otherwise. Let Y = X; + X5. The has range Y = [0, 2],
Fy(y) = Pr[Y < y] = Pr[(X1 + X2) <]
Now, to calculate Pr[(X; + X5) < y], need to integrate fx, x, over the set
Ay ={(z1,22) : 0 < z,22 < 1,1 + 22 <y}

This region is a portion of the unit square (that is, X; x X3) ; the line z; + 22 = y is a line with negative
slope that cuts the z; (horizontal) axis at x; = y, and the x5 axis (vertical) at zo = y. Now for0 <y <1,
A, is the dark shaded lower triangle in Figure 1(a); hence,for fixed y,

Y [y—a2 y y?
PrlXy + Xp <y = / / 1 dzrdxg = / (y — xo)dxo = 5
0 JO 0

For 1 <y <2, A, is more complicated see the figure below (right panel). It is easier mathematically to
describe the complement of A, within X; x X, (striped in the right panel of the figure below), so we
instead compute the complement probability as follows:

Pr[X1+X2 < y] =1 —PI‘[Xl + X9 > y]

1,1 1 y?
= 1—/ / 1dm1dx2—1—/ (1—y+axo)dryg=—"-+2y—1
y—1Jy—mz> y—1 2

These two expressions give the cdf Fy, and hence by differentiation we have

and zero otherwise.
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EXAMPLE 4 Let X; and X3 be continuous random variables with ranges X; = (0,1), Xy = (0,2) and
joint pdf defined by

2 x1x2> 0<z1<1,0<mz3<2

le,XQ(xlny) :C<$1+ 2
and zero otherwise.

(i) To calculate ¢, we have

2
B
3 8],

1

so ¢ = 6/7. The marginal pdf of X is given, for 0 < z; < 1, by

2

e’} 2 2

6 1T 6 xr1T 6x1(22x1 +1

fxi(z1) = / [x1,%0 (21, 22) dg = / - (96% + 712 2) dxy = = {96%332 + 14 2} = bar (21 +1) 71 )
—00 0 0

and is zero otherwise.
(ii) To compute Pr[ X; > X5 ], let
A={(z1,22) : 0<x1<1,0<22< 2,290 <77 }

so that

PI‘[Xl > XQ]://thXz(ﬂ:]_,ﬂfg) drodxq
A

1 16 T1T
. 9 2 142
= /0 {/0 - (ZL‘l + 5 ) d:cz}d:cl




EXAMPLE 5 Let X, X, and X3 be continuous random variables with joint ranges
X6 = {(z1,22,23) : 0 < 1 < 29 < x3 < 1}
and joint pdf defined by
fx1.x0,x5 (21,2, 23) = ¢ O<zi<z9<23<1
and zero otherwise.

(i) To calculate ¢, integrate carefully over X®), that is

(o) o o
/ / / [x1,%0,x3 (21, 02, 3) do1 dg dag =1
—o00 J—o00 J—o0

1 x3 T2
/ {/ {/ cdxl} dxg} drs =1
0 0 0
1 x3 ) 1 T3 1 2
/ {/ {/ cdajl} dl’z} de‘gZ/ {/ c:vgda:Q} dmg,:/ CQU—?’alxgzE
o o 0 o o 0o 2 6

and hence ¢ = 6.

gives that

Also, for 0 < z3 < 1, fx, is given by

o] [e¢) x3 x2 z3
fX3 (.%'3) = / / le,XQ,Xg(-T17$27$3) d.%'l dxg = / {/ 6 dacl} d:CQ = / 6.%'2 dajg = 333%
—o0 J —00 0 0 0

and is zero otherwise. Similar calculations for X; and X give

le (331) = 3(1 — 1‘1)2 O<z<1

fxo(m2) = 6ra(l—22) O0<m2<1
with both densities equal to zero outside of these ranges.

Furthermore, for the joint marginal of X; and X5, we have

0o 1
thXz(xl,xQ) = / fX17X27X3(x1,x2,x3) dl‘3 = / 6 dajg = 6(1 — 1‘2) O<zi <9 <1
—0 T

2

and zero otherwise. Combining these results, we have, for example, for the conditional of X; given
Xo =z,
fxix (@) 1
[xi1x, (1|m2) = ’ = — 0< 21 <29
1| 2 ( | ) fX2 (372) o
and zero otherwise for fixed 2. Now, we can calculate the expectation of X; either directly or using
the Law of Iterated Expectation: we have

[ee]

1

1

Epe, [ X1] = / r1fx, (1) dzy = / 21 3(1 — 21)* dwy = 1
0

—00



or, alternatively,

oe T2 1 T2
By ix, [ X1|Xo =22 ] = / 71 fx,|x, (71|22) dT1 = / r1—dry =
— 00 0 T2 2
and hence by the law of iterated expectation
o
Er [X1] = By, [Efxl\XQ [(X1] Xz = 1“2]} :/ {Efxl‘XQ [X1] X2 = $2]} fxo (2)dws
—00

1
1
= /0 %6‘%2(1 — .’Eg)dIEQ = Z

EXAMPLE 6 Let X;, X5 be continuous random variables with joint density fx, x, and let random
variable Y be defined by Y = ¢(X;, X3). To calculate the pdf of Y we could use the multivariate
transformation theorem after defining another (dummy) variable Z as some function of X; and Xo,
and consider the joint transformation (X, X2) — (Y, Z2).

As a special case of the Theorem, consider defining Z = X;. We have

= [ " fralyz) dz = / " vzl f2(z) dz = / i (W) f, (o) day

as fy,z(y,z) = fy|z(y|z)fz(z) by the chain rule for densities; fy|x, (y|z1) is a univariate (conditional)
pdf for Y given X; = ;.

Now, given that X; = x;, we have that Y = g(x1, X»), that is, Y is a transformation of X5 only.
Hence the conditional pdf fyx, (y|z1) can be derived using single variable (rather than multivariate)
transformation techniques. Specifically, if Y = g(x1, X2) is a 1-1 transformation from X5 to Y, then the
inverse transformation X = g~!(x1,Y) is well defined, and by the transformation theorem

frixilr) = fxox (97 (@ny) [ (yan)| = fxle(gl(fcl,y)\l‘l);{gl(wht)}ty

and hence

= [ {fx2|X1 (67 (@1, 9)|m1)

— 00

% {g_l(xl’ t)}ty‘} fx, (z1)dzy

For example, if Y = X Xy, then X3 = Y/ X}, and hence

= |z |

SO

fY(y):/_ Fxalxs W/z1|21) |21 |7 fx, (21)dmr.

The conditional density fy,x, and/or the marginal density fx, may be zero on parts of the range of
the integral. Alternatively, the cdf of Y is given by

Fy(y) =Pr[Y <y] =Pr[g(X1,X2) < y] :// fx1.x (21, 22) dwaday
A

Y

where A, = { (z1,22) : g(z1,22) <y } so the cdf can be calculated by carefully identifying and inter-
grating over the set A,



EXAMPLE 7 Let X, X, be random variables with joint density fx, x, and let g(X;). Then

Epy, x, [9(X1)] =/ / 9(z1) fx1,x, (%1, 22)dz1dw:

= /oo {/OO (wl)fxuxz(331\902)fxz($2)d961}dwz

— { xl fX1|X2 (x1|x2)dm1} fX2($2)d$2
= EfX2 [Efxl\xz X1 |X2 —1'2]:|

= EfX1 [Q(Xl)]

by the law of iterated expectation.

EXAMPLE 8 Let X, X» be continuous random variables with joint pdf given by

fX17X2<$1,$2) =2 exp{—(arl + .732)} xr1,To > 0

and zero otherwise. Let Y = X; + X5. Then by the Convolution Theorem,

00 Y
y%=/ bm&@my—mﬁmwi/mwnﬂ—@rﬂy—m»}wuzze” y>0
—00 0

and zero otherwise. Note that the integral range is 0 to y as the joint density fx, x, is only non-
zero when both its arguments are positive, that is, when ;1 > 0 and y — z; > 0 for fixed y, or when
0 < x1 <y. Itis straightforward to check that this density is a valid pdf.

EXAMPLE 9 Let X, X» be continuous random variables with joint pdf given by
Ix1,x0 (21, 22) = 2(21 + 22) 0<z; <22<1

and zero otherwise. Let Y = X; + X5. Then by the Convolution Theorem,

y/2
/ 2y dxy 0<y<1
o0 0
= / [x1,x0 (21,9 — @) doy =
— 00

y/2
/ 2y dxy 1<y<2
y—1

and zero otherwise, as fx, x,(21,y—x1) = 2y; this holds when both z; and y—x; lie in the interval [0, 1]
with z; < y — 23 for fixed y, and zero otherwise. Clearly Y takes values on Y = [0,2]; for0 < y < 1,
the constraints 0 < 27 <y —x; < 1limply that 0 < 2z; <y, or 0 < x; < y/2 (for fixed y);if 1 <y < 2
the constraints imply 1 — y < z; < y/2. Hence

y? 0<y<1

fy(y) =
y(2—y) 1<y<2

It is straightforward to check that this density is a valid pdf. The region of (X1,Y") space on which the
joint density fx, x,(x1,y — x1) is positive; this region is the triangle with corners (0, 0), (1, 2), (0,1).



EXAMPLE 10 Let X, X> be continuous random variables with joint pdf given by
le,XQ(:El,xz):C O<z<lizi<zo<z+1

and zero otherwise. To calculate ¢, we have

o0 o) 1 xr1+1 1 1
/ / fx1.x, (21, 22) daeedx; = / / cdxodr] = / c[acg]gﬂ dx, = / cdrs =c
—00 J —00 0 x1 0 0

so ¢ = 1. The marginal pdf of X, is given by

[e'e) x1+1
le (.Il) = / le’X2(x1,:c2) d$2 = / 1 daZQ =1 O<zi <1

xr1

and zero otherwise, and the marginal pdf for X is given by

T2
/ 1dzy = I9 O<aa <1
0 0
[xo(x2) = / [x1,x0 (21, 22) dy = .
= / 1dxq =2— 129 1<xe <2
xo—1
and zero otherwise. Hence
00 1 1
Ele [Xl} = / l‘lel (l‘l) dacl = / Tl dacl = 5
—00 0
00 ) 2 1 ) 1 1
Vary, [ X1] = / 21 fx, (1) dzy — {Efx1 [ X4 ]} =/ zider— 2 =15
—00 0
e’} 1 2
Ep, [ X2] = / T2 fx,(x2) dzo = / w3 dy +/ T2(2 — x2) dy
—00 0 1
1 1 8
3= (1-3)+(-3)
Varg, [X2] = / 3 fx,(2) dzo — {EfX2 [ X2 ]}

oo
1 2
= /az%xgd:c2+/:1:§(2—x2)dx2—1
1

0

1 2 1 16 1
= — _ — = _ _1:7
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The covariance and correlation of X; and X5 are then given by

CO”UfXI"XQ[X]_,XQ]

and hence

{/ / 122 x5 (1, ¥2) dwz} dvy — By [X1] Epy [ X2]

1 zr1+1 1
/ {/ L1292 dasg}dasl—.l
0 T 2

71 1
12 2 12
COUle XQ[X1,X2} 1/12 1

C’orer17X2[X1,X2] i el

N \/VaerI[Xl]VaerQ[Xg] N \/1/12\/1/;6 - \/i



