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SUB-EXPONENTIAL CONVERGENCE TO STEADY-STATES FOR 1-D
EULER-POISSON EQUATIONS WITH TIME-DEPENDENT DAMPING∗

HUI SUN† , MING MEI‡ , AND KAIJUN ZHANG§

Abstract. This paper is concerned with the Cauchy problem to Euler-Poisson equations for 1-
D unipolar hydrodynamic model of semiconductors with time-dependent damping effect − nu

(1+t)λ
for

λ∈ (−1,0)∪(0,1), where the damping is strong for λ<0 and weak for λ>0. For the strong damping case
with λ∈ (−1,0), the system is proved to possess a unique global smooth solution time-asymptotically

converging to the steady-state in the sub-exponential form O((1+ t)|λ|e−α(1+t)1−|λ|
) for some constant

α>0. For the weak damping case with λ∈ (0,1), when the doping profile is completely flat, the system
is further proved to admit a unique global smooth solution converging to the constant steady-state in

the sub-exponential form O((1+ t)−
|θ+λ|

2 e−β(1+t)1−|λ|
) for some number β>0. Specially, the index

θ∈ [λ,∞) relies on the initial perturbation and could be large enough once the initial perturbation
is sufficiently close to zero, such that the convergence rate involving the part of algebraic decay can
be arbitrarily large. A new observation is that the time-dependent damping essentially affects the
asymptotic behavior of solutions to Euler-Poisson system, and both the weak and strong damping
effects cause the decay rates to be sub-exponential, which are slower than the regular exponential
decay in the case of λ=0. The adopted approach for the proof in this paper is based on the elementary
L2-energy estimates but with some technical development.

Keywords. Euler-Poisson equations; unipolar hydrodynamic model; semiconductor; weak damp-
ing; strong damping; sub-exponential convergence; steady-states.

AMS subject classifications. 35B40; 35L50; 35L60; 35L65.

1. Introduction

In this paper, we consider the damped Euler-Poisson equations for one-dimensional
unipolar hydrodynamic model of semiconductors

nt+(nu)x=0,

(nu)t+
(
nu2+p(n)

)
x
=nϕx−

nu

(1+ t)λ
,

ϕxx=n−D(x),

(x,t)∈R×(0,∞). (1.1)

Here the unknown functions n(x,t), u(x,t) and ϕ(x,t) represent the electronic density,
the electronic velocity and the electrostatic potential, respectively. The given function
D(x) is the doping profile standing for the density of impurities (positive background
ions) in semiconductor devices and p=p(n) is the pressure-density relation. The term
− nu

(1+t)λ
represents the external fractional damping effect with a parameter λ∈ (−∞,∞).

Mathematically, it is called the weak damping when λ>0, as the damping coefficient
(1+ t)−λ becomes vanishing; while, it is called the strong damping when λ<0, as the
damping coefficient becomes enhancing. obviously, it is the regular damping when λ=0.
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Let J :=nu be the current density and E :=ϕx be the electric field. Thus, the
system (1.1) can be rewritten as

nt+Jx=0,

Jt+
(J2

n
+p(n)

)
x
=nE− J

(1+ t)λ
,

Ex=n−D(x),

(x,t)∈R×(0,∞). (1.2)

Our target is to study the large-time behavior of smooth solutions to (1.2) in the strong
damping case with λ∈ (−1,0) and weak damping case with λ∈ (0,1), supplemented with
the initial value

n(x,0)=n0(x), J(x,0)=J0(x), x∈R. (1.3)

Throughout this paper, our assumption on the pressure function is

p(·)∈C4(0,∞) and p′(s)>0 for s>0. (1.4)

A physical example is the isentropic flow with p(n)=knγ for some constants k>0 and
γ≥1.

Firstly introduced by Bløtekjær [2], the hydrodynamic model (1.1) then has been
usually used in describing the charged particles such as electrons and holes in semicon-
ductor devices [27,40]. When λ=0, the structure of the subsonic/supersonic/transonic
solutions to the unipolar hydrodynamic model for semiconductors (1.1) with the reg-
ular damping has been extensively investigated in [1, 3, 4, 8, 11, 12, 14, 15, 34, 36, 37,
41, 45, 52, 53, 55, 60], and the large-time behavior of subsonic solutions was studied
in [18, 19, 21, 22, 33, 38, 42, 47, 54]. See [13, 16, 20, 23, 26, 43, 44, 56] for the bipolar sys-
tem case. However, when λ ̸=0, the structure of the solutions to (1.1) becomes more
complicated and challenging.

Regarding how the time-dependent damping effect makes the changes significantly
to the structure of solutions, Wirth [57–59] first investigated the Cauchy problem to the
following linear damped wave equation

utt+
ut

(1+ t)λ
−∆u=0. (1.5)

The global/blow-up solutions to (1.5) with the nonlinear source±|u|q or±u|u|q−1 (q>1)
were studied by Nishihara and his collaborators in [39,46,48,49].

For the compressible Euler equations with time-dependent damping{
nt+div(nu)=0,

(nu)t+div(nu⊗u)+∇p(n)=− µ
(1+t)λ

nu,
(1.6)

and the corresponding p-equations (v :=n−1 is the specific volume){
vt−divu=0,

ut+∇p(v)=− µ
(1+t)λ

u,
(1.7)

this issue has received widespread attention recently. For the weak damping with λ∈
(0,1), the global existence of solutions were proved in [7,9,10,30] for (1.7) and in [51] for
(1.6) in the 1-D case, while in [24, 25, 28] for multi-dimensional (1.6). Among them, it
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was shown in [9,30] that the solutions time-algebraically converge to the corresponding
self-similar solutions (diffusion waves) when the far-field states are different; lately,
the optimal convergence rates of the solutions for multi-dimensional (1.6) around the
constant steady-states were obtained by Ji and Mei in [28] through the Fourier analysis
technique and Green function method, where they recognized that the weaker damping
effect for λ∈ (0,1) makes the solutions to decay at a faster time-algebraical rate. For the
weak damping with critical value λ=1, we can refer to [7,24,25,50,51] that the solutions
are proved to be blow-up once 0<µ≤3−d, and to time-globally exist when µ>3−d,
where d is the spatial dimension. But, these results did not involve the asymptotic
behavior of the global solution. For this, Geng-Lin-Mei [17] observed that the effects
of hyperbolicity and parabolicity are equal in the 1-D (1.7) when λ=1 with µ>2, and
both cannot be ignored. Based on this point, they found the appropriate profile is the
solution to the linear wave equation with damping, and further showed the algebraic
convergence rates relate to µ. When λ>1, the damping effect is too weak, which causes
that the damped Euler system is pretty similar to the pure Euler system, such that the
weak damping cannot prevent the shock formation, and the solutions are proved to blow
up at finite time for their gradients [7,50]. When λ∈ [−1,0), the damping effect becomes
stronger, the solutions to the multi-dimensional (1.6) are proved to globally exist and
the optimal convergence rates for the solutions around the constant states are obtained
in [29], where Ji and Mei realized that the stronger damping effect for λ∈ [−1,0) causes
the convergence rates to slow down. The optimal convergence to the diffusion wave for
λ=−1 was recently obtained by Li-Li-Mei-Zhang in [32].

For Euler-Poisson system with time-dependent damping, different from the damped
Euler system mentioned above, the relevant studies are quite limited. For the doping
profile D(x)≡0, Li-Li-Mei-Zhang [31] first studied the 1-D bipolar hydrodynamic model
(5×5 Euler-Poisson system) with the damping µJi

(1+t)λ
(i=1,2), and showed that the

solutions for the Cauchy problem time-algebraically converge to the self-similar solu-
tions (diffusion waves) of the corresponding nonlinear porous media equations when
λ∈ (−1,1) and µ=1. For the critical case λ=1 with µ>2, Luan-Mei-Rubino-Zhu [35]
proved that the solutions of the above Cauchy problem algebraically converge to the
constant steady-states, but the convergent rates are not sufficient compared to [17]. We
notice that in [31], self-similar solutions can be regarded as the appropriate asymptotic
profiles for the assumptionD(x)≡0, which makes that the energy estimates for the solu-
tions can be smoothly established in some sense. However, when D(x)>0 (the physical
case), the reasonable asymptotic profiles maybe the steady-states for the existence of
the Poisson equation. Meanwhile, we usually expect the effect of Poisson equation to
bring out some fast exponential decays for the solutions, rather than the algebraic de-
cays in [17,31]. But it is totally unknown for us how the decay rates in the exponential
form are affected by the time-dependent weak/strong damping.

Therefore, for the nonzero doping profile, to investigate the solutions of the system
(1.2) in the weak/strong damping cases converging to the steady-states will be the main
issue for us in this paper. In what follows, we realize that both the weak damping with
λ∈ (0,1) and the strong damping with λ∈ (−1,0) lead to the slower sub-exponential
decay of the solutions, rather than the exponential decay for the regular damping case
of λ=0 in [21, 22, 33, 38]. Here are some technical issues in the proof we need to point
out. For the weak damping case with λ∈ (0,1), different from the previous studies for
λ=0, the non-trivial doping profile will cause us some essential difficulty in establishing
the energy estimates, and we have to assume the doping profile to be completely flat,
namely D(x)≡ constant>0, which also matches the studies on the weak-damped Klein-
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Gordon equation by Burq-Raugel-Schlag [5, 6] (see Remark 1.3 and Remark 3.2 below
for details). For the strong damping case with λ∈ (−1,0), we find that the strong
damping can eliminate the obstacle caused by the non-trivial doping profile, so we can

allow D(x) to be a non-trivial function. But if infx∈RD(x)< |λ|
2 , different from the

regular case with λ=0, we can not directly get all decay rates of the solutions by the
energy method. To overcome this difficulty, we propose a new treating procedure: We
first adopt the technical time-weighted energy method to derive the global existence of
solutions with algebraic convergence rates, then we further enhance the algebraic decay
rates to the sub-exponential rates sequentially when the time is sufficiently large.

In summary, we precisely state our main results as follows:

(i) When λ∈ (−1,0), for the flat non-constant doping profile D(x), we expect that
the asymptotic profile of (n,E,J) is the steady-state solution (n̄,Ē,J̄) to the well-known
unipolar drift-diffusion model for semiconductors, where the current density J̄(x)≡0.
Then, we show that there exists a unique global solution to (1.2)-(1.3) with strong
damping which sub-exponentially decays to the steady-state in the form of

∥n(t)− n̄∥L∞(R)+∥J(t)∥L∞(R)+∥E(t)− Ē∥L∞(R)≲ (1+ t)|λ|e−α(1+t)1−|λ|
, (1.8)

for some constant α>0, provided the initial perturbation is sufficiently small.

(ii) When λ∈ (0,1), we have to restrict the doping profileD(x)≡D̂ for some positive

constant D̂, and the expected steady-state is reduced to the trivial state (D̂,0,0). We
then prove that there exists a unique global solution to (1.2)-(1.3) with weak damping
which sub-exponentially converges to the constant steady-state in the form of

∥n(t)−D̂∥L∞(R)+∥J(t)∥L∞(R)+∥E(t)∥L∞(R)≲ (1+ t)−
|θ+λ|

2 e−β(1+t)1−|λ|
, (1.9)

for some constant β>0, provided the initial perturbation is sufficiently small. Here, the
index θ∈ [λ,∞) is closely related to the initial perturbation and could be large enough
as the initial perturbation reduces to zero. Moreover, for the regularly small initial

perturbation, the slowest decay is (1+ t)−|λ|e−β(1+t)1−|λ|
for θ≥λ.

Remark 1.1. It is worth comparing our results with the existing studies on the
unipolar hydrodynamic model of semiconductors. For the regular damping case with
λ=0, it was shown in [21,38] that the convergence rates of the solutions to the steady-
states are time-exponential like O(e−νt) for some positive number ν. Here, we show
that, the time-dependent damping essentially affects the asymptotic behavior of the
Euler-Poisson system. In fact, the weak damping effect with λ∈ (0,1) can lead to a slow

convergence rate in the sub-exponential form of (1+ t)−
|θ+λ|

2 e−β(1+t)1−|λ|
(λ≤θ<∞),

while the strong damping with λ∈ (−1,0) causes the convergence rate to be slower in

the sub-exponential form of (1+ t)|λ|e−α(1+t)1−|λ|
.

Particularly, we see the properties of the convergence rates depending on the pa-
rameter λ:

weak damping case: (1+ t)−|λ|e−β(1+t)1−|λ|
→e−νt, as λ→0+,

for ν=β(0+);

strong damping case: (1+ t)|λ|e−α(1+t)1−|λ|
→e−νt, as λ→0−,

for ν=α(0−).
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Remark 1.2. It is also interesting to compare our results with the time-dependent
compressible Euler system. As we know, the structure of the damped Euler equations
essentially is parabolic-hyperbolic, like the damped wave equation

utt+
µ

(1+ t)λ
ut−uxx=F,

which implies that the solutions time-asymptotically decay in the algebraic form (see
[58,59]). For the compressible Euler system (1.6) with time-dependent damping, recently
it was recognized that the weak damping case with λ∈ (0,1) makes the algebraic decay
rate of the solutions to be faster than the regular damping case with λ=0, and much
faster than the strong damping case with λ∈ [−1.0) (see [9, 28–32]).

However, for the Euler-Poisson equations with time-dependent damping, the Pois-
son effect for the electric field causes the system to possess the hyperbolicity and strong
dispersion, which makes the working equation resemble the Klein-Gordon equation. So,
we may expect the solutions decay time-exponentially. Here, we observe that both the
weak damping with λ∈ (0,1) and the strong damping with λ∈ (−1,0) make the decay
of the solutions to be sub-exponential, which is slower than the exponential decay in
the regular damping case. This is a new observation which is different from the damped
Euler Equations (1.6).

Remark 1.3. Note that the sub-exponential decay estimates of the solution for the
following Klein-Gordon equation

utt+
µ

(1+ t)λ
ut+ω(x)u−uxx=F (1.10)

were first obtained by Burq-Raugel-Schlag in [5, 6], in which they considered the case
of λ∈ (0, 12 ) and proved that the solution converges to an equilibrium point in the sub-

exponential rate of e−ν(1+t)1−λ

for some positive constant ν. For their study, they
assumed ω(x)≡ constant>0. It seems that this is a technical but crucial assumption
in the proofs for deriving the sub-exponential decay.

For our study, a similar restriction D(x)≡ constant>0 is also needed on the
Euler-Poisson system (1.2) with λ∈ (0,1), and our decay result in the form of (1+

t)−
θ+λ
2 e−ν(1+t)1−λ

(λ≤θ<∞) for the case of λ∈ (0,1) is faster than the rate obtained
in [5]. For the technical and detailed explanation, we refer to Remark 3.2 below.

Remark 1.4. For the cases of λ≥1 and λ≤−1, we may expect the solutions to be
blow-up at finite time for λ>1, and to globally/non-globally exist for the critical case
of λ=1, and to globally exist for λ=−1 with logarithmic decay, and to globally exist
for λ<−1 with non-decay. These will be our targets in future.

Notations. Throughout this paper, ci, c̃i,Ci,C̃i, etc. always represent some specific
positive constants. C denotes the generic positive constant which maybe different in
different lines. The derivatives of a real-valued function f on R are denoted by ∂kxf (k=
1,2, ·· ·) or fx,fxx ·· ·. Hk(R) (k≥0) is the usual Sobolev space whose norm is defined
by

∥f∥2k :=∥f∥2Hk(R)=

k∑
i=0

∥∂ixf∥2

with ∥f∥2 :=∥f∥2L2(R). For simplicity, we also denote ∥(f1,f2, ·· · ,fn)∥2 :=
n∑

i=0

∥fi∥2. A≲
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B or B≳A means that A≤CB for some constant C>0, and A≃B denotes that A≲B
and A≳B.

2. Strong damping case with −1<λ<0
In this section, we study the global existence and large-time behavior of smooth

solutions to the Cauchy problem (1.2)-(1.3) with time-gradually enhanced damping in
the case of λ∈ (−1,0). To begin with, throughout this section, we assume that the
doping profile satisfies

D(x)>0, lim
x→±∞

D(x)=D±, D(·)∈C(R) and D′(·)∈H2(R). (2.1)

Since the doping profile is nonzero, the expected asymptotic profiles of the solutions will
be the non-trivial steady-states (n̄,J̄ ,Ē) satisfying the following stationary equations
corresponding to the well-known unipolar drift-diffusion model for semiconductors (see
also the previous studies [21,38]):{

(n̄Ē−p(n̄)x)x=0,

Ēx= n̄−D(x),
(2.2)

with the boundary conditions

lim
x→+∞

n̄(x)=D+, lim
x→−∞

n̄(x)=D−, lim
x→−∞

Ē(x)=0. (2.3)

Obviously, from (2.2)1 and the boundary condition (2.3), it holds that

J̄(x) := n̄Ē−p(n̄)x≡ const.= J̄(−∞)=D−Ē(−∞)=0 for x∈R. (2.4)

It is well-known that the existence and uniqueness of the stationary solution have been
obtained in [21,33,38]. Hence, we omit the proof and state the results as follows.

Lemma 2.1 (Asymptotic profiles). Suppose that p(n̄) satisfies (1.4) and D(x) satisfies
(2.1). We define

D∗ := inf
x∈R

D(x) and D∗ := sup
x∈R

D(x). (2.5)

Then, the steady-state system (2.2)-(2.3) possesses a unique smooth solution (n̄,Ē) sat-
isfying

D∗≤ n̄(x)≤D∗ (x∈R), (2.6)

and

∥n̄−D∥3+sup
x∈R

(
|n̄x(x)|+ |n̄xx(x)|+ |n̄xxx(x)|+ |Ē(x)|+ |Ēx(x)|+ |Ēxx(x)|

)
≲∥D′∥2. (2.7)

Based on Lemma 2.1, we obtain the global existence and large-time behavior of the
solutions to (1.2)-(1.3), which is summarized in the following theorem.

Theorem 2.1 (Convergence). For the case of −1<λ<0, suppose that (1.4) and
(2.1) hold. Let (n̄,Ē) be the solution to the stationary problem (2.2)-(2.3) and

ρ0(x) :=

∫ x

−∞
(n0− n̄)(y)dy. (2.8)
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Assume that ρ0(·)∈H3(R), J0(·)∈H2(R) and ∥ρ0∥3+∥J0∥2+∥D′∥2 is sufficiently
small. Then, the Cauchy problem (1.2)-(1.3) admits a unique global-in-time smooth
solution (n,J,E) satisfying for t>0,

∥n(t)− n̄∥2+(1+ t)
|λ|
2 ∥J(t)∥+(1+ t)|λ|∥Jx(t)∥1+∥E(t)− Ē∥3≲∥ρ0∥3+∥J0∥2. (2.9)

Furthermore, the global solution decays to the steady-state in the form of

∥n(t)− n̄∥2+∥J(t)∥2+∥E(t)− Ē∥3≲ (1+ t)|λ|e−α(1+t)1−|λ|
(t→∞), (2.10)

for some positive constant α.

Let us set

N (x,t) :=n(x,t)− n̄(x), E(x,t) :=E(x,t)− Ē(x). (2.11)

Thus, the unknown functions (N ,J,E) satisfy the system
Nt+Jx=0,

Jt+

(
J2

n

)
x

+(p(n)−p(n̄))x=N Ē+NE+ n̄E − J

(1+ t)λ
,

Ex=N .

(2.12)

This implies

Ex=N , Et=−J. (2.13)

Substituting (2.13) into (2.12)2, we get the following nonlinear Klein-Gordon equation
with time-dependent damping

Ett+(1+ t)−λEt+ n̄E −(p(n̄+Ex)−p(n̄))x=−EEx− ĒEx+
(

E2
t

n̄+Ex

)
x

. (2.14)

Here, we choose

E(x,0)=

∫ x

−∞
(n0−D)(y)dy

=

∫ x

−∞
(n0− n̄)(y)dy+

∫ x

−∞
(n̄−D)(y)dy

=ρ0(x)+ Ē(x).

Thus, from (2.13) again, we get the initial data for the Equation (2.14) as

E(x,0)=ρ0(x), Et(x,0)=−J0(x). (2.15)

Now, we state the corresponding a priori estimates of the solution to (2.14)-(2.15)
and the sub-exponential convergence as follows.

Proposition 2.1 (A priori estimates in the case of −1<λ<0). Under the conditions
of Theorem 2.1, there exists a positive constant ε1 sufficiently small such that, for any
given T >0, if the solution to (2.14)-(2.15) on [0,T ] satisfying

sup
0≤t≤T

[
∥E(t)∥23+(1+ t)−λ∥(Et,Ett)(t)∥2+(1+ t)−2λ∥(Ext,Exxt,Extt)(t)∥2

]
≤ε1, (2.16)



454 1-D EULER-POISSON EQUATIONS WITH TIME-DEPENDENT DAMPING

then, for any t∈ [0,T ],

∥E(t)∥23+(1+ t)−λ∥(Et,Ett)(t)∥2+(1+ t)−2λ∥(Ext,Exxt,Extt)(t)∥2

+

∫ t

0

[
(1+s)λ∥E(s)∥23+(1+s)−λ∥Et(s)∥22

]
ds

+

∫ t

0

[
(1+s)−2λ∥Ett(s)∥2+(1+s)−3λ∥Extt(s)∥2

]
ds

≲∥ρ0∥23+∥J0∥22. (2.17)

Based on the estimate (2.17), we can obtain the following sub-exponential decay
estimates.

Proposition 2.2 (Decay rates in the case of −1<λ<0). Under the conditions of
Theorem 2.1, there exists a positive constant α such that, if the solution to (2.14)-(2.15)
globally exists and the estimate (2.17) holds for all t≥0, then,

∥E(t)∥3+∥Et(t)∥2≲ (1+ t)|λ|e−α(1+t)1−|λ|
, as t→∞. (2.18)

Proof of Theorem 2.1. In fact, the local existence of solution to the initial problem
(2.14)-(2.15) can be obtained by linearizing the system with standard linear iteration
method, and we omit its detail. Then, from the a priori estimate (2.17) in Proposi-
tion 2.1, we can extend the local solution globally by using the usual continuity argu-
ments and show that estimate (2.17) holds for all t≥0, provided the initial perturbation
∥ρ0∥3+∥J0∥2 is sufficiently small. Equivalently, we have proved the global existence of
solutions to the Cauchy problem (1.2)-(1.3). Finally, we can get the decay estimate
(2.10) based on the estimate (2.18) in Proposition 2.2.

In what follows, the main target is to prove Proposition 2.1 and Proposition 2.2.

Remark 2.1. As we show later, once D∗>
|λ|
2 , we can prove the a priori estimate

with the sub-exponential decay directly. However, in order to remove such a restriction,
we need to divide our proof into two steps. The first step is only to get the a priori
estimates (2.17) with the algebraic decay, due to the effects by the nonlinear terms.
Then, we improve the decay rates to be sub-exponential in (2.18).

2.1. A priori estimates. From the assumption (2.16) and using the standard
Sobolev inequality, we have

sup
0≤t≤T

[
2∑

k=0

∥∂kxE(t)∥L∞(R)+(1+ t)−
3
4λ∥(Et,Ett)(t)∥L∞(R)+(1+ t)−λ∥Ext(t)∥L∞(R)

]
≲ε1. (2.19)

Thus, from (2.6) and the smallness of ε1, it is easy to verify that

D∗

2
≤n= n̄+Ex≤2D∗. (2.20)

To prove Proposition 2.1, we have to establish the following a priori estimates based
on (2.19) and (2.20).

Lemma 2.2. Under the conditions of Proposition 2.1, it holds that for any t∈ [0,T ],

∥(E ,Ex,Et)(t)∥2+
∫ t

0

[
(1+s)−λ∥Et(s)∥2+(1+s)λ∥(E ,Ex)(s)∥2

]
ds
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≲∥(E ,Ex,Et)(0)∥2. (2.21)

Proof. Multiplying (2.14) by (1+ t)λE+2Et and integrating the resulting equality
with respect to x over R by parts, we obtain that

d

dt

∫
R

[
(1+ t)λEEt−

λ

2
(1+ t)λ−1E2+

1

2
E2+ n̄E2+E2

t

]
dx+

[
2(1+ t)−λ−(1+ t)λ

]
∥Et(t)∥2

+

∫
R

[
(1+ t)λn̄+

λ(λ−1)

2
(1+ t)λ−2

]
E2dx+

∫
R
(p(n̄+Ex)−p(n̄))

[
(1+ t)λEx+2Ext

]
dx

=−
∫

E2
t

n

[
(1+ t)λEx+2Ext

]
dx−

∫
R
(E+ Ē)

[
(1+ t)λEEx+2ExEt

]
dx

=:K11+K12. (2.22)

First, we have∫
R
2(p(n̄+Ex)−p(n̄))Extdx=

d

dt

∫
R

∫ Ex

0

2(p(n̄+θ)−p(n̄))dθdx, (2.23)

and

(1+ t)λ
∫
R
(p(n̄+Ex)−p(n̄))Exdx≥ (1+ t)λ

∫
R
p′(n̄)E2

xdx−Cε1(1+ t)λ∥Ex(t)∥2 (2.24)

after using Tayler’s formula and (2.19). For the terms in the right-hand side of (2.22),
it is easy to see that

K11≲ε1(1+ t)
−λ∥Et(t)∥2, (2.25)

and

K12≲ (∥D′∥2+ε1)
[
(1+ t)−λ∥Et(t)∥2+(1+ t)λ∥(E ,Ex)(t)∥2

]
(2.26)

from (2.19) and the estimate of Ē in (2.7). Since −1<λ<0 and n̄≥D∗, for all t≥0,
one has

2(1+ t)−λ−(1+ t)λ≥ (1+ t)−λ, (2.27)

and

(1+ t)λn̄+
λ(λ−1)

2
(1+ t)λ−2≥ (1+ t)λD∗. (2.28)

Now, putting (2.23)-(2.26) into (2.22) and combining (2.27)-(2.28), we get

d

dt
Q1(t)+(1+ t)−λ∥Et(t)∥2+(1+ t)λD∗∥E(t)∥2+

∫
R
(1+ t)λp′(n̄)E2

xdx

≲(∥D′∥2+ε1)
[
(1+ t)−λ∥Et(t)∥2+(1+ t)λ∥(E ,Ex)(t)∥2

]
,

where

Q1(t)=

∫
R

[
(1+ t)λEEt−

λ

2
(1+ t)λ−1E2+

1

2
E2+ n̄E2+E2

t +2

∫ Ex

0

(p(n̄+θ)−p(n̄))dθ
]
dx.
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It holds for p′>0 that ∫ Ex

0

(p(n̄+θ)−p(n̄))dθ≃E2
x . (2.29)

By combining Cauchy-Schwarz inequality and (2.29), one gets

Q1(t)≃∥(E ,Ex,Et)(t)∥2. (2.30)

Therefore, by using (2.6), p′(n̄)>0 and ∥D′∥2+ε1≪1, there exits a constant C1>0
such that

d

dt
Q1(t)+C1

[
(1+ t)−λ∥Et(t)∥2+(1+ t)λ∥(E ,Ex)(t)∥2

]
≤0. (2.31)

Then, for any t∈ [0,T ], integrating (2.31) over (0,t) and applying (2.30), we obtain the
desired estimates (2.21). This completes the proof of Lemma 2.2.

Lemma 2.3. Under the conditions of Proposition 2.1, it holds that for any t∈ [0,T ],

∥(Ex,Exx,Ext)(t)∥2+
∫ t

0

[
(1+s)λ∥Exx(s)∥2+(1+s)−λ∥Ext(s)∥2

]
ds

≲∥(E ,Ex,Et,Exx,Ext)(0)∥2. (2.32)

Proof. Differentiating (2.14) with respect to x yields

Ettx+(1+ t)−λEtx+ n̄Ex−(p(n)−p(n̄))xx

=−n̄xE −(Ex+ Ēx)Ex−(E+ Ē)Exx+
(
E2
t

n

)
xx

. (2.33)

Multiplying (2.33) by (1+ t)λEx+2Ext and integrating the resultant equation with re-
spect to x over R by parts, we get

d

dt

∫
R

[
(1+ t)λExExt−

λ

2
(1+ t)λ−1E2

x+ n̄E2
x+

1

2
E2
x+E2

xt

]
dx

+
[
2(1+ t)−λ−(1+ t)λ

]
∥Ext(t)∥2+

∫
R
(p(n)−p(n̄))x

[
(1+ t)λExx+2Exxt

]
dx

=

∫
R

[λ(1−λ)
2

(1+ t)λ−2+(1+ t)λn̄
]
E2
xdx−

∫
R

(
E2
t

n

)
x

[
(1+ t)λExx+2Exxt

]
dx

−
∫
R
(n̄xE+EExx+E2

x+ ĒExx+ ĒxEx)
[
2Ext+(1+ t)λEx

]
dx

=:K21+K22+K23. (2.34)

Firstly, by (2.19) and the property of n̄ in the estimate (2.7), we can estimate∫
R
2(p(n)−p(n̄))xExxtdx+(1+ t)λ

∫
R
(p(n)−p(n̄))xExxdx

=
d

dt

∫
R
p′(n)E2

xxdx+(1+ t)λ
∫
R

[
p′(n)E2

xx+(p′(n)−p′(n̄))n̄xExx
]
dx−

∫
R
p′′(n)E2

xxExtdx

−
∫
R
2
[
p′′(n)n̄xExx+(p′(n)−p′(n̄))n̄xx+(p′′(n)−p′′(n̄))n̄2x

]
Extdx
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≥ d

dt

∫
R
p′(n)E2

xxdx+(1+ t)λ
∫
R
p′(n)E2

xxdx

−C(∥D′∥2+ε1)
[
(1+ t)λ∥Ex(t)∥21+(1+ t)−λ∥Ext(t)∥2

]
, (2.35)

where we handled the term
∫
Rp

′′(n)E2
xxExtdx as∫

R
p′′(n)E2

xxExtdx≲ (1+ t)−λ∥Ext(t)∥L∞(R)(1+ t)
λ∥Exx(t)∥2

≲ε(1+ t)λ∥Exx(t)∥2.

Secondly, by (2.7) and (2.19), we can estimate the terms appearing in the right-hand
side of (2.34) as follows:

K21≲(1+ t)λ∥Ex(t)∥2. (2.36)

K23≲(∥D′∥2+ε1)
[
(1+ t)λ∥(E ,Ex,Exx)(t)∥2+(1+ t)−λ∥Ext(t)∥2

]
. (2.37)

K22=

∫
R

[ Et
n2

(n̄x+Exx)−
2

n
Ext
]
[(1+ t)λEtExx+2EtExxt]dx

≤ d

dt

∫
R

E2
t

n2
E2
xxdx+C(∥D′∥2+ε1)

[
(1+ t)λ∥Exx(t)∥2+∥(Et,Ext)(t)∥2

]
. (2.38)

Here, we have used that∫
R
(1+ t)λ

[ Et
n2

(n̄x+Exx)−
2

n
Ext
]
EtExxdx≲ (∥D′∥2+ε1)(1+ t)λ∥(Et,Exx)(t)∥2,

and ∫
R

[ 2

n2
E2
t (n̄x+Exx)−

4

n
EtExt

]
Exxtdx

=
d

dt

∫
R

E2
t

n2
E2
xxdx−

∫
R

2

n2
EtEttE2

xxdx+

∫
R

2

n2
(nExt−3nn̄xEt−EtExx)E2

xtdx

+

∫
R

2

n3
(2n̄2xEt+2n̄xEtExx+EtE2

xx−nn̄xxEt)EtExtdx

≤ d

dt

∫
R

E2
t

n2
E2
xxdx+C(∥D′∥2+ε1)

[
(1+ t)λ∥Exx(t)∥2+∥(Et,Ext)(t)∥2

]
,

where

−
∫
R

2

n2
EtEttE2

xxdx≲ (1+ t)−
3
2λ∥Et(t)∥L∞(R)∥Ett(t)∥L∞(R)(1+ t)

3
2λ∥Exx(t)∥2

≲ε1(1+ t)
λ∥Exx(t)∥2.

Substituting (2.35)-(2.38) into (2.34) and employing (2.20), (2.27), p′(n)>0 and ∥D′∥2+
ε1≪1, we have

d

dt
Q2(t)+C2

[
(1+ t)λ∥Exx(t)∥2+(1+ t)−λ∥Ext(t)∥2

]
≲ (1+ t)λ∥(E ,Ex)(t)∥2+(1+ t)−λ∥Et(t)∥2,

(2.39)
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for some positive constant C2, where

Q2(t)=

∫
R

[
(1+ t)λExExt−

λ

2
(1+ t)λ−1E2

x+ n̄E2
x+

1

2
E2
x+E2

xt+p
′(n)E2

xx−
1

n2
E2
t E2

xx

]
dx.

Using Cauchy-Schwarz inequality, we have

Q2(t)≃∥(Ex,Exx,Ext)(t)∥2. (2.40)

Then, for any t∈ [0,T ], integrating (2.39) over (0,t) and applying (2.40), we can get the
desired estimates (2.32) by combining (2.21). This completes the proof of Lemma 2.3.

Lemma 2.4. Under the conditions of Proposition 2.1, it holds that for any t∈ [0,T ],

(1+ t)−λ∥(Et,Ext,Ett)(t)∥2+
∫ t

0

(1+s)−2λ∥Ett(s)∥2ds

≲∥(E ,Ex,Et,Exx,Ext)(0)∥2. (2.41)

Proof. Differentiating (2.14) with respect to t gives

Ettt+(1+ t)−λEtt−λ(1+ t)−λ−1Et+ n̄Et−(p′(n)Ext)x

=−EExt−ExEt− ĒExt+
(
E2
t

n

)
xt

. (2.42)

Multiplying (2.42) by Et+2(1+ t)−λEtt and integrating resulting equation with respect
to x over R by parts, one gets

d

dt

∫
R

[
EtEtt−λ(1+ t)−2λ−1E2

t +(1+ t)−λ
(1
2
E2
t + n̄E2

t +p
′(n)E2

xt+E2
tt

)]
dx

+
[
2(1+ t)−2λ+λ(1+ t)−λ−1−1

]
∥Ett(t)∥2+

[
1+λ(1+ t)−λ−1

]∫
R
p′(n)E2

xtdx

=−
∫ [

λ(1+ t)−λ−1n̄+ n̄− λ

2
(1+ t)−λ−1−λ(2λ+1)(1+ t)−2λ−2

]
E2
t dx

−(1+ t)−λ

∫
R

(
2EExtEtt+2ExEtEtt+2ĒExtEtt+p′′(n)E3

xt

)
dx

−
∫
R

(
EEtExt+ExE2

t + ĒEtExt
)
dx−

∫
R

(
E2
t

n

)
t

[
Ext+2(1+ t)−λExtt

]
dx

=:K31+K32+K33+K34. (2.43)

It is easy to verify

K31≲∥Et(t)∥2. (2.44)

By (2.7) and (2.19), we can estimate the other terms in the right-hand side of (2.43) as
follows:

K32≲(∥D′∥2+ε1)
[
∥(Et,Ext)(t)∥2+(1+ t)−2λ∥Ett(t)∥2

]
. (2.45)

K33≲(∥D′∥2+ε1)∥(Et,Ext)(t)∥2. (2.46)
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K34=

∫
R

( 1

n2
E2
t E2

xt−
2

n
EtExtEtt

)
dx+

∫
R
(1+ t)−λ

( 2

n2
E2
t ExtExtt−

4

n
EtEttExtt

)
dx

=
d

dt

∫
R
(1+ t)−λ E2

t

n2
E2
xtdx+λ(1+ t)

−λ−1

∫
R

E2
t

n2
E2
xtdx+

∫
R

(E2
t

n2
E2
xt−

2

n
EtExtEtt

)
dx

+

∫
R
(1+ t)−λ

[ 2

n3
(E2

t Ext−nEtEtt)E2
xt−

2

n2
(EtExx+ n̄xEt−nExt)E2

tt

]
dx

≤ d

dt

∫
R
(1+ t)−λ E2

t

n2
E2
xtdx+C(∥D′∥2+ε1)

[
∥Ext(t)∥2+(1+ t)−λ∥Ett(t)∥2

]
. (2.47)

From −1<λ<0, for any t≥0, one has the following two inequalities:

1+λ(1+ t)−λ−1≥1+λ>0. (2.48)

2(1+ t)−2λ+λ(1+ t)−λ−1−1≥ (1+λ)(1+ t)−2λ. (2.49)

Analogous to (2.39), substituting (2.44)-(2.47) into (2.43) and combining (2.48)-(2.49),
we have

d

dt
Q3(t)+C3

[
∥Ext(t)∥2+(1+ t)−2λ∥Ett(t)∥2

]
≲ (1+ t)−λ∥Et(t)∥2, (2.50)

for some positive constant C3, where

Q3(t)=

∫
R

[
EtEtt−λ(1+ t)−2λ−1E2

t

]
dx

+

∫
R
(1+ t)−λ

(1
2
E2
t + n̄E2

t +p
′(n)E2

xt+E2
tt−

1

n2
E2
t E2

xt

)
dx.

Using Cauchy-Schwarz inequality, we have

Q3(t)≃ (1+ t)−λ∥(Et,Ext,Ett)(t)∥2. (2.51)

Then, for any t∈ [0,T ], integrating (2.50) over (0,t) and applying (2.51), we have

(1+ t)−λ∥(Et,Ext,Ett)(t)∥2+
∫ t

0

[
∥Ext(s)∥2+(1+s)−2λ∥Ett(s)∥2

]
ds

≲
∫ t

0

(1+s)−λ∥Et(s)∥2ds+∥(Et,Ext,Ett)(0)∥2

≲∥(E ,Ex,Et,Exx,Ext)(0)∥2. (2.52)

Here, in order to get the last inequality in (2.52), we used (2.21) and the estimate

∥Ett(0)∥2≲∥(E ,Ex,Et,Ext,Exx)(0)∥2,

which comes from the Equation (2.14). Then, we get the estimate (2.41), which com-
pletes the proof of Lemma 2.4.

Lemma 2.5. Under the conditions of Proposition 2.1, it holds that for any t∈ [0,T ],

∥(Exx,Exxx)(t)∥2+(1+ t)−2λ∥(Ext,Exxt,Extt)(t)∥2

+

∫ t

0

[
(1+s)λ∥Exxx(s)∥2+(1+s)−λ∥Exxt(s)∥2+(1+s)−3λ∥Extt(s)∥2

]
ds
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≲∥E(0)∥23+∥Et(0)∥22. (2.53)

Proof. Differentiating (2.14) in x twice yields

Ettxx+(1+ t)−λEtxx+ n̄Exx−(p(n)−p(n̄))xxx+(E+ Ē)Exxx

=− n̄xxE −(2n̄x+ Ēxx)Ex−(3Ex+2Ēx)Exx+
(
E2
t

n

)
xxx

. (2.54)

Multiplying (2.54) by (1+ t)λExx+ 2
1+λExxt and integrating the resulting equality with

respect to x over R by parts, we get

d

dt

∫
R

[
(1+ t)λExxExxt−

λ

2
(1+ t)λ−1E2

xx+
1

2
E2
xx+

1

1+λ
E2
xxt+

n̄

1+λ
E2
xx

]
dx

+
[ 2

1+λ
(1+ t)−λ−(1+ t)λ

]
∥Exxt(t)∥2+

∫
R
(p(n)−p(n̄))xx

[
(1+ t)λExxx+

2Exxxt
1+λ

]
dx

=−
∫
R

[
(E+ Ē)Exxx+(2n̄x+ Ēxx)Ex+ n̄xxE+(3Ex+2Ēx)Exx

][
(1+ t)λExx+

2Exxt
1+λ

]
dx

−
∫
R

[λ(λ−1)

2
(1+ t)λ−2+(1+ t)λn̄

]
E2
xxdx+

∫
R

(
E2
t

n

)
xxx

[
(1+ t)λExx+

2Exxt
1+λ

]
dx

=:K41+K42+K43. (2.55)

A straightforward calculation yields

(p(n)−p(n̄))xx=p′(n)Exxx+p′′(n)E2
xx+2p′′(n)n̄xExx+(p′(n)−p′(n̄))n̄xx+(p′′(n)−p′′(n̄))n̄2

x.

Then, as similar with (2.35), we can estimate∫
R

2

1+λ
(p(n)−p(n̄))xxExxxtdx

=
d

dt

∫
R

p′(n)

1+λ
E2
xxxdx+(1+ t)λ

∫
R
p′(n)E2

xxxdx−
∫
R

p′′(n)

1+λ
ExtE2

xxxdx−
∫
R

4p′′(n)

1+λ
nxExxxExxtdx

− 2

1+λ

∫
R

[
p′′′(n)(3n̄xExx+3n̄2

x+E2
xx)+3p′′(n)n̄xx

]
ExxExxtdx

− 2

1+λ

∫
R

[
(p′(n)−p′(n̄))n̄xxx+3(p′′(n)−p′′(n̄))n̄xn̄xx+(p′′′(n)−p′′′(n̄))n̄3

x

]
Exxtdx

+(1+ t)λ
∫
R

[
p′′(n)E2

xx+2p′′(n)n̄xExx+(p′(n)−p′(n̄))n̄xx+(p′′(n)−p′′(n̄))n̄2
x

]
Exxxdx

≥ d

dt

∫
R

p′(n)

1+λ
E2
xxxdx+(1+ t)λ

∫
R
p′(n)E2

xxxdx

−C(∥D′∥2+ε1)
[
(1+ t)λ∥Ex(t)∥22+(1+ t)−λ∥Exxt(t)∥2

]
. (2.56)

From (2.7) and (2.19), the terms in the right-hand side of (2.55) can be dealt as follows:

K41≲ (∥D′∥2+ε1)
[
(1+ t)λ∥(E ,Ex,Exx,Exxx)(t)∥2+(1+ t)−λ∥Exxt(t)∥2

]
. (2.57)

K42≲ (1+ t)λ∥Exx(t)∥2. (2.58)

K43=−
∫
R
(1+ t)λ

(
E2
t

n

)
xx

Exxxdx−
2

1+λ

∫
R

(
E2
t

n

)
xx

Exxxtdx

≤ d

dt

∫
R

E2
t E2

xxx

(1+λ)n2
dx+C(∥D′∥2+ε1)

[
(1+ t)λ∥Exxx(t)∥2+(1+ t)−λ∥Et(t)∥22

]
. (2.59)
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Here, by noticing that(
E2
t

n

)
xx

=
2

n
(EtExxt+E2

xt)+
2

n3
E2
t (n̄x+Exx)2

− 1

n2
(4EtExtExx+4n̄xEtExt+ n̄xxE2

t +E2
t Exxx),

we have

−2

∫
R

(
E2
t

n

)
xx

Exxxtdx

=
d

dt

∫
R

E2
t

n2
E2
xxxdx+

∫
R

2

n3
(E2

t Ext−nEtEtt)E2
xxxdx−

∫
R

2

n2
(EtExx+ n̄xEt−nExt)E2

xxtdx

+2

∫
R

[2E2
xt

n
+

2E2
t

n3
(n̄x+Exx)2−

1

n2
(4EtExtExx+4n̄xEtExt+ n̄xxE2

t )
]
x
Exxtdx

≤ d

dt

∫
R

E2
t

n2
E2
xxxdx+C(∥D′∥2+ε1)

[
(1+ t)λ∥Exxx(t)∥2+(1+ t)−λ∥(Et,Ext,Exxt)(t)∥2

]
,

where we have used that∫
R

2

n3
(E2

t Ext−nEtEtt)E2
xxxdx≲ε1(1+ t)

λ∥Exxx(t)∥2,

and

−
∫
R

2

n2
(EtExx+ n̄xEt−nExt)E2

xxtdx≲ (∥D′∥2+ε1)∥Exxt(t)∥2,

and ∫
R

[2E2
xt

n
+

2E2
t

n3
(n̄x+Exx)2−

1

n2
(4EtExtExx+4n̄xEtExt+ n̄xxE2

t )
]
x
Exxtdx

=

∫
R

[ 2

n3
(4n̄2x+ n̄xExx+2n̄xn̄xx+2n̄xxExx)−

1

n2
n̄xxx−

6

n4
(n̄x+Exx)3

]
E2
t Exxtdx

+

∫
R

[12
n3

(2n̄xEtExx+ n̄2xEt+EtE2
xx)−

6

n2
(ExxExt+ n̄xExt+ n̄xxEt)

]
ExtExxtdx

+

∫
R

2

n3
(2n̄xE2

t +2E2
t Exx−2nEtExt)ExxxExxtdx−

∫
R

4

n2
(EtExx+ n̄xEt−nExt)E2

xxtdx

≲ (∥D′∥2+ε1)
[
(1+ t)λ∥Exxx(t)∥2+(1+ t)−λ∥(Et,Ext,Exxt)(t)∥2

]
.

Substituting (2.56)-(2.59) into (2.55), we have

d

dt

∫
R

{
(1+ t)λExxExxt+

1

2

[
1−λ(1+ t)λ−1

]
E2
xx

}
dx

+
d

dt

∫
R

1

1+λ

[
E2
xxt+ n̄E2

xx+
(
p′(n)− E2

t

n2

)
E2
xxx

]
dx

+
[ 2

1+λ
(1+ t)−λ−(1+ t)λ

]
∥Exxt(t)∥2+(1+ t)λ

∫
R
p′(n)E2

xxxdx

≲(∥D′∥2+ε1)
[
(1+ t)λ∥Exxx(t)∥2+(1+ t)−λ∥Exxt(t)∥2

]
+(1+ t)λ∥E(t)∥22+

∥Et(t)∥21
(1+ t)λ

.

(2.60)
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Differentiating (2.42) in x yields

Etttx+(1+ t)−λEttx−λ(1+ t)−λ−1Etx+ n̄Ext−(p′(n)Exxt)x
=−(n̄xEt+EExxt+EtExx+2ExExt+ ĒExxt+ ĒxExt)

+(p′′(n)n̄xExt+p′′(n)ExxExt)x+
(
E2
t

n

)
xxt

. (2.61)

Multiplying (2.61) by (1+ t)−λExt+ 2
1+λ (1+ t)

−2λExtt and integrating it by parts with
respect to x over R, we obtain that

d

dt

∫
R

[
(1+ t)−λExtExtt+

λ

2
(1+ t)−λ−1E2

xt−
λ

1+λ
(1+ t)−3λ−1E2

xt

+
1

1+λ
(1+ t)−2λ

(
E2
xtt+p

′(n)E2
xxt+ n̄E2

xt+
1+λ

2
E2
xt

)]
dx

+
[
(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1

]∫
R
p′(n)E2

xxtdx

+
[ 2

1+λ
(1+ t)−3λ−(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1

]
∥Extt(t)∥2

=:

5∑
m=1

K5m, (2.62)

where

K51=

∫
R

[ (1+λ−2n̄)λ

(1+λ)(1+ t)λ+1
+

λ(3λ+1)

(1+λ)(1+ t)2(λ+1)
− λ(λ+1)

2(1+ t)2
− n̄
]
(1+ t)−λE2

xtdx

≲ (1+ t)−λ∥Ext(t)∥2, (2.63)

K52=−
∫
R
(1+ t)−λ

[
(n̄x+Exx)Et+(2Ex+ Ēx)Ext

]
Extdx

−
∫
R
(1+ t)−λ

[
(E+ Ē+p′′(n)n̄x+p

′′(n)Exx)Exxt
]
Extdx

≲(∥D′∥2+ε1)(1+ t)−λ∥(Et,Ext,Exxt)(t)∥2, (2.64)

K53=−
∫
R

1

1+λ
(1+ t)−2λ

{
2[p′′(n)(n̄x+Exx)+ Ē+E ]ExxtExtt+2(n̄x+Exx)EtExtt

}
dx

−
∫
R

1

1+λ
(1+ t)−2λ

[
2p′′(n)n̄xx+4Ex+2Ēx+p

′′′(n)(n̄x+Exx)2
]
ExtExttdx

≲ (∥D′∥2+ε1)
[
(1+ t)−3λ∥Extt(t)∥2+(1+ t)−λ∥(Et,Ext,Exxt)(t)∥2

]
, (2.65)

K54=−
∫
R

1

1+λ
(1+ t)−2λ

(
p′′(n)ExtE2

xxt+2p′′(n)ExtExxxExtt
)
dx

≲ (1+ t)−λ∥Ext(t)∥L∞(R)

∫
R

[
(1+ t)−λE2

xxt+(1+ t)−λExxxExtt
]
dx

≲ε1
[
(1+ t)−3λ∥Extt(t)∥2+(1+ t)−λ∥Exxt(t)∥2+(1+ t)λ∥Exxx(t)∥2

]
, (2.66)
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and

K55=

∫
R

(
E2
t

n

)
xxt

[
(1+ t)−λExt+

2

1+λ
(1+ t)−2λExtt

]
dx

=−
∫
R
(1+ t)−λ

(
E2
t

n

)
xt

Exxtdx−
∫
R

2

1+λ
(1+ t)−2λ

(
E2
t

n

)
xt

Exxttdx

≤ d

dt

∫
R

1

1+λ
(1+ t)−2λ E2

t

n2
E2
xxtdx+C(∥D′∥2+ε1)

[
(1+ t)−λ∥(Ext,Ett,Exxt)(t)∥2

+(1+ t)−3λ∥Extt(t)∥2+(1+ t)λ∥Exxx(t)∥2
]
. (2.67)

Substituting (2.63)-(2.67) into (2.62), we get

d

dt

∫
R

{
(1+ t)−λExtExtt+

[λ
2
(1+ t)−λ−1− λ

1+λ
(1+ t)−3λ−1

]
E2
xt

+
1

1+λ
(1+ t)−2λ

[
E2
xtt+

(
n̄+

1+λ

2

)
E2
xt+

(
p′(n)− E2

t

n2

)
E2
xxt

]}
dx

+
[
(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1

]∫
R
p′(n)E2

xxtdx

+
[ 2

1+λ
(1+ t)−3λ−(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1

]
∥Extt(t)∥2

≲(∥D′∥2+ε1)
[
(1+ t)−3λ∥Extt(t)∥2+(1+ t)−λ∥Exxt(t)∥2+(1+ t)λ∥Exxx(t)∥2

]
+(1+ t)−λ∥(Et,Ext,Ett)(t)∥2. (2.68)

Taking (2.60)+(2.68), we have

d

dt

∫
R
Q4(x,t)dx+

[ 2

1+λ
(1+ t)−3λ−(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1

]
∥Extt(t)∥2

+
[3+λ
1+λ

(1+ t)−λ−(1+ t)λ+
2λ

1+λ
(1+ t)−2λ−1

]
∥Exxt(t)∥2+

∫
R
(1+ t)λp′(n)E2

xxxdx

≲(∥D′∥2+ε1)
[
(1+ t)−3λ∥Extt(t)∥2+(1+ t)−λ∥Exxt(t)∥2+(1+ t)λ∥Exxx(t)∥2

]
+(1+ t)−λ∥(Et,Ext,Ett)(t)∥2+(1+ t)λ∥(E ,Ex,Exx)(t)∥2, (2.69)

where

Q4(x,t)=(1+ t)−λExtExtt+
1

1+λ
(1+ t)−2λ

[
E2
xtt+p

′(n)E2
xxt+

(
n̄+

1+λ

2

)
E2
xt−

E2
t

n2
E2
xxt

]
+
[λ
2
(1+ t)−λ−1− λ

1+λ
(1+ t)−3λ−1

]
E2
xt+(1+ t)λExxExxt

+
1

2

[
1−λ(1+ t)λ−1

]
E2
xx+

1

1+λ

(
n̄E2

xx+E2
xxt+p

′(n)E2
xxx−

1

n2
E2
t E2

xxx

)
,

and ∫
R
Q4(x,t)dx≃∥(Exx,Exxx)(t)∥2+(1+ t)−2λ∥(Ext,Exxt,Extt)(t)∥2. (2.70)

By −1<λ<0, for any t≥0, we have

3+λ

1+λ
(1+ t)−λ−(1+ t)λ+

2λ

1+λ
(1+ t)−2λ−1≥2(1+ t)−λ, (2.71)
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and

2

1+λ
(1+ t)−3λ−(1+ t)−λ+

2λ

1+λ
(1+ t)−2λ−1≥ (1+ t)−3λ. (2.72)

Then, putting (2.71)-(2.72) into (2.69) and using the smallness of ∥D′∥2+ε1, for some
positive constant C4, we have

d

dt

∫
R
Q4(x,t)dx+C4

[
(1+ t)−3λ∥Extt(t)∥2+(1+ t)−λ∥Exxt(t)∥2+(1+ t)λ∥Exxx(t)∥2

]
≲(1+ t)λ∥(E ,Ex,Exx)(t)∥2+(1+ t)−λ∥(Et,Ext,Ett)(t)∥2. (2.73)

From the Equation (2.33), we can get

∥Extt(0)∥2≲∥E(0)∥23+∥Et(0)∥22.

Then, for any t∈ [0,T ], integrating (2.73) over (0,t) and applying (2.70), we finally
obtain the desired high-order estimate (2.53) by combining the estimates (2.21), (2.32)
and (2.41). This completes the proof of Lemma 2.5.

Proof of Proposition 2.1. Combining Lemmas 2.2-2.5 implies Proposition 2.1.

2.2. Decay rates. When the estimate (2.17) in Proposition 2.1 holds for all
t≥0, from Sobolev inequality, it holds that

sup
t≥0

[
2∑

k=0

∥∂kxE(t)∥L∞(R)+(1+ t)−
3
4λ∥(Et,Ett)(t)∥L∞(R)+(1+ t)−λ∥Ext(t)∥L∞(R)

]
≲Φ0, (2.74)

where Φ0 :=∥ρ0∥3+∥J0∥2.
Note: There exist positive constants T0 and c0 only dependent on λ and D∗, such

that 2(1+ t)−λ−1≥ (1+ t)−λ≥1,

n̄+
λ

2
(1+ t)−λ−1≥ c0,

for t>T0. (2.75)

Obviously, (1+ t)−λ≥1 and (2.75)1 holds for all t≥0 since λ∈ (−1,0). If D∗>
|λ|
2 =

−λ
2 , then, for all t≥0,

n̄+
λ

2
(1+ t)−λ−1≥D∗+

λ

2
(1+ t)−λ−1≥D∗+

λ

2
>0.

If D∗<
|λ|
2 =−λ

2 , let T0=(− λ
2D∗

)
1

λ+1 −1, then for any t>T0,

n̄+
λ

2
(1+ t)−λ−1>D∗+

λ

2
(1+T0)

−λ−1>0.

In conclusion, we can get (2.75)2.

Proof. (Proof of Proposition 2.2.) Next, we further derive the sub-exponential
decay estimates based on (2.74) and (2.75).
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Step 1: Multiply (2.14) by E+2Et and integrate it over R by parts to obtain

d

dt

∫
R

[
EEt+

1

2
(1+ t)−λE2+E2

t + n̄E2
]
dx+

[
2(1+ t)−λ−1

]
∥Et(t)∥2

+

∫
R

[
n̄+

λ

2
(1+ t)−λ−1

]
E2dx+

∫
R
(p(n)−p(n̄))(Ex+2Ext)dx

=−
∫
R

(
ExE2+ ĒEEx+2ĒExEt+2EExEt+

1

n
E2
t Ex+

2

n
E2
t Ext

)
dx=: I0. (2.76)

By Taylor’s formula and (2.74) we can estimate∫
R
(p(n)−p(n̄))(Ex+2Ext)dx≥

d

dt

∫
R
p′(n̄)E2

xdx+

∫
R
p′(n̄)E2

xdx−CΦ0∥Ex(t)∥2. (2.77)

From (2.7) and (2.74), we have

I0≲ (Φ0+∥D′∥2)∥(E ,Ex,Et)(t)∥2. (2.78)

Hence, substituting (2.77)-(2.78) into (2.76), and combining (2.75) and the smallness of
Φ0+∥D′∥2 shows that

d

dt
F1(t)+C5∥(E ,Ex,Et)(t)∥2≤0, (2.79)

for some constant C5>0, where

F1(t)=

∫
R

[
EEt+

1

2
(1+ t)−λE2+ n̄E2+E2

t +p
′(n̄)E2

x

]
dx.

Now, by Cauchy-Schwarz inequality, there holds

∥(E ,Ex,Et)(t)∥2≲F1(t)≲ (1+ t)−λ∥(E ,Ex,Et)(t)∥2. (2.80)

Thus, (2.79) and (2.80) imply that

d

dt
F1(t)+c1(1+ t)

λF1(t)≤0,

for some constant c1>0. Moreover,

d

dt

[
e

c1
λ+1 (1+t)λ+1

F1(t)
]
≤0. (2.81)

Let α1 :=
c1

λ+1 , integrating (2.81) over (T0,t) and using (2.80) again, we have

∥(E ,Ex,Et)(t)∥2≲∥(E ,Ex,Et)(T0)∥2e−α1(1+t)λ+1

. (2.82)

Step 2: Multiply (2.33) by Ex+2Ext and integrate it over R by parts to get

d

dt

∫
R

[
ExExt+

1

2
(1+ t)−λE2

x+ n̄E2
x+E2

xt

]
dx+

[
2(1+ t)−λ−1

]
∥Ext(t)∥2

+

∫
R

[λ
2
(1+ t)−λ−1+ n̄

]
E2
xdx+

∫
R
(p(n)−p(n̄))x(Exx+2Exxt)dx

=−
∫
R

[
n̄xEEx+2n̄xEExt+(E+ Ē)(2ExxExt+ExExx)+(Ex+ Ēx)(2ExExt+E2

x)
]
dx
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−
∫
R

(
E2
t

n

)
x

(Exx+2Exxt)dx=: I21+I22. (2.83)

By (2.7) and (2.74), we have∫
R
(p(n)−p(n̄))x(Exx+2Exxt)dx

≥ d

dt

∫
R
p′(n)E2

xxdx+

∫
R
p′(n)E2

xxdx−C(Φ0+∥D′∥2)∥(Ex,Ext,Exx)(t)∥2. (2.84)

Analogously, we can estimate that

I21≲ (Φ0+∥D′∥2)∥(E ,Ex,Ext,Exx)(t)∥2, (2.85)

and

I22≤
d

dt

∫
R

E2
t

n2
E2
xxdx+C(Φ0+∥D′∥2)∥(Et,Ext,Exx)(t)∥2. (2.86)

Putting (2.84)-(2.86) into (2.83), and using (2.75) and the smallness of Φ0+∥D′∥2, we
have

d

dt
F2(t)+C6∥(Ex,Ext,Exx)(t)∥2≲∥(E ,Et)(t)∥2, (2.87)

for some positive constant C6, where

F2(t)=

∫
R

[
ExExt+

1

2
(1+ t)−λE2

x+ n̄E2
x+E2

xt+p
′(n)E2

xx−
1

n2
E2
t E2

xx

]
dx.

Analogous to (2.80), it holds that

∥(Ex,Ext,Exx)(t)∥2≲F2(t)≲ (1+ t)−λ∥(Ex,Ext,Exx)(t)∥2. (2.88)

By (2.87)-(2.88) and applying (2.82), there exits a positive constant c2>0 such that

d

dt
F2(t)+c2(1+ t)

λF2(t)≲∥(E ,Ex,Et)(T0)∥2e−α1(1+t)λ+1

.

Furthermore, it holds that

d

dt

[
e

c2
λ+1 (1+t)λ+1

F2(t)
]
≲∥(E ,Ex,Et)(T0)∥2e(

c2
λ+1−α1)(1+t)λ+1

. (2.89)

Then, by setting α̃2 :=
c2

λ+1 and integrating (2.89) over (T0,t), we can get

eα̃2(1+t)λ+1

F2(t)≲∥(Ex,Ext,Exx)(T0)∥2+∥(E ,Ex,Et)(T0)∥2
∫ t

T0

e(α̃2−α1)(1+s)λ+1

ds

≲∥(E ,Ex,Et,Ext,Exx)(T0)∥2
[
1+

∫ t

0

e(α̃2−α1)(1+s)λ+1

ds

]
(2.90)

by (2.88). Notice that 0<λ+1<1 and −λ
λ+1 >0 from λ∈ (−1,0), we can get∫ t

0

e(α̃2−α1)(1+s)λ+1

ds=
1

λ+1

∫ (1+t)λ+1

1

e(α̃2−α1)ss
−λ
λ+1 ds
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≤ 1

λ+1

∫ (1+t)λ+1

1

e(α̃2−α1)s(1+ t)−λds

=
(1+ t)−λ

(λ+1)(α̃2−α1)

[
e(α̃2−α1)(1+t)λ+1

−eα̃2−α1
]
. (2.91)

In addition,

e−α̃2(1+t)λ+1

∫ t

0

e(α̃2−α1)(1+s)λ+1

ds≲ (1+ t)−λe−α2(1+t)λ+1

, (2.92)

where α2=min{α1,α̃2}. Finally, from (2.88) we obtain

∥(Ex,Ext,Exx)(t)∥2≲∥(E ,Ex,Et,Ext,Exx)(T0)∥2(1+ t)−λe−α2(1+t)λ+1

. (2.93)

Step 3: We multiply (2.54) by Exx+2Exxt and integrate it over R by parts to give

d

dt

∫
R

[
ExxExxt+

1

2
(1+ t)−λE2

xx+E2
xxt+ n̄E2

xx

]
dx+

[
2(1+ t)−λ−1

]
∥Exxt(t)∥2

+

∫
R

[λ
2
(1+ t)−λ−1+ n̄

]
E2
xxdx+

∫
R
(p(n)−p(n̄))xx(Exxx+2Exxxt)dx

=−
∫
R
(ĒExxx+2n̄xEx+ n̄xxE+3ExExx+2ĒxExx+ ĒxxEx)(Exx+2Exxt)dx

−
∫
R

(
E2
t

n

)
xx

(Exxx+2Exxxt)dx=: I31+I32. (2.94)

From (2.7) and (2.74), we get that∫
R
(p(n)−p(n̄))xx(Exxx+2Exxxt)dx

≥ d

dt

∫
R
p′(n)E2

xxxdx+

∫
R
p′(n)E2

xxxdx−C(Φ0+∥D′∥2)∥(Ex,Exx,Exxx,Exxt)(t)∥2. (2.95)

Similarly, we can estimate that

I31≲ (Φ0+∥D′∥2)∥(E ,Ex,Exx,Exxx,Exxt)(t)∥2, (2.96)

and

I32≤
d

dt

∫
R

E2
t

n2
E2
xxxdx+C(Φ0+∥D′∥2)∥(Ex,Et)(t)∥22. (2.97)

Similarly as (2.87), substituting (2.95)-(2.97) into (2.94), we have

d

dt
F3(t)+C7∥(Exx,Exxx,Exxt)(t)∥2≲∥(E ,Ex,Et,Ext)(t)∥2 (2.98)

for some positive constant C7, where

F3(t)=

∫
R

[
ExxExxt+

1

2
(1+ t)−λE2

xx+ n̄E2
xx+E2

xxt+p
′(n)E2

xxx−
E2
t

n2
E2
xxx

]
dx,

and

∥(Exx,Exxx,Exxt)(t)∥2≲F3(t)≲ (1+ t)−λ∥(Exx,Exxx,Exxt)(t)∥2. (2.99)
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From (2.98) and (2.99), by using (2.82) and (2.93), there exits a constant c3>0 such
that

d

dt
F3(t)+c3(1+ t)

λF3(t)≲∥(E ,Ex,Et,Ext,Exx)(T0)∥2(1+ t)−λe−α2(1+t)λ+1

.

Then, by setting α̃3 :=
c3

λ+1 we have

d

dt

[
eα̃3(1+t)λ+1

F3(t)
]
≲∥(E ,Ex,Et,Ext,Exx)(T0)∥2(1+ t)−λe(α̃3−α2)(1+t)λ+1

. (2.100)

Integrating (2.100) over (T0,t) and employing (2.99) again, we can get

F3(t)≲∥(E ,Ex,Et,Ext,Exx,Exxx,Exxt)(T0)∥2e−α̃3(1+t)λ+1

[
1+

∫ t

0

e(α̃3−α2)(1+s)λ+1

(1+s)λ
ds

]
.

Analogous to (2.91)-(2.92), we have

e−α̃3(1+t)λ+1

∫ t

0

(1+s)−λe(α̃3−α2)(1+s)λ+1

ds=
e−α̃3(1+t)λ+1

λ+1

∫ (1+t)λ+1

1

e(α̃3−α2)ss
−2λ
λ+1 ds

≲ (1+ t)−2λe−α0(1+t)λ+1

, (2.101)

where α0=min{α̃3,α2}. Thus, by (2.99) again, we get

∥(Exx,Exxx,Exxt)(t)∥2≲
(
∥E(T0)∥23+∥Et(T0)∥22

)
(1+ t)−2λe−α0(1+t)1+λ

. (2.102)

In the end, combining (2.82), (2.93), (2.102) and employing (2.17), we obtain (2.18).
This completes the proof of Proposition 2.2.

3. Weak damping case with 0<λ<1
In this section, we consider the Cauchy problem (1.2)-(1.3) with time-gradually

vanished damping in the case of λ∈ (0,1), and obtain the global existence and large-time
behavior of the smooth solution (n,J,E) nearby the constant steady-state as follows.

Theorem 3.1 (Convergence). For the case of 0<λ<1, suppose that D(x)≡D̂ for a

constant D̂>0 and the pressure function satisfies (1.4). Let

ψ0(x) :=

∫ x

−∞
(n0(y)−D̂)dy. (3.1)

Assume that ψ0(·)∈H3(R), J0(·)∈H2(R) and ∥ψ0∥3+∥J0∥2 is sufficiently small, then,
the Cauchy problem (1.2)-(1.3) admits a unique global-in-time smooth solution (n,J,E)
and it holds that for some constant β>0,

∥n(t)−D̂∥2+∥J(t)∥2+∥E(t)∥3≤Cθ(1+ t)
− θ+λ

2 e−β(1+t)1−λ

, (3.2)

where θ∈ [λ,∞) and

0<Cθ :=K
θ(1+θ)

θ
1−λ (∥ψ0∥3+∥J0∥2)<∞

for some constant K>1.
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Remark 3.1. Actually, the index θ is closely related to the initial perturbation. In
order to obtain the global existence of the solution by the continuation argument, we
need to guarantee that

Kθ
∗(∥ψ0∥3+∥J0∥2)≪1

where the constant K∗>1, see proposition below. In view of this, we find that the level
of the smallness of initial perturbation needs to reach as K−θ

∗ . On the other hand, when
the initial perturbation ∥ψ0∥3+∥J0∥2 reduces to zero, the index θ could reach infinity,
which leads to the fact that the algebraic decay in (3.2) could be fast enough.

In order to prove Theorem 3.1, we just need to obtain the a priori estimates of the
solution. If we define

N(x,t) :=n(x,t)−D̂, (3.3)

then the unknown functions (N,J,E) satisfy the system
Nt+Jx=0,

Jt+
(J2

n
+p(n)

)
x
=(D̂+N)E− J

(1+ t)λ
,

Ex=N,

(3.4)

which implies

N =Ex, J =−Et. (3.5)

Then, putting (3.5) into (3.4)2, we can get that E(x,t) satisfies the following nonlinear
Klein-Gordon equation with weak damping

Ett+(1+ t)−λEt+D̂E−p(D̂+Ex)x=−EEx+

(
E2

t

D̂+Ex

)
x

, (3.6)

with the initial data

E(x,0)=ψ0(x), Et(x,0)=−J0(x). (3.7)

Remark 3.2. We now explain why we have to restrict D(x)≡D̂ for the case of λ∈
(0,1): On one hand, the main working Equation (3.6) for the electric field E(x,t)
with weak damping is actually the damped Klein-Gordon Equation (1.10) studied in
[5], in which Burq-Raugel-Schlag assumed ω(x)≡ constant>0 and obtained the sub-
exponential rate. This assumption is actually equivalent to D(x)≡ constant>0; on the
other hand, when the doping profile D(x) is non-constant, the expected asymptotic
profile (n̄,J̄ ,Ē) is the same as that for the case of λ∈ (−1,0). Setting Ẽ(x,t) :=E(x,t)−
Ē(x), then, the main working equation for Ẽ(x,t) is reduced to Klein-Gordon equation
as follows

Ẽtt+(1+ t)−λẼt+ n̄Ẽ −(p(n̄+ Ẽx)−p(n̄))x=−ẼẼx− ĒẼx+

(
Ẽ2
t

n

)
x

. (3.8)

We multiply (3.8) by (1+ t)θ1 Ẽ+2(1+ t)θ2 Ẽt for two positive constants θ1,θ2, and inte-
grate the resulting equality with respect to x over R by parts to get

d

dt

∫
R

[
(1+ t)θ1 Ẽ Ẽt−

θ1
2
(1+ t)θ1−1Ẽ2+

1

2
(1+ t)θ1−λẼ2+(1+ t)θ2(n̄Ẽ2+ Ẽ2

t +p
′(n̄)Ẽ2

x)
]
dx
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+

∫
R

{[
(1+ t)θ1 −θ2(1+ t)θ2−1

]
n̄+

θ1(θ1−1)

2
(1+ t)θ1−2− θ1−λ

2
(1+ t)θ1−λ−1

}
Ẽ2dx

+

∫
R

[
2(1+ t)θ2−λ−(1+ t)θ1 −θ2(1+ t)θ2−1

]
Ẽ2
t dx

+

∫
R

[
(1+ t)θ1 −θ2(1+ t)θ2−1

]
p′(n̄)Ẽ2

xdx

≲
∫
R

[
(1+ t)θ1 |ĒẼ Ẽx+ Ẽ2Ẽx+ Ẽ3

x+ ẼxẼ2
t |+(1+ t)θ2 |ĒẼxẼt+ Ẽ ẼxEt+ Ẽ2

x Ẽxt+ Ẽ2
t Ẽxt|

]
dx.

In order to guarantee that for all t≥0, there exists some positive constant C̃0 such that{
2(1+ t)θ2−λ−(1+ t)θ1 −θ2(1+ t)θ2−1≥ C̃0(1+ t)

θ2−λ,

(1+ t)θ1 −θ2(1+ t)θ2−1≥ C̃0(1+ t)
θ1 ,

we have to choose that θ1,θ2 satisfy

θ1+λ<θ2<θ1+1. (3.9)

However, to deal with the term (1+ t)θ2ĒẼxẼt, we need to choose

2θ2≤θ1+θ2−λ⇔θ2≤θ1−λ, (3.10)

which contradicts with the left inequality of (3.9) since λ∈ (0,1). Hence, we choose a
constant steady-state as the background solution such that Ē=0, which can be derived
from D(x)≡ const.

Proposition 3.1 (A priori estimate in the case of 0<λ<1). Under the conditions of
Theorem 3.1, for the index θ∈ [λ,∞), let the constant M satisfy that

M1−λ=K0(θ+1), (3.11)

where K0=max
{
λ−1, [D̂(1−λ)]−1

}
>1. There exists a positive constant ε2 sufficiently

small such that, for any given T̃ >0, if the solution to (3.6)-(3.7) on [0,T̃ ] satisfies

sup
0≤t≤T̃

(1+ t)
θ+λ
2

(
∥E(t)∥3+∥Et(t)∥2

)
≤ ε2

M
θ+λ
2

, (3.12)

then, for any t∈ [0,T̃ ],

∥E(t)∥3+∥Et(t)∥2≲Kθ
∗M

θ+λ
2 (∥ψ0∥3+∥J0∥2)(1+ t)−

θ+λ
2 e−β(1+t)1−λ

, (3.13)

for some positive constant K∗>1 only dependent on λ and D̂.

Proof. On the one hand, by the a priori assumption (3.12) and the Sobolev
inequality, one has

sup
0≤t≤T̃

(M+ t)
θ+λ
2

(
2∑

k=0

∥∂kxE(t)∥L∞(R)+

1∑
k=0

∥∂kxEt(t)∥L∞(R)

)
≲ε2. (3.14)

Thus, it follows from D̂>0 and ε2≪1 that

D̂
2
≤n= D̂+Ex≤2D̂. (3.15)



HUI SUN, MING MEI, AND KAIJUN ZHANG 471

On the other hand, since M satisfies (3.11) and 0<λ<1, one has the following inequal-
ities:

(M+ t)λ(1+ t)−λ≥1; (3.16)

(θ+λ)(M+ t)λ−1≤λ; (3.17)

(1−λ)D̂+
θ(θ−1)

2(M+ t)2
− θ(M+ t)−1

2(1+ t)λ
>0. (3.18)

Next, we focus on establishing the a priori estimates of the solution based on (3.14)-
(3.18).

Step 1: Multiplying (3.6) by (M+ t)θE+2(M+ t)θ+λEt and integrating it by parts
with respect to x over R leads to

d

dt

∫
R

[
(M+ t)θEEt+(M+ t)θ+λ(E2

t +D̂E2)+
(M+ t)θ

2(1+ t)λ
E2− θ(M+ t)θ

2(M+ t)
E2

]
dx

+
[
2(M+ t)λ(1+ t)−λ−1−(θ+λ)(M+ t)λ−1

]
(M+ t)θ∥Et(t)∥2

+

{[
1−(θ+λ)(M+ t)λ−1

]
D̂+

θ(θ−1)

2(M+ t)2
− θ(M+ t)−1

2(1+ t)λ

}
(M+ t)θ∥E(t)∥2

+
λ(M+ t)θ

2(1+ t)λ+1
∥E(t)∥2−

∫
R
p(D̂+Ex)x

[
(M+ t)θE+2(M+ t)θ+λEt

]
dx

=−(M+ t)θ
∫
R

[(
E2+

E2
t

n

)
Ex+2(M+ t)λ

(
EEx+

Et

n
Ext

)
Et

]
dx=:L1. (3.19)

Here, from (3.14), we have

L1≲ (M+ t)λ∥(E,Ex,Ext)∥L∞(R)(M+ t)θ∥(E,Ex,Et)(t)∥2

≲ε2(M+ t)θ∥(E,Ex,Et)(t)∥2, (3.20)

and

−
∫
R
p(D̂+Ex)x

[
(M+ t)θE+2(M+ t)θ+λEt

]
dx

=−
∫
R
(p(D̂+Ex)−p(D̂))x

[
(M+ t)θE+2(M+ t)θ+λEt

]
dx

≥ d

dt

∫
R
(M+ t)θ+λp′(D̂)E2

xdx−Cε2(M+ t)θ∥Ex(t)∥2

+
[
1−(θ+λ)(M+ t)λ−1

]
(M+ t)θ

∫
R
p′(D̂)E2

xdx, (3.21)

by using p(D̂)x=p
′(D̂)D̂x=0. Hence, substituting (3.20)-(3.21) into (3.19) and applying

the inequalities (3.16)-(3.18), p′(D̂)>0 and ε2≪1 gives

d

dt

∫
R
G1(x,t)dx+ C̃1(M+ t)θ∥(E,Ex,Et)(t)∥2≤0, (3.22)

where C̃1 is a positive constant and

G1(x,t)=(M+ t)θ+λ(E2
t +D̂E2+p′(D̂)E2

x)+(M+ t)θEEt+

[
(M+ t)θ

2(1+ t)λ
− θ(M+ t)θ

2(M+ t)

]
E2.
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Then, by Cauchy-Schwarz inequality, we have∫
R
G1(x,t)dx≃ (M+ t)θ+λ∥(E,Ex,Et)(t)∥2. (3.23)

Combining (3.22) and (3.23), we have

d

dt

∫
R
G1(x,t)dx+ c̃1(M+ t)−λ

∫
R
G1(x,t)dx≤0,

for some positive constant c̃1. Then,

d

dt

[
e

c̃1
1−λ (M+t)1−λ

∫
R
G1(x,t)dx

]
≤0. (3.24)

Let β1 :=
c̃1

1−λ >0, for any t∈ [0,T̃ ], integrating (3.24) over (0,t) we can get∫
R
G1(x,t)dx≲e

β1M
1−λ

∫
R
G1(x,0)dxe

−β1(1+t)1−λ

.

Then, setting K1 :=e
β1K0 and applying (3.23) again yields

∥(E,Ex,Et)(t)∥2≲Kθ
1M

θ+λ∥(E,Ex,Et)(0)∥2(M+ t)−(θ+λ)e−β1(M+t)1−λ

. (3.25)

Step 2: Differentiating (3.6) in x yields

Ettx+(1+ t)−λEtx+D̂Ex−(p′(n)Exx)x=−EExx−E2
x+

(
E2

t

n

)
xx

. (3.26)

Multiplying (3.26) by (M+ t)θEx+2(M+ t)θ+λExt and integrating it with respect to x
over R yields

d

dt

∫
R

[
(M+ t)θExExt+(M+ t)θ+λ(E2

xt+D̂E2
x+p

′(n)E2
xx)
]
dx

+
d

dt

∫
R

[ (M+ t)θ

2(1+ t)λ
E2

x−
θ(M+ t)θ

2(M+ t)
E2

x

]
dx

+
[
2(M+ t)λ(1+ t)−λ−1−(θ+λ)(M+ t)λ−1

]
(M+ t)θ∥Ext(t)∥2

+

{[
1−(θ+λ)(M+ t)λ−1

]
D̂+

θ(θ−1)

2(M+ t)2
− θ(M+ t)−1

2(1+ t)λ

}
(M+ t)θ∥Ex(t)∥2

+
λ(M+ t)θ

2(1+ t)λ+1
∥Ex(t)∥2+

[
1−(θ+λ)(M+ t)λ−1

]
(M+ t)θ

∫
R
p′(n)E2

xxdx

=−
∫
R
(M+ t)θ

[
(M+ t)λ(p′′(n)ExtE

2
xx−2EExxExt−2E2

xExt)+(EExExx+E
3
x)
]
dx

+

∫
R

(
E2

t

n

)
xx

[
2(M+ t)θ+λExt+(M+ t)θEx

]
dx=:L21+L22. (3.27)

From (3.14), we have

L21≲ε2(M+ t)θ∥(Ex,Ext,Exx)(t)∥2, (3.28)
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and

L22=−
∫
R

(
E2

t

n

)
x

[
2(M+ t)θ+λExxt+(M+ t)θExx

]
dx

=
d

dt

∫
R
(M+ t)θ+λE

2
t

n2
E2

xxdx+

∫
R
[1−(θ+λ)(M+ t)λ−1](M+ t)θ

E2
t

n2
E2

xxdx

+2(M+ t)θ
∫
R
(M+ t)λ

[E3
xt

n
− Et

n2
(ExxE

2
xt+EttE

2
xx)+

E2
t

n3
ExtE

2
xx

]
dx

−2(M+ t)θ
∫
R

Et

n
EtxExxdx

≤ d

dt

∫
R
(M+ t)θ+λE

2
t

n2
E2

xxdx+Cε2(M+ t)θ∥(Exx,Ext)(t)∥2. (3.29)

Here, in the last inequality of (3.29), we have used the fact that

∥Ett(t)∥L∞(R)≤
2∑

k=0

∥∂kxE(t)∥L∞(R)+

1∑
k=0

∥∂kxEt(t)∥L∞(R)≲ε2(M+ t)−
θ+λ
2 ,

which comes from the Equation (3.6) and the (3.14). Then, substituting (3.28)-(3.29)
into (3.27), and applying (3.16)-(3.18), p′(n)>0 and ε2≪1, there exits a constant C̃2>0
such that

d

dt

∫
R
G2(x,t)dx+ C̃2(M+ t)θ∥(Ex,Ext,Exx)(t)∥2≤0, (3.30)

where

G2(x,t)= (M+ t)θ+λ
[
D̂E2

x+E
2
xt+

(
p′(n)− E2

t

n2

)
E2

xx

]
+(M+ t)θExExt

+
1

2
(M+ t)θ[(1+ t)−λ−θ(M+ t)−1]E2

x,

and ∫
R
G2(x,t)dx≃ (M+ t)θ+λ∥(Ex,Ext,Exx)(t)∥2. (3.31)

Thus, (3.30) and (3.31) imply that for some positive constant c̃2,

d

dt

∫
R
G2(x,t)dx+ c̃2(M+ t)−λ

∫
R
G2(x,t)dx≤0.

Analogous to (3.25), letting β2 :=
c̃2

1−λ >0 and K2 :=e
β2K0 , we have

∥(Ex,Ext,Exx)(t)∥2≲Kθ
2M

θ+λ∥(Ex,Ext,Exx)(0)∥2(M+ t)−(θ+λ)e−β2(M+t)1−λ

. (3.32)

Step 3: Differentiating (3.6) in x twice yields

Ettxx+(1+ t)−λEtxx+D̂Exx−
(
p′(n)Exxx

)
x

=−EExxx−3ExExx+
(
p′′(n)E2

xx

)
x
+

(
E2

t

n

)
xxx

. (3.33)
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Multiplying (3.33) by (M+ t)θExx+2(M+ t)θ+λExxt and integrating the resulting
equations with respect to x over R by parts lead to

d

dt

∫
R

[
(M+ t)θExxExxt+

(M+ t)θ

2(1+ t)λ
E2

xx−
θ

2
(M+ t)θ−1E2

xx

+(M+ t)θ+λ(E2
xxt+D̂E2

xx+p
′′(n)ExtE

2
xxx)

]
dx

+
[
2(M+ t)λ(1+ t)−λ−1−(θ+λ)(M+ t)λ−1

]
(M+ t)θ∥Exxt(t)∥2

+

{[
1−(θ+λ)(M+ t)λ−1

]
D̂+

θ(θ−1)

2(M+ t)2
− θ(M+ t)−1

2(1+ t)λ

}
(M+ t)θ∥Exx(t)∥2

+
λ(M+ t)θ

2(1+ t)λ+1
∥Exx(t)∥2+

∫
R

[
1−(θ+λ)(M+ t)λ−1

]
(M+ t)θp′(n)E2

xxxdx

=:L31+L32, (3.34)

where, from (3.14), we have

L31=(M+ t)θ
∫
R

(
2p′′(n)Exx−E)

[
ExxExxx+2(M+ t)λExxxExxt

]
dx

+(M+ t)θ
∫
R
(p′′′(n)E2

xx−3Ex)
[
E2

xx+2(M+ t)λExxExxt

]
dx

+(M+ t)θ+λ

∫
R
p′′(n)ExtE

2
xxxdx

≲ε2(M+ t)θ∥(Exx,Exxt,Exxx)(t)∥2, (3.35)

and

L32=−
∫
R

(
E2

t

n

)
xx

[
2(M+ t)θ+λExxxt+(M+ t)θExxx

]
dx

=
d

dt

∫
R
(M+ t)θ+λE

2
t

n2
E2

xxxdx−
∫
R
(θ+λ)(M+ t)θ+λ−1E

2
t

n2
E2

xxxdx

−(M+ t)θ+λ

∫
R

[(E2
t

n2

)
t
E2

xxx−2
(Et

n

)
x
E2

xxt

]
dx

+

∫
R
4(M+ t)θ+λ

( 1

n3
E2

tE
2
xx+

1

n
E2

xt−
2

n2
EtExtExx

)
x
Exxtdx

+(M+ t)θ
∫
R

( 4

n2
EtExtExx+

1

n2
E2

tExxx−
2

n3
E2

tE
2
xx−

2

n
EtExxt−

2

n
E2

xt

)
Exxxdx

≤ d

dt

∫
R
(M+ t)θ+λE

2
t

n2
E2

xxxdx+Cε2(M+ t)θ∥(Exx,Ext)(t)∥21. (3.36)

Substituting (3.35)-(3.36) into (3.34), applying (3.16)-(3.18) and using p′(n)>0 and
ε2≪1 again, we have

d

dt

∫
R
G3(x,t)dx+ C̃3(M+ t)θ∥(Exx,Exxt,Exxx)(t)∥2≲ (M+ t)θ∥Ext(t)∥2, (3.37)

for some constant C̃3>0, where

G3(x,t)= (M+ t)θ+λ
[
E2

xxt+D̂E2
xx+

(
p′(n)− E2

t

n2

)
E2

xxx

]
+(M+ t)θExxExxt
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+
1

2
(M+ t)θ[(1+ t)−λ−θ(M+ t)−1]E2

xx,

and ∫
R
G3(x,t)dx≃ (M+ t)θ+λ∥(Exx,Exxt,Exxx)(t)∥2. (3.38)

Combining (3.37) and (3.38) and applying the estimate (3.32), we can get

d

dt

∫
R
G3(x,t)dx+ c̃3(M+ t)−λ

∫
R
G3(x,t)dx

≲Kθ
2M

θ+λ∥(Ex,Ext,Exx)(0)∥2(M+ t)−λe−β2(M+t)1−λ

,

for a constant c̃3>0. Then

d

dt

[
eβ̃3(M+t)1−λ

∫
R
G3(x,t)dx

]
≲Kθ

2M
θ+λ∥(Ex,Ext,Exx)(0)∥2

e(β̃3−β2)(M+t)1−λ

(M+ t)λ
, (3.39)

where β̃3 :=
c̃3

1−λ >0. Integrating (3.39) over (0,t) for any t∈ [0,T̃ ], we can obtain∫
R
G3(x,t)dx≲M

θ+λKθ
2∥(Ex,Ext,Exx)(0)∥2e−β̃3(M+t)1−λ

∫ t

0

e(β̃3−β2)(M+s)1−λ

(M+s)λ
ds

+Mθ+λKθ
3∥(Exx,Exxt,Exxx)(0)∥2e−β̃3(M+t)1−λ

≲Mθ+λ(K2+K3)
θ
(
∥Ex(0)∥22+∥Ext(0)∥21

)
e−β3(M+t)1−λ

,

where K3=e
β̃3K0 and β3 :=min{β̃3,β2}. Here, we have used the calculation∫ t

0

e(β̃3−β2)(M+s)1−λ

(M+s)λ
ds=

1

1−λ

∫ (M+t)1−λ

1

e(β̃3−β2)sds

=
1

(1−λ)(β̃3−β2)
[
e(β̃3−β2)(M+t)1−λ

−eβ̃3−β2
]
.

Therefore, by using (3.38) again and setting K∗ :=K2+K3, we have

∥(Exx,Exxt,Exxx)(t)∥2

≲Mθ+λKθ
∗
(
∥Ex(0)∥22+∥Ext(0)∥21

)
(M+ t)−θ−λe−β3(M+t)1−λ

. (3.40)

Finally, let 2β :=min{β1,β3}, then (3.25), (3.32) and (3.40) imply the a priori
estimate (3.13). This completes the proof of Proposition 3.1.

Proof of Theorem 3.1. In the end, similar to the proof of Theorem 2.1, we can prove
Theorem 3.1 by the local existence of solution and the a priori estimates of the solution
in Proposition 3.1.
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[27] A. Jüngel, Quasi-Hydrodynamic Semiconductor Equations, Progr. Nonlinear Diff. Eqs. Appl.,

https://doi.org/10.1142/S0218202591000174
https://doi.org/10.1142/S0218202591000174
https://doi.org/10.1109/T-ED.1970.16921
https://doi.org/10.1137/13094222X
https://link.springer.com/article/10.1007%2Fs00205-015-0930-6
https://arxiv.org/abs/1505.05981v1
https://arxiv.org/abs/1801.06735v1
https://doi.org/10.1016/j.jde.2019.11.002
https://doi.org/10.1016/j.jde.2020.06.022
https://doi.org/10.1016/j.jde.2017.12.012
https://arxiv.org/pdf/1708.09127.pdf
https://doi.org/10.1016/0893-9659(90)90130-4
https://link.springer.com/article/10.1007/BF01765842
https://doi.org/10.1016/j.jde.2013.07.027
https://doi.org/10.1006/jdeq.1996.3203
https://doi.org/10.1080/03605309208820853
https://doi.org/10.1016/S0022-0396(03)00122-0
https://doi.org/10.1137/19M1272846
https://link.springer.com/article/10.1007%2Fs00205-005-0369-2
https://doi.org/10.1016/S0022-0396(03)00063-9
https://doi.org/10.1137/100810228
https://doi.org/10.1137/100793025
https://doi.org/10.1016/j.jde.2011.04.007
https://doi.org/10.1137/110831647
https://doi.org/10.1137/110831647
https://doi.org/10.2140/pjm.2018.292.389
https://iopscience.iop.org/article/10.1088/1361-6544/aa6d93
https://doi.org/10.1006/jdeq.2000.3799


HUI SUN, MING MEI, AND KAIJUN ZHANG 477
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