# Parametric interpolation framework for scalar conservation laws 

Geoffrey McGregor ${ }^{*, 1}$, Jean-Christophe Nave ${ }^{2}$<br>Department of Mathematics, McGill University, Montreal, QC, Canada

## A R T I C L E I N F O

## Article history:

Received 22 April 2021
Received in revised form 26 August 2021

## MSC:

35 L 65
35L67
65M25

## Keywords:

Conservation laws
Numerical methods
Interpolation


#### Abstract

In this paper we present a novel framework for obtaining high-order numerical methods for scalar conservation laws in one-space dimension for both the homogeneous and nonhomogeneous cases (or balance laws). The numerical schemes for these two settings are somewhat different in the presence of shocks, however at their core they both rely heavily on the solution curve being represented parametrically. By utilizing highorder parametric interpolation techniques we succeed to obtain fifth order accuracy (in space) everywhere in the computation domain, including the shock location itself. In the presence of source terms a slight modification is required, yet the spatial order is maintained but with an additional temporal error appearing. We provide a detailed discussion of a sample scheme for non-homogeneous problems which obtains fifth order in space and fourth order in time even in the presence of shocks.
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## 1. Introduction

In this paper we consider the 1-D scalar conservation law,

$$
\left\{\begin{array}{l}
u_{t}+(F(u))_{x}=Q(u, x, t)  \tag{1.1}\\
u(x, 0)=g(x),
\end{array}\right.
$$

where $g$ is piecewise smooth and both $F$ and $Q$ are smooth functions in their respective domains. Here, we focus on the case where $F$ is uniformly convex.

The Cauchy problem (1.1) has been studied from a numerical perspective for over 50 years. As discussed in more detail below, many numerical methods have been developed capable of solving (1.1), each equipped with their own set of properties desirable in certain situations. Of particular relevance to the work presented here are moving-mesh front-tracking methods utilizing the method of characteristics. Methods of this type have been studied extensively by Dafermos [1], Lucier [2], Whitham [3], Brenier [4], and many more. Since these classical works however, the focus has shifted to higher dimensions and systems of equations. This brings us to the goal of the present work, we seek to develop a framework which builds upon the moving-mesh literature to obtain high-order numerical methods also capable of

[^0]tracking shock locations to high-order in both the homogeneous and non-homogeneous cases, also known as balance laws.

Numerical methods for solving conservation laws typically focus on obtaining high-order accuracy in smooth regions of the solution while preserving desirable properties, such as boundedness and sharp features, near discontinuities. One common approach to this, as discussed in [5,6], is to allow the numerical technique used to vary within the computation domain depending on some numerically approximated smoothness. Finite difference methods can utilize slope-limiters to switch between a high-accuracy scheme in smooth regions and a stable scheme near shocks. Other methods, such as ENO [7] and WENO [8] schemes, construct a local stencil or weights based on the local data. The resulting schemes are high-order in smooth regions of the solution and avoid spurious oscillations near discontinuities. These schemes form an important part of the current research within numerical conservation laws, for example see [9-16]. Similarly, finite volume methods, which have the added feature of being exactly conservative, utilize flux-limiters, for example see $[6,17]$, to switch between a high-accuracy numerical flux, and a stable numerical flux with lesser accuracy. Overall the focus near shocks is to keep the numerical solution stable, or bound the total variation, to obtain a convergent numerical scheme, for example see [18-21]. These methods discussed so far accomplish their goal, and in general are applicable to systems of hyperbolic conservation laws and higher dimensions, although they have difficulty tracking shock position with high-order accuracy. This is a direct result of requiring low-order schemes at the shock location to prevent spurious oscillations and other instabilities. Front tracking [22] and Godunov methods [23] explicitly use the Rankine-Hugoniot condition to obtain the correct shock speed, however, generalizations of these methods for predicting shock position to high-order prove to be difficult. One advantage of these methods is their applicability to systems of conservations laws, however, Godunov type methods can be computationally expensive when resolving Riemann problems with complex wave structure. To overcome this, approximate Riemann solvers such as the HLL method [24] and HLLC method [25] were developed to address the computational complexity issue. These methods are particularly useful for solving realworld problems in hyperbolic conservation laws, for example see [26-28]. Another approach, first described in [29] by VonNeumann and Richtmyer in the 50s, introduces artificial viscosity in the neighbourhood of shocks to keep solutions smooth. This approach enables the use of high-order schemes everywhere in the computation domain distinguishing it from flux-limiter methods in this sense. However, similar to how flux-limiter methods require switching between high and low-order schemes, artificial viscosity methods require sensors to determine where viscosity should be present and where it should be excluded. A significant amount of work has been put into ensuring the artificial viscosity remains in a small neighbourhood around shocks, requiring drastic improvements in shock sensing and smoothing the transition between the viscous and non-viscous regimes, for example see [30-33]. Thus far we have focused on the homogeneous case of (1.1). The addition of source terms adds a considerable challenge from a numerical perspective and the resulting schemes are often quite different from their homogeneous counterpart. For some examples, see [34-37]. One way to handle source terms is to perform a splitting of the horizontal motion, determined by the flux function $F$, and vertical motion, given by the source term $Q$. For example in [38], the authors solve the homogeneous problem by flowing particles under the method of characteristics and utilizing an area-preserving linear interpolation when merging particles. In the presence of source terms, the characteristic flow and interpolation step ignore the source term, and then once completed the particles are moved vertically according to the source term. The resulting method predicts the shock position to first order in time.

In the present paper we are concerned with finding a numerical framework for solving (1.1) to high spatial and temporal order while guaranteeing the shock position is determined to high-order as well. While the majority of current research is focused on systems and higher dimensions, methods able to track shock location to high-order are lacking, even in the 1-D scalar case. We therefore focus our efforts on the scalar case first to lay the groundwork for future research in high-order shock location methods for systems and higher dimensions. To achieve our goal, we rely heavily on the characteristic curves associated with (1.1). Working with the characteristic curves directly can be difficult as they become multi-valued in the presence of shocks. Therefore, if a numerical method requires a high-order approximation of the multivalued portion of the curve, then traditional polynomial interpolation techniques are not applicable. We choose to utilize parametric interpolation techniques to overcome this issue. Before getting into the specifics of parametric interpolation, we first discuss how a parametric representation of the characteristic curves may be used to obtain physically relevant weak solutions of (1.1). Throughout this manuscript we will utilize the notation $\langle x(s), u(s)\rangle$ to represent a parametric curve parametrized by $s$, this should not be confused with an inner product.

The method of characteristics yields the characteristic equations

$$
\begin{align*}
& \dot{x}=F^{\prime}(u)  \tag{1.2}\\
& \dot{u}=Q(u, x, t)
\end{align*}
$$

which has solution parametrized by $x_{0}$ given by $\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle$, where

$$
\begin{aligned}
\left\langle x\left(x_{0}, 0\right), u\left(x_{0}, 0\right)\right\rangle & =\left\langle x_{0}, g\left(x_{0}\right)\right\rangle, \quad \text { and } \\
\frac{\partial}{\partial t}\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle & =\left\langle F^{\prime}(u), Q(u, x, t)\right\rangle
\end{aligned}
$$

The curve $\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle$ remains a parametrization of the strong solution to (1.1) up to time $t^{*}$, provided $\frac{\partial}{\partial x_{0}} x\left(x_{0}, t\right)>$ 0 for all $x_{0}$ in the computation domain and $0 \leq t<t^{*}$. If at some point $x_{0}^{*}$ we have $\frac{\partial}{\partial x_{0}} x\left(x_{0}^{*}, t\right)<0$, for $t>0$, then the


Fig. 1. An illustration of the equal-area projection..
parametric curve becomes multi-valued and a projection is required to recover the appropriate weak solution to (1.1). In the homogeneous setting it is common to employ an equal-area projection (also known as the equal-area principle), see [5,6] and Fig. 1 for an illustration. In the non-homogeneous case however, it is unclear which projection yields the desired weak solution. In the present work, we construct a method able to capture the shock location, as given by a temporal integration of the Rankine-Hugoniot condition [39,40], to high-order, even in the non-homogeneous case. Most importantly, since the curves to the left and right of the shock are obtained through the parametric interpolation of (1.2) to high temporal and spatial order, we are therefore able to show that the weak solution is obtained to high-order as well.

At the core our approach is a parametric representation of the solution. The literature on parametric interpolation is extensive, however it is rarely utilized as a tool in numerical methods for differential equations. Given that we are concerned with high accuracy and smoothness of the solution curve, as opposed to the smoothness of the parametrization itself, we seek interpolation methods with high geometric continuity. Geometric continuity was first introduced in [41], where the authors matched function values, tangents and curvature at endpoints to obtain up to sixth order accuracy. Numerous other interpolation techniques can be employed to achieved desired characteristics, such as matching prescribed arc length, see [42,43], or minimizing the curvature variation energy in [44], or the strain energy in [45]. Given that we are interested in obtaining high-order numerical schemes, we focus on parametric interpolation methods which emphasize accuracy.

In the homogeneous case of (1.1), conservative methods are desirable, therefore we are interested in applying the area-preserving method developed in [46]. Here the authors construct a family of exactly area-preserving parametric Hermite polynomials which are fifth order accurate, one order higher than the standard parametric Hermite cubic. The conservative nature of these interpolants is particularly desirable in the homogeneous setting since the area change can only occur if there is flux over the boundary of the computation domain.

The paper is organized as follows: In Section 2 we discuss the application of parametric interpolation to homogeneous 1-D scalar conservation laws. Specifically, Section 2.1 presents a brief overview of Bezier cubic interpolation and the area-preserving interpolation discussed in [46]. In Section 2.2, the equal-area principle is discussed and we show how the methods from Section 2.1 can be applied to the initial value problem (1.1), with $Q=0$. This is followed by Section 2.3 where the application to boundary value problems is discussed. Specifically, we show that the data required to construct the area-preserving interpolants can be easily obtained in the boundary value problem setting. We conclude Section 2 with a simple initial value problem example showing that sixth order accuracy on shock position is obtained through the use of the interpolation framework in [46]. Sections 3 and 4 discuss the non-homogeneous problem, in particular these sections cover a modified equal-area principle and a shock propagation method which allows capturing shock position to high-order. Finally in Section 5, full numerical results are presented with concluding remarks in Section 6.

## 2. Parametric interpolation framework for 1-D homogeneous scalar conservation laws

### 2.1. Area-preserving parametric interpolation

We begin by presenting a brief overview of the area-preserving Bézier interpolation discussed in [46]. The objective of this paper was as follows: given a planar parametric curve $\langle f(s), g(s)\rangle$, parametrized by $s \in\left[s_{0}, s_{1}\right]$, find a cubic Bézier polynomial defined by

$$
\begin{equation*}
\vec{B}(t)=\left\langle B_{1}(t), B_{2}(t)\right\rangle=\vec{A}(1-t)^{3}+3 \vec{C}_{1}(1-t)^{2} t+3 \vec{C}_{2}(1-t) t^{2}+\vec{D} t^{3}, \quad \text { for } t \in[0,1], \tag{2.1}
\end{equation*}
$$

which satisfies

$$
\begin{aligned}
& \vec{B}(0)=\left\langle f\left(s_{0}\right), g\left(s_{0}\right)\right\rangle, \quad \vec{B}(1)=\left\langle f\left(s_{1}\right), g\left(s_{1}\right)\right\rangle, \\
& \vec{B}^{\prime}(0)=r_{1}\left\langle f^{\prime}\left(s_{0}\right), g^{\prime}\left(s_{0}\right)\right\rangle=r_{1} \vec{\alpha}, \quad \text { for some } r_{1} \in \mathbb{R} \\
& \vec{B}^{\prime}(1)=r_{2}\left\langle f^{\prime}\left(s_{1}\right), g^{\prime}\left(s_{1}\right)\right\rangle=r_{2} \vec{\beta}, \quad \text { for some } r_{2} \in \mathbb{R}, \text { and finally } \\
& \int_{0}^{1} B_{2}(\tau) B_{1}^{\prime}(\tau) \mathrm{d} \tau=\int_{s_{0}}^{s_{1}} g(\tau) f^{\prime}(\tau) \mathrm{d} \tau .
\end{aligned}
$$

The coefficients $\vec{A}, \vec{C}_{1}, \vec{C}_{2}$ and $\vec{D}$ are extracted from the functions $f$ and $g$ above, however, an additional degree of freedom remains. After translating the data to the origin ( $\vec{A}=0$ ), the integral condition above leads to a relation in terms of $r_{1}$ and $r_{2}$, given by

$$
\begin{equation*}
\frac{r_{1} r_{2}}{60}(\vec{\alpha} \times \vec{\beta})+\frac{r_{1}}{10}(\vec{D} \times \vec{\alpha})+\frac{r_{2}}{10}(\vec{\beta} \times \vec{D})+\frac{D_{1} D_{2}}{2}=\int_{s_{0}}^{s_{1}} g(\tau) f^{\prime}(\tau) \mathrm{d} \tau-g\left(s_{0}\right)\left(f\left(s_{1}\right)-f\left(s_{0}\right)\right), \tag{2.2}
\end{equation*}
$$

where $\times$ denotes the scalar vector product $\vec{\alpha} \times \vec{\beta}=\alpha_{1} \beta_{2}-\beta_{1} \alpha_{2}$. The main result in [46] proves that the interpolation is fifth order accurate in the $L^{\infty}$ norm provided the parameters $r_{1}$ and $r_{2}$ satisfy the area condition (2.2) and an appropriate decay rate (as $\|\vec{D}-\vec{A}\| \rightarrow 0$ ), with the interpolation reducing to fourth order if the curvature vanishes somewhere within the domain of interpolation. It is important to note that this result assumes the portion of the parametric curve being interpolated is small enough such that it may be represented by some function $\left\langle x_{2} f(x)\right\rangle$ after an appropriate rotation. The simplest fifth order area-preserving cubic Bézier interpolation of the function $\langle x, f(x)\rangle$ over the interval $x \in[0, h]$ is given by taking $r_{1}=h$ and solving for $r_{2}$ in (2.2). This is a natural choice since the resulting curve can be viewed as a perturbed cubic Hermite polynomial. Given the data $\langle x, \tilde{f}(x)\rangle$ for $x \in[0, h]$ and taking the non-area preserving choice $r_{1}=r_{2}=h$ yields

$$
\begin{align*}
\vec{B}_{H}(t)=\left\langle t h, \tilde{f}(0)+\tilde{f}^{\prime}(0) t h\right. & +\left(\frac{3(\tilde{f}(h)-\tilde{f}(0))-2 \tilde{f}(0) h-\tilde{f}(h) h}{h^{2}}\right)(t h)^{2} \\
& \left.+\left(\frac{2(\tilde{f}(0)-\tilde{f}(h))+2 \tilde{f}^{\prime}(0) h+\tilde{f}(h) h}{h^{3}}\right)(t h)^{3}\right\rangle . \tag{2.3}
\end{align*}
$$

Defining $x=$ th, we see that (2.3) is exactly a parametrization of the standard cubic Hermite polynomial. Therefore, as seen in Theorem 2.7 of [46], when we take $r_{1}=h$ and let $r_{2}$ satisfy the area condition (2.2) we obtain $r_{2}=h+\mathcal{O}\left(h^{3}\right)$, which implies the area-preserving cubic Bézier can be written as $\vec{B}(t)=\vec{B}_{H}(t)+\mathcal{O}\left(h^{3}\right)$, a perturbation from the cubic Hermite $\vec{B}_{H}(t)$ provided $h$ is small. We note that all of the fifth order area-preserving cubic Bézier's described in Theorem 2.7 of [46] can also be viewed as a perturbed cubic Hermite polynomial, the example given here is the simplest. If the provided curve $\langle x, \tilde{f}(x)\rangle$ for $x \in[0, h]$ is given in terms of a different parametrization with left and right tangents $\vec{\alpha}=\left\langle\alpha_{1}, \alpha_{2}\right\rangle$ and $\vec{\beta}=\left\langle\beta_{1}, \beta_{2}\right\rangle$ respectively, with $\alpha_{1}>0$ and $\beta_{1}>0$, then taking $r_{1}=\frac{h}{\alpha_{1}}$ and $r_{2}=\frac{h}{\beta_{1}}$ yields the same cubic Hermite curve as (2.3). For more details on area-preserving cubic Bézier interpolation we refer the reader to [46]. Next we provide details on how to apply this parametric interpolation framework to homogeneous scalar conservation laws in one space dimension.

### 2.2. Application to 1-D scalar conservation laws

In this section we focus on the homogeneous case of (1.1), specifically

$$
\left\{\begin{array}{l}
u_{t}+(F(u))_{x}=0  \tag{2.4}\\
u(x, 0)=g(x)
\end{array}\right.
$$

where $g$ is piecewise smooth and $F$ is both smooth and uniformly convex. We note that sufficient smoothness is only a requirement to obtain high-order convergence of the numerical methods discussed in this section.

Our first objective here is to justify that the parametric curve $\langle x(s, t), u(s, t)\rangle$ given by solving (1.2) can be used to obtain the correct weak solution. We also must show that we can obtain the required data from (1.2) to construct the area-preserving parametric polynomials described in [46].

The Cauchy problem (2.4) yields the characteristic equations

$$
\begin{align*}
& \dot{x}=F^{\prime}(u)  \tag{2.5}\\
& \dot{u}=0,
\end{align*}
$$

which, unlike the non-homogeneous case, can be solved exactly, with

$$
\begin{align*}
& x\left(x_{0}, t\right)=x_{0}+F^{\prime}\left(g\left(x_{0}\right)\right) t \\
& u\left(x_{0}, t\right)=g\left(x_{0}\right), \tag{2.6}
\end{align*}
$$

where $g(x)$ is the given initial condition of (2.4). Written as a planar curve parametrized by $x_{0}$, we have the solution to (2.5) is given by $\left\langle x_{0}+F^{\prime}\left(g\left(x_{0}\right)\right) t, g\left(x_{0}\right)\right\rangle$. The method of characteristics, as discussed in [47,48], says that until the formation of a shock at time $t=t^{*}$ the strong solution of $(2.4)$ is given by the curve $\left\langle x_{0}+F^{\prime}\left(g\left(x_{0}\right)\right) t, g\left(x_{0}\right)\right\rangle$. Additionally, even once a shock has formed, the portions of the weak solution which are on either side of the shock are also given (2.6). Therefore, if we are able to obtain the correct location of discontinuities in weak solutions of (2.4), and everywhere else in the solution is given by the curve (2.6), then we must have the correct weak solution. We begin our discussion of weak solutions by addressing shock position and the equal-area principle.

The equal-area principle for scalar 1-D scalar conservation laws with convex flux functions has been utilized to obtain the location of shocks by many, see [6,49]. However, a proof of its validity for all times $t \geq t^{*}$ is generally neglected. Therefore for completeness we include a proof that the equal-area principle is equivalent to the Rankine-Hugoniot condition in this setting, but first we must introduce what we mean by an equal-area curve and include a Lemma on uniqueness.

Definition 2.1. We say $\langle x(s), u(s)\rangle$ is an equal-area curve from $s_{0}$ to $s_{1}$ provided $x\left(s_{0}\right)=x\left(s_{1}\right)$ and

$$
\int_{s_{0}}^{s_{1}} u(s) x^{\prime}(s) \mathrm{d} s=0
$$

Remark 2.2. Perhaps the easiest way to visualize equal-area curves is to employ integration by parts on the definition. Using that $x\left(s_{0}\right)=x\left(s_{1}\right)$, integration by parts yields $x\left(s_{0}\right)\left(u\left(s_{1}\right)-u\left(s_{0}\right)\right)=\int_{s_{0}}^{s_{1}} x(s) u^{\prime}(s) \mathrm{d} s$, which says that the parametric area about the vertical axis between $s_{0}$ and $s_{1}$ is equal to the area of the rectangle with width $x(s)$ and height $u\left(s_{1}\right)-u\left(s_{0}\right)$.

Lemma 2.3. Consider a Riemann problem at $x=x_{0}$ with left state given by $u_{L}(x, t)$ and right state given by $u_{R}(x, t)$, with $u_{L}\left(x_{0}, 0\right)>u_{R}\left(x_{0}, 0\right)$, where the flux function $F$, as in (2.4), is uniformly convex. Then, provided $u_{L}(x, t)$ and $u_{R}(x, t)$ do not form additional shocks, the Riemann problem yields a unique equal-area curve with non-zero height.

Proof. We begin by flowing $u_{L}(x, t), u_{R}(x, t)$, and the shock front,
$\left\langle x_{0}+t F^{\prime}\left(u_{R}\left(x_{0}, 0\right) s+u_{L}\left(x_{0}, 0\right)(1-s)\right), u_{R}\left(x_{0}, 0\right) s+u_{L}\left(x_{0}, 0\right)(1-s)\right\rangle$, under the method of characteristics for $\tau$ units of time. By assumption that $u_{L}$ and $u_{R}$ do not form new shocks, we know that the method of characteristics yields solutions which can be represented by the functions $u_{L}(x, \tau)$ and $u_{R}(x, \tau)$ for the left and right states respectively. The method of characteristic determines that $u_{L}(x, \tau)$ has the right-most point of $x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)$ with $u_{R}(x, \tau)$ having the left-most point of $x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)$. The flowed shock front, $\left\langle x_{0}+t F^{\prime}\left(u_{R}\left(x_{0}, 0\right) s+u_{L}\left(x_{0}, 0\right)(1-s)\right), u_{R}\left(x_{0}, 0\right) s+u_{L}\left(x_{0}, 0\right)(1-s)\right\rangle$, for $s \in[0,1]$, connects these two endpoints together. By our assumption on $F$ being uniformly convex, we know that $F^{\prime}(x)$ is an invertible function, therefore we can rewrite the flowed shock front as the function $y(x, t)=\left(F^{\prime}\right)^{-1}\left(\frac{x-x_{0}}{\tau}\right)$, for $\tau>0$, defined for $x \in\left[x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right), x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)\right]$. If there is an equal-area curve at some point $x^{*}(\tau) \in\left(x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right), x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)\right)$ it must connect from $u_{L}\left(x^{*}, \tau\right)$ to $u_{R}\left(x^{*}, \tau\right)$, since the parametric area from $u_{L}\left(x^{*}, \tau\right)$ to $y\left(x^{*}, t\right)$ will be strictly positive and similarly from $y\left(x^{*}, \tau\right)$ to $u_{R}\left(x^{*}, \tau\right)$ will be strictly negative. The parametric area about a point $x^{*}$ from $u_{L}\left(x^{*}, \tau\right)$ to $u_{R}\left(x^{*}, \tau\right)$ is given by

$$
\begin{equation*}
A\left(x^{*}\right)=\int_{x^{*}}^{x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)} u_{L}(x, \tau)-y(x, \tau) \mathrm{d} x-\int_{x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)}^{x^{*}} y(x, \tau)-u_{R}(x, \tau) \mathrm{d} x . \tag{2.7}
\end{equation*}
$$

We show that there is a unique root of $A$. At the left endpoint we have

$$
\begin{equation*}
A\left(x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)\right)=\int_{x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)}^{x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)} u_{L}(x, \tau)-y(x, \tau) \mathrm{d} x>0 \tag{2.8}
\end{equation*}
$$

since $u_{L}(x, \tau)>y(x, \tau)$ in this interval. Similarly $A\left(x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)\right)<0$ since $y(x, \tau) . u_{R}(x, \tau)$ in the interval. To complete the proof we show that $A^{\prime}\left(x^{*}\right)<0$ implying that there is a unique equal-area curve.

Rearranging (2.7) we obtain

$$
\begin{align*}
A\left(x^{*}\right)=\int_{x^{*}}^{x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)} u_{L}(x, \tau) \mathrm{d} x & +\int_{x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)}^{x^{*}} u_{R}(x, \tau) \mathrm{d} x  \tag{2.9}\\
& -\int_{x_{0}+\tau F^{\prime}\left(u_{R}\left(x_{0}, 0\right)\right)}^{x_{0}+\tau F^{\prime}\left(u_{L}\left(x_{0}, 0\right)\right)} y(x, \tau) \mathrm{d} x
\end{align*}
$$

Observing that the third integral does not depend on $x^{*}$, we employ the chain rule to obtain

$$
\begin{equation*}
A^{\prime}\left(x^{*}\right)=u_{R}\left(x^{*}, \tau\right)-u_{L}\left(x^{*}, \tau\right)<0 \tag{2.10}
\end{equation*}
$$

which completes the proof.
Remark 2.4. In the case that the Riemann problem has initial states $u_{L}\left(x_{0}, 0\right)<u_{R}\left(x_{0}, 0\right)$, then the rarefaction wave solution is obtained by applying the method of characteristics on all points on the initial shock front. Since our method does this by default, rarefaction waves do not require any special consideration.

Using Definition 2.1 we are able to present the following theorem on the equal-area principle.
Theorem 2.5. Suppose $\langle x(s, t), u(s)\rangle$ is a parametrization of (2.6), then $\langle x(s, t), u(s)\rangle$ is an equal-area curve between $s_{1}(t)$ and $s_{2}(t)$ for $t \in\left[t^{*}, T\right]$ if and only if $\frac{d}{d t} x\left(s_{1}(t), t\right)=\frac{d}{d t} x\left(s_{2}(t), t\right)=\frac{F\left(u\left(s_{1}(t)\right)\right)-F\left(u\left(s_{2}(t)\right)\right)}{u\left(s_{1}(t)\right)-u\left(s_{2}(t)\right)}$ for $t \in\left[t^{*}, T\right]$.

Proof. Suppose $\langle x(s, t), u(s)\rangle=\left\langle s+F^{\prime}(g(s)) t, g(s)\right\rangle$ solves the system of characteristic equations (2.5) and is an equal-area curve between $s_{1}(t)$ and $s_{2}(t)$ on $t \in\left[t^{*}, T\right]$. This implies

$$
\begin{equation*}
\frac{d}{d t} \int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s}(s, t) \mathrm{d} s=0 \tag{2.11}
\end{equation*}
$$

on $t \in\left[t^{*}, T\right]$. Expanding the above integral leads to

$$
u\left(s_{2}(t)\right) x_{s}\left(s_{2}(t), t\right) s_{2}^{\prime}(t)-u\left(s_{1}(t)\right) x_{s}\left(s_{1}(t), t\right) s_{1}^{\prime}(t)+\int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s t}(s, t) \mathrm{d} s=0
$$

The chain rule yields $\frac{d}{d t} x(s(t)(t), t)=x_{s}(s(t), t) s^{\prime}(t)+x_{t}(s(t), t)$ and using equal-area curve property that $\frac{d}{d t} x\left(s_{1}(t), t\right)=$ $\frac{d}{d t} x\left(s_{2}(t), t\right)$, the above equation can be rewritten as

$$
\begin{array}{r}
\frac{d}{d t} x\left(s_{1}(t), t\right)\left(u\left(s_{2}(t)\right)-u\left(s_{1}(t)\right)\right)+u\left(s_{1}(t)\right) x_{t}\left(s_{1}(t), t\right)-u\left(s_{2}(t)\right) x_{t}\left(s_{2}(t), t\right) \\
+\int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s t}(s, t) \mathrm{d} s=0 \tag{2.12}
\end{array}
$$

Using $\langle x(s, t), u(s)\rangle=\left\langle s+F^{\prime}(g(s)) t, g(s)\right\rangle$ allows us to compute the integral term contained in (2.12). A substitution and integration by parts yields

$$
\begin{align*}
\int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s t}(s, t) \mathrm{d} s & =\int_{s_{1}(t)}^{s_{2}(t)} g(s) F^{\prime \prime}(g(s)) g^{\prime}(s) \mathrm{d} s \\
& =\left.\left(u(s) F^{\prime}(u(s))-F(u(s))\right)\right|_{s=s_{1}(t)} ^{s_{2}(t)} \tag{2.13}
\end{align*}
$$

Subbing this into (2.12) and replacing $x_{t}(s(t), t)=F^{\prime}(u(s(t)))$ yields

$$
\frac{d}{d t} x\left(s_{1}(t), t\right)\left(u\left(s_{2}(t)\right)-u\left(s_{1}(t)\right)\right)+F\left(u\left(s_{1}(t)\right)\right)-F\left(u\left(s_{2}(t)\right)\right)=0
$$

which implies that the position of the equal-area curve moves at the correct Rankine-Hugoniot speed.
To prove the converse we start by assuming we have an isolated shock formed at time $t=t^{*}$ and position $x\left(s_{1}\left(t^{*}\right), t^{*}\right)=$ $x\left(s_{2}\left(t^{*}\right), t^{*}\right)$ and $\frac{d}{d t} x\left(s_{1}(t), t\right)=\frac{d}{d t} x\left(s_{2}(t), t\right)=\frac{F\left(u\left(s_{1}(t)\right)\right)-F\left(u\left(s_{2}(t)\right)\right)}{u\left(s_{1}(t)\right)-u\left(s_{2}(t)\right)}$ for $t \in\left[t^{*}, T\right]$. Repeating the above calculations we obtain that

$$
\begin{equation*}
\frac{d}{d t} \int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s}(s, t) \mathrm{d} s=0 \tag{2.14}
\end{equation*}
$$

To show that this is an equal-area curve we must prove that $\int_{s_{1}(t)}^{s_{2}(t)} u(s) x_{s}(s, t) \mathrm{d} s=0$. At $t=t^{*}$ there are two possibilities, first we could have that $s_{1}\left(t^{*}\right)=s_{2}\left(t^{*}\right)$, which would prove the desired result. The other possibility is that $s_{1}\left(t^{*}\right)<s_{2}\left(t^{*}\right)$. If $1+F^{\prime \prime}(g(s)) g^{\prime}(s) t^{*}=0$ everywhere in the interval $\left[s_{1}\left(t^{*}\right), s_{2}\left(t^{*}\right)\right]$ then we also have an equal-area curve. The only possibility for us to not have an equal-area curve is if $1+F^{\prime \prime}(g(s)) g^{\prime}(s) t \neq 0 \Rightarrow x_{s}\left(s, t^{*}\right) \neq 0$ somewhere in $s \in\left[s_{1}\left(t^{*}\right)\right.$, $\left.s_{2}\left(t^{*}\right)\right]$. Since $x\left(s_{1}\left(t^{*}\right)\right)=x\left(s_{2}\left(t^{*}\right)\right)$ this would imply $x_{s}\left(s, t^{*}\right)>0$ somewhere in the interval and $x_{s}\left(s, t^{*}\right)<0$ somewhere in the interval, which implies that a shock must have emerged at an earlier time, which contradicts the definition of $t^{*}$. This completes the proof.

Remark 2.6. Combining Lemma 2.3 and Theorem 2.5 tells us equal-area curves move at the Rankine-Hugoniot speed, implying that the resulting solutions are entropy admissible (see [48]), and that provided the shocks have not interacted with any other shocks, the equal-area projection is unique. It is possible, however, for a situation to arise when two shocks are approaching each other for the overturned regions overlap with one another. In this case an additional equal-area curve may appear between the two shocks. This issue can be somewhat avoided by not letting the curve overturn too much through projecting onto the equal-area line and resuming from a fresh Riemann problem. A more precise way of handling these situations is through the generalized equal-area principle, discussed in [50], which will select the unique equal-area solution which is entropy admissible.

We have now shown that the parametric curve given by (2.6) can be used to construct the correct weak solution of (2.4) provided an appropriate projection is used. Next we show how to extract the data from (2.6) to construct the area-preserving parametric interpolation of [46].

Consider the parametric curve parametrized by $x_{0}$ given by $\left\langle x\left(x_{0}, t\right), u\left(x_{0}\right)\right\rangle=\left\langle x_{0}+F^{\prime}\left(g\left(x_{0}\right)\right) t, g\left(x_{0}\right)\right\rangle$. Recall that utilizing the fifth order interpolation method of [46] requires endpoint values, tangents directions and the parametric area for each interpolant. As we will be performing a piecewise interpolation of this curve we partition computation domain for $x_{0}$ into
$n$ subintervals $\left[x_{i}, x_{i+1}\right]$, for $i=1, \ldots, n$. In the $i$ th subinterval at time $t=\tau$ we construct the $i$ th interpolant $\left\langle x_{i}(s), y_{i}(s)\right\rangle$ satisfying

$$
\begin{aligned}
\left\langle x_{i}(0), y_{i}(0)\right\rangle & =\left\langle x_{i}+F^{\prime}\left(g\left(x_{i}\right)\right) \tau, g\left(x_{i}\right)\right\rangle, \\
\left\langle x_{i}(1), y_{i}(1)\right\rangle & =\left\langle x_{i+1}+F^{\prime}\left(g\left(x_{i+1}\right)\right) \tau, g\left(x_{i+1}\right)\right\rangle, \\
\left\langle x_{i}^{\prime}(0), y_{i}^{\prime}(0)\right\rangle & =r_{1_{i}}\left\langle 1+F^{\prime \prime}\left(g\left(x_{i}\right)\right) g^{\prime}\left(x_{i}\right) \tau, g^{\prime}\left(x_{i}\right)\right\rangle=r_{1_{i}} \vec{\alpha}_{i}, \quad \text { for some } r_{1_{i}} \in \mathbb{R} \\
\left\langle x_{i}^{\prime}(1), y_{i}^{\prime}(1)\right\rangle & =r_{2_{i}}\left\langle 1+F^{\prime \prime}\left(g\left(x_{i+1}\right)\right) g^{\prime}\left(x_{i+1}\right) \tau, g^{\prime}\left(x_{i+1}\right)\right\rangle=r_{2_{i}} \vec{\beta}_{i}, \quad \text { for some } r_{2_{i}} \in \mathbb{R}, \\
\int_{0}^{1} y(s) x^{\prime}(s) \mathrm{d} s & =\int_{x_{i}}^{x_{i+1}} g(s)\left(1+F^{\prime \prime}(g(s)) g^{\prime}(s) \tau\right) \mathrm{d} s .
\end{aligned}
$$

From the above equations it is clear that accessing the endpoint values and tangents simply requires the evaluation of known functions given in (2.4). We note that the final integral condition can be greatly simplified through a substitution and integration by parts to obtain

$$
\begin{aligned}
\int_{0}^{1} y(s) x^{\prime}(s) \mathrm{d} s & =\int_{x_{i}}^{x_{i+1}} g(s) \mathrm{d} s \\
& +\tau\left(F^{\prime}\left(g\left(x_{i+1}\right)\right) g\left(x_{i+1}\right)-F^{\prime}\left(g\left(x_{i}\right)\right) g\left(x_{i}\right)+F\left(g\left(x_{i}\right)\right)-F\left(g\left(x_{i+1}\right)\right)\right)
\end{aligned}
$$

Therefore updating the integral data from time $t$ to $t+\Delta t$ simply requires an update of the second term, implying that integration is not required after the initial step.

### 2.3. Boundary value problems

In this section we briefly describe how our parametric framework may be applied to the boundary value problem

$$
\left\{\begin{array}{l}
u_{t}+(F(u))_{x}=0  \tag{2.15}\\
u(x, 0)=g(x), \text { for } x \geq x_{0} \\
u\left(x_{0}, t\right)=h(t) \geq 0
\end{array}\right.
$$

Similar to our discussion of the initial value problem in Section 2.2, we begin by obtaining an exact expression for the parametric curve emerging from the boundary at $x=x_{0}$. According to the method of characteristics, the particle at position $x_{0}$ at time $t_{0} \geq 0$ has height $h\left(t_{0}\right)$ and moves with speed $F^{\prime}\left(h\left(t_{0}\right)\right)$. Therefore, the position of the particle at time $t>t_{0}$ is given by $\left(x_{0}+F^{\prime}\left(h\left(t_{0}\right)\right)\left(t-t_{0}\right), h\left(t_{0}\right)\right)$. Thus, the curve emerging from the boundary, parametrized by $t_{0} \in[0, t]$, is given by

$$
\begin{equation*}
\left\langle x_{0}+F^{\prime}\left(h\left(t_{0}\right)\right)\left(t-t_{0}\right), h\left(t_{0}\right)\right\rangle, \text { for } 0 \leq t_{0} \leq t \tag{2.16}
\end{equation*}
$$

Obtaining the data for our area-preserving parametric interpolation follows the same procedure as in Section 2.2. Suppose we want to obtain function values, tangent direction and area data to construct an interpolant from the curve (2.16) for $t \in\left[\tau_{0}, \tau_{1}\right]$. Function values are obtained through evaluation of (2.16) at $\tau_{0}$ and $\tau_{1}$, and tangent direction are obtained through evaluation of the curve $\left\langle F^{\prime \prime}\left(h\left(t_{0}\right)\right) h^{\prime}\left(t_{0}\right)\left(t-t_{0}\right)-F^{\prime}\left(h\left(t_{0}\right)\right), h\left(t_{0}\right)\right\rangle$ at $\tau_{0}$ and $\tau_{1}$. The parametric area between $\tau_{0}$ and $\tau_{1}$ is given by

$$
\int_{\tau_{0}}^{\tau_{1}} h(s) \frac{d}{d s}\left(F^{\prime}(h(s))(t-s)\right) d s
$$

Performing integration by parts twice yields

$$
\begin{equation*}
\left.\left(h(s) F^{\prime}(h(s))-F(h(s))\right)(t-s)\right|_{s=\tau_{0}} ^{\tau_{1}}-\int_{\tau_{0}}^{\tau_{1}} F(h(s)) \mathrm{d} s \tag{2.17}
\end{equation*}
$$

We see that the parametric area equation for curves emerging from the boundary is nearly identical to the parametric area equation for the initial value problem, except now a single approximation or computation of $\int_{\tau_{0}}^{\tau_{1}} F(h(s)) \mathrm{d} s$ is required initially. Since the time variable $t$ is not present in the integral term, the evolution of the area as time evolves is dictated entirely by the first term of (2.17).

### 2.4. Example 1

In this example we consider the following Cauchy problem

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}=0  \tag{2.18}\\
u(x, 0)=g(x)
\end{array}\right.
$$



Fig. 2. Area-preserving interpolation of (2.20).
where,

$$
g(x)=\left\{\begin{array}{l}
\sin (x), \quad \text { for } x \in[0, \pi] \\
0 \text { otherwise }
\end{array}\right.
$$

We begin by constructing the area-preserving interpolation of the parametric curve obtained from the characteristic equation and show that we obtain the convergence claimed in [46]. Then, we apply the equal-area principle discussed in Theorem 2.5 and show that the correct shock position is obtained.

The characteristic equations associated with (2.18) are

$$
\begin{align*}
& \dot{x}=u  \tag{2.19}\\
& \dot{u}=0
\end{align*}
$$

which yields the solution

$$
\begin{equation*}
\left\langle x\left(x_{0}, t\right), u\left(x_{0}\right)\right\rangle=\left\langle x_{0}+\sin \left(x_{0}\right) t, \sin \left(x_{0}\right)\right\rangle, \quad \text { for } x_{0} \in[0, \pi] \tag{2.20}
\end{equation*}
$$

For this simple example we are able to compute the equal-area solution by hand. A plot of the area-preserving parametric interpolation of (2.20) is shown in Fig. 2 at times $t=0, t=1$ and $t=2$. The resulting weak solution is obtained by cutting out the overturn portion of the curve at the shock location.

As we can see the curve eventually overturns in such a way that we know the right state of the shock will be height zero. With this information we search for the point in the parametrization $a(t)$ satisfying

$$
\int_{a(t)}^{\pi} \sin (s)(1+\cos (s) t) \mathrm{d} s=0
$$

which, after some simplification, leads to the equation

$$
\frac{t \cos ^{2}(a(t))}{2}+\cos (a(t))+\left(1-\frac{t}{2}\right)=0
$$

Some basic algebra tells us that $a(t)=\arccos \left(\frac{t-2}{t}\right)$, and that the position of the equal-area line is therefore given by $x(a(t), t)=\arccos \left(\frac{t-2}{t}\right)+2 \sqrt{t-1}$. The height of the equal-area line is given by $u(a(t))=\sin \left(\arccos \left(\frac{t-2}{t}\right)\right)=$ $2 \frac{\sqrt{t-1}}{t}$. To see that this agrees with the Rankine-Hugoniot condition we should have that $\frac{d}{d t} x(a(t), t)=\frac{F(u(a(t)))}{u(a(t))}=$ $\frac{u(a(t))}{2}=\frac{\sqrt{t-1}}{t}$. Differentiating $\arccos \left(\frac{t-2}{t}\right)+2 \sqrt{t-1}$ with respect to $t$ shows this is indeed the case. Therefore the equal-area line moves at Rankine-Hugoniot speed. Next we show how one constructs the area-preserving parametric polynomials for this example.

On each subinterval $\left[x_{i}, x_{i+1}\right] \subset[0, \pi]$, for $i=1, \ldots, n-1$ we use $(2.20)$ to construct our Bézier polynomial $\vec{B}_{i}(t),(2.1)$. The coefficients $\vec{A}_{i}, \vec{\alpha}_{i}, \vec{\beta}_{i}$ and $\vec{D}_{i}$ are given by

$$
\begin{aligned}
& \vec{A}_{i}=\left\langle x_{i}+\sin \left(x_{i}\right) t, \sin \left(x_{i}\right)\right\rangle \\
& \vec{D}_{i}=\left\langle x_{i+1}+\sin \left(x_{i+1}\right) t, \sin \left(x_{i+1}\right)\right\rangle \\
& \vec{\alpha}_{i}=\left\langle 1+\cos \left(x_{i}\right) t, \cos \left(x_{i}\right)\right\rangle \\
& \vec{\beta}_{i}=\left\langle 1+\cos \left(x_{i+1}\right) t, \cos \left(x_{i+1}\right)\right\rangle
\end{aligned}
$$

where $\vec{C}_{1 i}=\vec{A}_{i}+\frac{r_{1 i} \vec{\alpha}_{i}}{3}$, and $\vec{C}_{2 i}=\vec{D}_{i}-\frac{r_{2 i} \vec{\beta}_{i}}{3}$. Therefore all that is left is to determine $r_{1_{i}}$ and $r_{2_{i}}$. As discussed in [46] there is an entire family of pairs $\left(r_{1_{i}}, r_{2_{i}}\right)$ which are fifth order accurate and ensure exact area-preservation. As discussed in Section 2 we take $r_{1_{i}}=\frac{D_{1_{i}}-A_{1_{i}}}{\alpha_{1}}$ and solve for $r_{2_{i}}$ using (2.2).


Fig. 3. Area-preserving interpolation of (2.20).

The error in shock position at time $t=2$ is plotted in Fig. 3. We expect to obtain sixth order accuracy in the shock position since it is obtained from the integration of a fifth order accurate curve. As predicted, Fig. 3 shows that sixth order accuracy in the shock position is obtained.

We see that in the homogeneous case the data for constructing the parametric interpolants is readily available, making our numerical scheme simple to implement. Moving to the source term case we lose a bit of this efficiency as, in general, we cannot obtain an analytical solution to the characteristic equations. (1.2). On top of this the shock motion itself is far more complex, however, through the use of our parametric interpolation framework we are still able to capture the shock position to high-order, both temporally and spatially.

## 3. The non-homogeneous case

In this section we apply the parametric framework discussed in Section 2.1 to the non-homogeneous setting. The Cauchy problem we are interested in solving is given by

$$
\left\{\begin{array}{l}
u_{t}+(F(u))_{x}=Q(u, x, t)  \tag{3.1}\\
u(x, 0)=g(x)
\end{array}\right.
$$

where $g$ is piecewise smooth and both $F$ and $Q$ are smooth functions in their respective domains with $F$ uniformly convex. As discussed in Section 1, we apply the method of characteristics to obtain the system of equations

$$
\begin{align*}
& \dot{x}=F^{\prime}(u)  \tag{3.2}\\
& \dot{u}=Q(u, x, t) .
\end{align*}
$$

The solution to (3.2) can be represented as the parametric curve parametrized by $x_{0},\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle$, or in terms of $F$ and $Q$ as

$$
\begin{equation*}
\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle=\left\langle x_{0}+\int_{0}^{t} F^{\prime}(u) \mathrm{d} \tau, g\left(x_{0}\right)+\int_{0}^{t} Q(u, x, \tau) \mathrm{d} \tau\right\rangle \tag{3.3}
\end{equation*}
$$

The distinction from the homogeneous case appears through the second component, $u$, which now varies in time. Also we notice that the system (3.2) is a fully coupled system of ordinary differential equations, and therefore we are not able to come up with a general solution without knowing more about $F$ and $Q$. This implies that, in general, we will work directly with the curve (3.3) to extract the required data for the parametric interpolation, and thus introduce a temporal error that was not present in the homogeneous case. For now we focus our attention on the validity of the parametric framework before we discuss how to construct the parametric interpolants in this setting.

Just as in the homogeneous case, if the solution curve $\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle$ obtained by solving (3.2) does not overturn (remaining the graph of a single variable function) then the method of characteristics guarantees that this is indeed the correct solution to our Cauchy problem (3.1). Therefore we only need to worry about the case when discontinuities are present in the solution. In the homogeneous case we found that the equal-area principle provided us with the correct projection to obtain the desired weak solution of (2.4), however, as seen in the next theorem this same approach does not work for general source terms $Q(u, x, t)$.

Theorem 3.1. The equal-area principle applied to the parametric curve (3.3), in general, fails to predict the correct shock speed and thus cannot be used to find the appropriate weak solution of (3.1).

Proof. Applying the same technique as in Theorem 2.5 we begin by supposing we have an equal-area curve between $s_{1}(t)$ and $s_{2}(t)$. This implies that

$$
\frac{d}{d t} \int_{s_{1}(t)}^{s_{2}(t)} u(s, t) x_{s}(s, t) \mathrm{d} s=0
$$

Computing the full derivative we obtain a very similar result as in the homogeneous case, with

$$
\begin{aligned}
& u\left(s_{2}(t), t\right) x_{s}\left(s_{2}(t), t\right) s_{2}^{\prime}(t)-u\left(s_{1}(t), t\right) x_{s}\left(s_{1}(t), t\right) s_{1}^{\prime}(t) \\
& +\int_{s_{1}(t)}^{s_{2}(t)} u(s, t) x_{s t}(s, t) \mathrm{d} s+\int_{s_{1}(t)}^{s_{2}(t)} Q(u, x, t) x_{s}(s, t) \mathrm{d} s=0 .
\end{aligned}
$$

The major difference here is the addition of the second integral term which, in general, we are unable to simplify. Continuing with the same simplifications as in Theorem 2.5, we set $\frac{d}{d t} x(s(t), t)-x_{t}(s(t), t)=x_{s}(s(t), t) s^{\prime}(t)$. Recalling that $x\left(s_{1}(t), t\right)=x\left(s_{2}(t), t\right)$ and using $\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle$ from (3.3) we obtain

$$
\begin{align*}
& \frac{d}{d t} x\left(s_{1}(t), t\right)\left(u\left(s_{2}(t), t\right)-u\left(s_{1}(t), t\right)\right)+u\left(s_{1}(t), t\right) F^{\prime}\left(u\left(s_{1}(t), t\right)\right)  \tag{3.4}\\
&-u\left(s_{2}(t), t\right) F^{\prime}\left(u\left(s_{2}(t), t\right)\right)+ \int_{s_{1}(t)}^{s_{2}(t)} u(s, t) F^{\prime \prime}(u(s, t)) u_{s}(s, t) \mathrm{d} s \\
&+\int_{s_{1}(t)}^{s_{2}(t)} Q(u, x, t) x_{s}(s, t) \mathrm{d} s=0
\end{align*}
$$

The first of the two integrals is the same as (2.13), therefore applying the same procedure as in Theorem 2.5 we obtain the final equation

$$
\begin{equation*}
\frac{d}{d t} x\left(s_{1}(t), t\right)=\frac{F\left(u\left(s_{1}(t), t\right)\right)-F\left(u\left(s_{2}(t), t\right)\right)}{u\left(s_{1}(t), t\right)-u\left(s_{2}(t), t\right)}+\frac{\int_{s_{1}(t)}^{s_{2}(t)} Q(u, x, t) x_{s}(s, t) \mathrm{d} s}{u\left(s_{1}(t), t\right)-u\left(s_{2}(t), t\right)} \tag{3.5}
\end{equation*}
$$

Therefore, if at any point in time the integral term in (3.5) is nonzero we obtain the incorrect shock speed from the equal-area principle, which completes the proof.

To better understand why the equal-area principle fails in the non-homogeneous case we look to the following example.

### 3.1. Example 2

Here we consider the Cauchy problem

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}=-(u(1-u))^{k}  \tag{3.6}\\
u(x, 0)=g(x)
\end{array}\right.
$$

where,

$$
g(x)= \begin{cases}1, & \text { for } x \in[0,1] \\ 0 & \text { otherwise }\end{cases}
$$

where $k$ is a parameter of our choosing.
Mirroring the technique used in the homogeneous setting, we take each point on the initial condition sketched in Fig. 4 (both the top and sides of the rectangle) and flow them under the characteristic equations associated with (3.6). In terms of the free parameter $k$, the characteristic equations are

$$
\begin{align*}
\dot{x} & =u  \tag{3.7}\\
\dot{u} & =-(u(1-u))^{k}
\end{align*}
$$

Under the dynamics governed by the system (3.7) we flow each portion of the initial condition in Fig. 4 until $t=1$ for the parameter values $k=1,1.5$ and 6 . The resulting curves are displayed in Fig. 5. The rarefaction curve on the left portion of Fig. 5 is correct for the respective values of $k$, and the portion of the curve on top is also correct, however a shock should be present somewhere in the multi-valued portion of the curve. If we apply the equal-area principle it is clear, even by visual inspection, that each of these three curves will yield a different equal-area line and thus the equal-area principle will predict different shock positions at time $t=1$ for the different values of $k$. However, $u=1$ is a fixed point of its corresponding differential equation regardless of the value of $k$, therefore we know that the shock speed will be exactly $\frac{1}{2}$ until the rarefaction wave comes into contact with the shock, but this does not occur until $t=2$. Therefore the equal-area principle clearly is not capturing the motion of the shock in the non-homogeneous case correctly.


Fig. 4. Initial condition for Example 3.1.


Fig. 5. Resulting curves after solving the system (3.7) for $k=1,1.5$ and 6 until $t=1$.

The main takeaway from Theorem 3.1 and Example 3.1 is that shock formation and its subsequent motion need to be treated carefully and cannot be computed with the same techniques as in the homogeneous case. In the following section we present numerical methods for first detecting and locating where shocks are forming and then how to compute their motion to high spatial and temporal order.

## 4. Numerical methods for shock motion in the non-homogeneous case

The numerical framework presented in this section will contain three distinct parts. First we have the standard characteristic flow given by solving (3.2) on which we perform a high-order parametric interpolation. The second part of the method involves shock detection and initial shock positioning which will utilize an equal-area projection along with a splitting method. Finally we have the shock propagation method. For these methods to be effective we rely heavily on having a precise representation of the solution curve associated with (3.2). We therefore begin this section by briefly discussing how to obtain high-order parametric interpolants in the non-homogeneous case.

Recalling again the characteristic equations and the given initial condition,

$$
\left\{\begin{array}{l}
\dot{x}=F^{\prime}(u), \quad x(0)=x_{0}  \tag{4.1}\\
\dot{u}=Q(u, x, t), \quad u(0)=g\left(x_{0}\right)
\end{array}\right.
$$

we aim to construct solutions to (4.1) at each point $x_{0}$ in the domain of $g\left(x_{0}\right)$ given in the Cauchy problem (1.1). As mentioned in Section 3 we are unable to solve these equations exactly in the vast majority of cases, therefore we apply numerical methods on Eqs. (3.3),

$$
\left\langle x\left(x_{0}, t\right), u\left(x_{0}, t\right)\right\rangle=\left\langle x_{0}+\int_{0}^{t} F^{\prime}(u) \mathrm{d} \tau, g\left(x_{0}\right)+\int_{0}^{t} Q(u, x, \tau) \mathrm{d} \tau\right\rangle
$$

At each grid point $x_{i}$ we employ a suitable differential equation solver to obtain $\left\langle\tilde{x}\left(x_{i}, t\right), \tilde{u}\left(x_{i}, t\right)\right\rangle$, for example, if the differential equations are not stiff, explicit Runge-Kutta methods can be utilized. Applying this idea on consecutive nodes $x_{i}$ and $x_{i+1}$ yields the endpoint values for us to perform our interpolation. To obtain our parametric interpolation to at least


Fig. 6. Particle path of the solution to the initial value problem (4.5) at times $t=2.5, t=3$ and $t=5$ respectively.
fourth order we also need information about the tangents along the solution curve. This data is obtained by expanding the system (4.1) to include differential equations for the partials along the parametrization. Our extended set of characteristic equations therefore becomes

$$
\left\{\begin{array}{l}
\dot{x}=F^{\prime}(u), \quad x(0)=x_{0}  \tag{4.2}\\
\dot{x}_{x_{0}}=F^{\prime \prime}(u) u_{x_{0}}, \quad x_{x_{0}}(0)=1 \\
\dot{u}=Q(u, x, t), \quad u(0)=g\left(x_{0}\right) \\
\dot{u}_{x_{0}}=Q_{u}(u, x, t) u_{x_{0}}+Q_{x}(u, x, t) x_{x_{0}}, \quad u_{x_{0}}(0)=g^{\prime}\left(x_{0}\right)
\end{array}\right.
$$

Solving (4.2) at initial points $x_{i}$ and $x_{i+1}$ until time $t$ yields the endpoint data $\tilde{x}\left(x_{i}, t\right), \tilde{u}\left(x_{i}, t\right), \tilde{x}\left(x_{i+1}, t\right), \tilde{u}\left(x_{i+1}, t\right)$ along with tangent the data $\tilde{x}_{x_{0}}\left(x_{i}, t\right), \tilde{u}_{x_{0}}\left(x_{i}, t\right), \tilde{x}_{x_{0}}\left(x_{i+1}, t\right)$ and $\tilde{u}_{x_{0}}\left(x_{i+1}, t\right)$. Using the cubic Bézier framework discussed in Section 2 we only need to determine choices for $r_{1_{i}}$ and $r_{2_{i}}$ to generate the parametric polynomial interpolants. A fourth order accurate choice is simply using the parametric Hermite from Section 2.1,

$$
\begin{array}{ll}
r_{1_{i}}=\frac{\tilde{x}\left(x_{i+1}, t\right)-\tilde{x}\left(x_{i}, t\right)}{\tilde{x}_{x_{0}}\left(x_{i}, t\right)}, & \text { provided } \tilde{x}_{x_{0}}\left(x_{i}, t\right) \neq 0 \\
r_{2_{i}}=\frac{\tilde{x}\left(x_{i+1}, t\right)-\tilde{x}\left(x_{i}, t\right)}{\tilde{x}_{x_{0}}\left(x_{i+1}, t\right)}, & \text { provided } \tilde{x}_{x_{0}}\left(x_{i+1}, t\right) \neq 0 . \tag{4.4}
\end{array}
$$

If either of the horizontal tangents vanish, then a simple rotation of the problem or a refinement of the grid is required.
Example 4.1. In this example we want to perform a high-order interpolation (both in space and time) of the particle path traced out by the solution to the initial value problem

$$
\left\{\begin{array}{l}
\dot{x}=u \quad x(0)=0  \tag{4.5}\\
\dot{u}=\sin (x) u, \quad u(0)=\frac{1}{2}
\end{array}\right.
$$

The chain rule tells us that $u(x(t))=\frac{3}{2}-\cos (x(t))$, which implies $\frac{d}{d t} x=\frac{3}{2}-\cos (x(t))$. With a bit of work one arrives at the solution

$$
\begin{align*}
& x(t)=2 \arctan \left(\frac{\tan \left(\frac{\sqrt{5}}{4} t\right)}{\sqrt{5}}\right)  \tag{4.6}\\
& u(t)=\frac{3}{2}-\cos \left(2 \arctan \left(\frac{\tan \left(\frac{\sqrt{5}}{4} t\right)}{\sqrt{5}}\right)\right)
\end{align*}
$$

The curve from (4.6) at times $t=2.5, t=3$ and $t=5$ is plotted below in Fig. 6.
Using Runge-Kutta 4 and a time step of $\Delta t=0.001$ we compute the particle position at time $t=5$ to fourteen digits of accuracy. The data required to construct the parametric interpolants is given through the Runge-Kutta method applied to the extended system (4.2) associated with (4.5). Constructing the parametric cubic Hermite polynomials discussed above we achieve fourth order convergence in space as seen in Fig. 7.

The scheme used here is therefore fourth order in both space and time. High-order spatial methods such as the areapreserving method of [46] or the sixth order curvature matching method of [41] can also be applied here. A further discussion of these can be found in Section 5.

Example 4.1 shows us that the idea of applying parametric interpolation to the extended characteristic equations (4.2) indeed allows us to construct high-order numerical approximations of (3.3). The next step is showing how the constructed parametric interpolants can be used to correctly predict shock formation and initial shock location.


Fig. 7. Spatial convergence of particle path measured in the $L^{\infty}$ norm using parametric Hermite interpolation for (4.5)).

The first piece of the puzzle is shock detection, which turns out to be very simple. Using the definition of shock formation discussed in Section 1, if at any point in the parametrization $s$ we have $x_{s}(s, t)<0$, then we know a shock has formed. Similarly we can check this on our parametric interpolants. If at time $t$ we have $\tilde{x}_{i_{s}}(s, t)>0$, but at time $t+\Delta t$ we have $\tilde{x}_{i_{s}}(s, t+\Delta t)<0$ within some interpolant $i$ at some point $s$ within its parametrization, then we predict a shock has formed between time $t$ and $t+\Delta t$. If we apply the equal-area principle on our curve $\tilde{x}(s, t+\Delta t$ ), where $\langle\tilde{x}(s, t+\Delta t), \tilde{u}(s, t+\Delta t)\rangle$ is given by parametric interpolation of the extended characteristic equation (4.2), then we know by Theorem 3.1 that the shock position is incorrect. To overcome this we employ a modified equal-area principle. Recalling Eqs. (3.3), we have that

$$
\begin{aligned}
& x(s, t+\Delta t)=x(s, t)+\int_{t}^{t+\Delta t} F^{\prime}(u(s, \tau)) \mathrm{d} \tau, \quad \text { where } u \text { is given by, } \\
& u(s, t+\Delta t)=u(s, t)+\int_{t}^{t+\Delta t} Q(u, x, \tau) \mathrm{d} \tau .
\end{aligned}
$$

Instead of applying the equal-area principle on $\langle x(s, t+\Delta t), u(s, t+\Delta t)\rangle$, we fix the height of each particle, but still flow it under the correct horizontal motion given by solving the full system for $\Delta t$ seconds. We therefore search for $s_{1}(t+\Delta t)$ and $s_{2}(t+\Delta t)$ such that

$$
\begin{align*}
& \int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u(s, t) \frac{\partial}{\partial s}\left(x(s, t)+\int_{t}^{t+\Delta t} F^{\prime}(u(s, \tau)) \mathrm{d} \tau\right) \mathrm{d} s=0, \quad \text { with, }  \tag{4.7}\\
& x\left(s_{1}(t+\Delta t), t+\Delta t\right)=x\left(s_{2}(t+\Delta t), t+\Delta t\right)
\end{align*}
$$

Once the shock position is found, we replace the overturned curve with a jump at $x\left(s_{1}(t+\Delta t), t+\Delta t\right)$. Applying the vertical flow at this stage maps $u(s, t) \rightarrow u(s, t+\Delta t)$ which yields the left shock state $u\left(s_{1}(t+\Delta t), t+\Delta t\right)$ and right state $u\left(s_{2}(t+\Delta t), t+\Delta t\right)$. It is important to note that the true shock is located somewhere in the multivalued region, say $x\left(s_{1}^{*}, t+\Delta t\right)=x\left(s_{2}^{*}, t+\Delta t\right)$, for some parameter values $s_{1}^{*}$ and $s_{2}^{*}$. The method of characteristics guarantees that the shock states must be given by $u\left(s_{1}^{*}, t+\Delta t\right)$ on the left and $u\left(s_{2}^{*}, t+\Delta t\right)$ on the right, where $\left\langle x\left(s_{1}^{*}, t+\Delta t\right), u\left(s_{1}^{*}, t+\Delta t\right)\right\rangle$ and $\left\langle x\left(s_{2}^{*}, t+\Delta t\right), u\left(s_{2}^{*}, t+\Delta t\right)\right\rangle$ are given by solving (1.2). Therefore, since our proposed method works directly with the characteristic equations the main source of error will come from the shock location itself. The following Theorem proves that the one step error of (4.7) is second order accurate in time.

Theorem 4.2. Suppose $u(x, t)$ is a weak solution of (1.1) with an isolated shock at position $x^{*}(t)$ with left state $u_{L}(t)$ and right state $u_{R}(t)$. Then, if at time $t$ the parametric curve given by solving (1.2) is an equal-area curve about $x^{*}(t)$, then the modified equal-area principle predicts the shock position at time $t+\Delta t$ with second order accuracy in time.

Proof. Suppose $\langle x(s, t), u(s, t)\rangle$ is the parametric curve obtained by solving the characteristic equations (1.2) which contains an equal-area curve at position $x\left(s_{1}(t), t\right)=x\left(s_{2}(t), t\right)=x^{*}(t)$. This implies

$$
\begin{equation*}
\int_{s_{1}(t)}^{s_{2}(t)} u(s, t) x_{s}(s, t) \mathrm{d} s=0 \tag{4.8}
\end{equation*}
$$

Applying the modified equal-area principle after $\Delta t$ seconds yields

$$
\begin{equation*}
\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u(s, t) x_{s}(s, t+\Delta t) \mathrm{d} s=0, \quad \text { with } \tag{4.9}
\end{equation*}
$$

$$
x\left(s_{1}(t+\Delta t), t+\Delta t\right)=x\left(s_{2}(t+\Delta t), t+\Delta t\right)
$$

Differentiating in $\Delta t$ yields

$$
\begin{aligned}
& u\left(s_{2}(t+\Delta t), t\right) x_{s}\left(s_{2}(t+\Delta t), t+\Delta t\right) s_{2}^{\prime}(t+\Delta t) \\
& -u\left(s_{1}(t+\Delta t), t\right) x_{s}\left(s_{1}(t+\Delta t), t+\Delta t\right) s_{1}^{\prime}(t+\Delta t) \\
& +\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u(s, t) x_{s t}(s, t+\Delta t) \mathrm{d} s=0
\end{aligned}
$$

Applying the same techniques as in Theorem 3.1 yields

$$
\begin{align*}
& \frac{d}{d t} x\left(s_{1}(t+\Delta t), t+\Delta t\right)\left(u\left(s_{2}(t+\Delta t), t\right)-u\left(s_{1}(t+\Delta t), t\right)\right)  \tag{4.10}\\
& \quad+u\left(s_{1}(t+\Delta t), t\right) F^{\prime}\left(u\left(s_{1}(t+\Delta t), t+\Delta t\right)\right) \\
& \quad-u\left(s_{2}(t+\Delta t), t\right) F^{\prime}\left(u\left(s_{2}(t+\Delta t), t+\Delta t\right)\right) \\
& \quad+\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u(s, t) F^{\prime \prime}(u(s, t+\Delta t)) u_{s}(s, t+\Delta t) \mathrm{d} s=0 .
\end{align*}
$$

Applying integration by parts on the integration term we obtain

$$
\begin{align*}
\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u(s, t) F^{\prime \prime}(u(s, t+\Delta t)) u_{s}(s, t+\Delta t) \mathrm{d} s & =\left.u(s, t) F^{\prime}(u(s, t+\Delta t))\right|_{s=s_{1}(t+\Delta t)} ^{s_{2}(t+\Delta t)}  \tag{4.11}\\
& -\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u_{s}(s, t) F^{\prime}(u(s, t+\Delta t)) \mathrm{d} s
\end{align*}
$$

Plugging (4.11) into (4.10), cancelling terms and then solving for $\frac{d}{d t} x\left(s_{1}(t+\Delta t), t+\Delta t\right)$ yields the equation

$$
\begin{equation*}
\frac{d}{d t} x\left(s_{1}(t+\Delta t), t+\Delta t\right)=\frac{\int_{s_{1}(t+\Delta t)}^{s_{2}(t+\Delta t)} u_{s}(s, t) F^{\prime}(u(s, t+\Delta t)) \mathrm{d} s}{u\left(s_{2}(t+\Delta t, t)\right)-u\left(s_{1}(t+\Delta t, t)\right)} \tag{4.12}
\end{equation*}
$$

Using the first order approximation in time of $F^{\prime}(u(s, t+\Delta t))=F^{\prime}(u(s, t))+\mathcal{O}(\Delta t)$ in (4.12) allows us to compute the integration term to first order, which gives us

$$
\begin{equation*}
\frac{d}{d t} x\left(s_{1}(t+\Delta t), t+\Delta t\right)=\frac{F\left(u\left(s_{2}(t+\Delta t, t)\right)\right)-F\left(u\left(s_{1}(t+\Delta t, t)\right)\right)}{u\left(s_{2}(t+\Delta t, t)\right)-u\left(s_{1}(t+\Delta t, t)\right)}+\mathcal{O}(\Delta t) \tag{4.13}
\end{equation*}
$$

Using that $u(s(t+\Delta t), t)=u(s(t), t)+\mathcal{O}(\Delta t)$, long division yields

$$
\begin{equation*}
\frac{d}{d t} x\left(s_{1}(t+\Delta t), t+\Delta t\right)=\frac{F\left(u\left(s_{2}(t), t\right)\right)-F\left(u\left(s_{1}(t), t\right)\right)}{u\left(s_{2}(t), t\right)-u\left(s_{1}(t), t\right)}+\mathcal{O}(\Delta t) \tag{4.14}
\end{equation*}
$$

Integrating from $t$ to $t+\Delta t$ and using our assumptions that $x\left(s_{1}(t), t\right)=x^{*}(t)$ and $u\left(s_{1}(t), t\right)=u_{L}(t)$ and $u\left(s_{2}(t), t\right)=u_{R}(t)$, we obtain

$$
\begin{equation*}
x\left(s_{1}(t+\Delta t), t+\Delta t\right)=x^{*}(t)+\frac{F\left(u_{R}(t)\right)-F\left(u_{L}(t)\right)}{u_{R}(t)-u_{L}(t)} \Delta t+\mathcal{O}\left(\Delta t^{2}\right) \tag{4.15}
\end{equation*}
$$

which agrees with the true shock position given by the Rankine-Hugoniot condition up to second order.

Remark 4.3. Theorem 4.2 states that given the correct initial shock position along with upper and lower shock states, we are able to approximate the shock position after $\Delta t$ seconds with error proportional to $\Delta t^{2}$. Since our goal in this work is to obtain high-order numerical schemes, it would seem that applying the modified equal-area principle would eliminate the possibility of obtaining higher than second order. The idea here is that we can use an adapted time step of $\Delta \tilde{t}$ for a single step to obtain the desired accuracy to not impact the overall error in the problem, then continue with a different method once we have a sufficiently accurate initial shock position.

We also note we have access to the correct initial shock position and states at the moment the shock forms since the initial shock position and states are given from the characteristic equations (1.2). Therefore we will utilize the modified equal-area principle when we predict that a shock is forming.

The final missing piece of our approach is how to propagate the shock once we know its initial position and shock states. As discussed above, our main objective is to predict the shock position as accurately as possible, since everything else comes directly from solving the characteristic equations, which we have already shown can be done to high accuracy. In the following subsection we introduce the parametric shock propagation method.


Fig. 8. Initial configuration for Parametric Shock Propagation method.


Fig. 9. Predicted shock position using Forward Euler.

### 4.1. Parametric shock propagation method

Suppose we have an isolated shock at $x^{*}(t)$ with smooth curves $u_{L}(x, t)$ to the left, defined for $x \leq x^{*}(t)$, and $u_{R}(x, t)$ to the right, defined for $x \geq x^{*}(t)$, with $u_{L}\left(x^{*}(t), t\right)>u_{R}\left(x^{*}(t), t\right)$, as depicted in Fig. 8. Provided the shock remains isolated from other shocks or discontinuities, the Rankine-Hugoniot condition determines the shock motion through the equation

$$
\begin{equation*}
\frac{d}{d t} x^{*}(t)=\frac{F\left(u_{L}\left(x^{*}(t), t\right)\right)-F\left(u_{R}\left(x^{*}(t), t\right)\right)}{u_{L}\left(x^{*}(t), t\right)-u_{R}\left(x^{*}(t), t\right)} \tag{4.16}
\end{equation*}
$$

where both $u_{L}(x, t)$ and $u_{R}(x, t)$ are flowing under the characteristic equations (1.2). In this situation it is clear that having an analytical representation for both $u_{L}(x, t)$ and $u_{R}(x, t)$ turns (4.16) into an ordinary differential equation in which standard numerical methods can be applied.

The key ingredient in allowing us to treat (4.16) as a typical ordinary differential equation is splitting the problem into three distinct parts, the top curve, $u_{L}(x, t)$, the shock itself, located at $x^{*}(t)$, and the bottom curve $u_{R}(x, t)$. Since we are working with a uniformly convex flux function, we know that the shock will remain sandwiched between $u_{L}$ and $u_{R}$, provided the shock remains isolated. Therefore, at time $t+\Delta t$ we can evaluate the slope field defined by (4.16) at any point $z$ in the domain of both $u_{L}(x, t+\Delta t)$ and $u_{R}(x, t+\Delta t)$, where $u_{L}(z, t+\Delta t)>u_{R}(z, t+\Delta t)$, the region of overlap. From a numerical point of view this enables us to employ a wide range of methods, for example Runge-Kutta type methods, where the slope field is evaluated in several locations to obtain a high-order approximation of the shock speed between time $t$ and $t+\Delta t$. Later we see that multi-stage methods will require a stability condition to ensure that the slope field is always evaluated in a region of overlap.

To help clarify this approach we begin with a simple Euler step. Taylor expansion and then integration of (4.16), as done in the proof of Theorem 4.2, yields

$$
\begin{equation*}
x^{*}(t+\Delta t)=x^{*}(t)+\frac{F\left(u_{L}\left(x^{*}(t), t\right)\right)-F\left(u_{R}\left(x^{*}(t), t\right)\right)}{u_{L}\left(x^{*}(t), t\right)-u_{R}\left(x^{*}(t), t\right)} \Delta t+\mathcal{O}\left(\Delta t^{2}\right) \tag{4.17}
\end{equation*}
$$

A single step of Forward Euler yields the predicted shock position at time $t+\Delta t$

$$
\begin{equation*}
\tilde{x}_{E}^{*}(t+\Delta t)=x^{*}(t)+\frac{F\left(u_{L}\left(x^{*}(t), t\right)\right)-F\left(u_{R}\left(x^{*}(t), t\right)\right)}{u_{L}\left(x^{*}(t), t\right)-u_{R}\left(x^{*}(t), t\right)} \Delta t \tag{4.18}
\end{equation*}
$$

which is equivalent to (4.17) up to the second order term. An illustration is shown in Fig. 9.
Once we have verified that $\tilde{x}_{E}^{*}(t+\Delta t)$ is within the region of overlap, the portion of $u_{L}(x, t+\Delta t)$ to the right of $\tilde{x}_{E}^{*}(t+\Delta t)$ is removed and the portion of $u_{R}(x, t+\Delta t)$ to the left of $\tilde{x}_{E}^{*}(t+\Delta t)$ is removed. This process brings us back to a shock state similar to that seen in Fig. 8.

Remark 4.4. If at a time $t^{*} \in[t, t+\Delta t]$ either $u_{L}(x, t)$ or $u_{R}(x, t)$ becomes multi-valued, a fractional step of size $\Delta \tilde{t}$ must to taken instead to $\Delta t$ to locate the newly formed shock. Once located, we can propagate both shocks in the manner described above until either shock comes into contact with a discontinuity.

This idea can easily be adapted to Improved Euler, also known as the predictor corrector method. As seen in Fig. 9, we are able to now evaluate the slope at $\tilde{x}_{E}^{*}(t+\Delta t)$ using $u_{L}(x, t+\Delta t)$ and $u_{R}(x, t+\Delta t)$. Averaging the predicted slope, given by Forward Euler, and the corrected slope, given by this additional evaluation, we obtain the Improved Euler method

$$
\begin{align*}
& \tilde{x}^{*}(t+\Delta t)=x^{*}(t)+\frac{\Delta t}{2}\left(\frac{F\left(u_{L}\left(x^{*}(t), t\right)\right)-F\left(u_{R}\left(x^{*}(t), t\right)\right)}{u_{L}\left(x^{*}(t), t\right)-u_{R}\left(x^{*}(t), t\right)}\right.  \tag{4.19}\\
& \left.\quad+\frac{F\left(u_{L}\left(\tilde{x}_{E}^{*}(t+\Delta t), t+\Delta t\right)\right)-F\left(u_{R}\left(\tilde{x}_{E}^{*}(t+\Delta t), t+\Delta t\right)\right)}{u_{L}\left(\tilde{x}_{E}^{*}(t+\Delta t), t+\Delta t\right)-u_{R}\left(\tilde{x}_{E}^{*}(t+\Delta t), t+\Delta t\right)}\right) .
\end{align*}
$$

Although we omit the calculation due to its length, by setting $\tilde{x}_{E}^{*}(t+\Delta t)=x^{*}(t)+\frac{F\left(u_{L}\left(x^{*}(t), t\right)\right)-F\left(u_{R}\left(x^{*}(t), t\right)\right)}{u_{L}\left(x^{*}(t), t\right)-u_{R}\left(x^{*}(t), t\right)} \Delta t$ and Taylor expanding (4.19) in $\Delta t$ we obtain exactly the Taylor expansion of $x^{*}(t+\Delta t)$ from Eq. (4.16) up to the $\Delta t^{3}$ term. In Section 5 we show how these ideas generalize to higher-order Runge-Kutta methods. Using computational software we have confirmed that indeed the Taylor expansions cancel up to the $\Delta t^{5}$ term in the Runge-Kutta 4 case, but these details are omitted due to their length.

Before moving to the results section we first need to justify that numerically we can always find a $\Delta t$ small enough such that each evaluation of multi-stage Runge-Kutta methods land in the region of overlap. But first we need a rigorous definition of the region of overlap.

Definition 4.5. Suppose we have a shock at $x^{*}(t)$ with smooth curves $\tilde{u}_{L}(x, t)$ to the left, defined for $x \leq x^{*}(t)$, and $\tilde{u}_{R}(x, t)$ to the right, defined for $x \geq x^{*}(t)$, with $\tilde{u}_{L}\left(x^{*}(t), t\right)>\tilde{u}_{R}\left(x^{*}(t), t\right)$ as in Fig. 8, where $\tilde{u}_{L}$ and $\tilde{u}_{R}$ are obtained by numerically solving the system (1.2). Without loss of generality suppose we parametrize $\tilde{u}_{L}(x, t)$ by the curve $\left\langle x_{L}(s, t), u_{L}(s, t)\right\rangle$, where $x_{L}(1, t)=x^{*}(t)$ and $u_{L}(1, t)=\tilde{u}_{L}\left(x^{*}(t), t\right)$. Similarly we parametrize $\tilde{u}_{R}(x, t)$ by the curve $\left\langle x_{R}(s, t), u_{R}(s, t)\right\rangle$, where $x_{R}(0, t)=$ $x^{*}(t)$ and $u_{R}(0, t)=\tilde{u}_{R}\left(x^{*}(t), t\right)$. The Region of Overlap at time $t+\Delta t$ is all $x \in \mathbb{R}$ such that $x_{R}(0, t+\Delta t)<x<x_{L}(1, t+\Delta t)$.

Theorem 4.6. Suppose we have an isolated shock at $x^{*}(t)$ with smooth curves $\tilde{u}_{L}(x, t)$ to the left, defined for $x \leq x^{*}(t)$, and $\tilde{u}_{R}(x, t)$ to the right, defined for $x \geq x^{*}(t)$, with $\tilde{u}_{L}\left(x^{*}(t), t\right)>\tilde{u}_{R}\left(x^{*}(t), t\right)$ as in Fig. 8, where $\tilde{u}_{L}$ and $\tilde{u}_{R}$ are obtained by numerically solving the system (1.2). In addition we suppose that neither curve $u_{L}(x, t)$ or $u_{R}(x, t)$ form an additional shock between times $t$ and $t+\Delta t$. Then, given a Runge-Kutta method, there exists a $\Delta t$ small enough such that each stage of the method can be evaluated from the slope field defined by (4.16), and therefore the utilized Runge-Kutta method can be constructed as in the standard ordinary differential equation setting.

Proof. As can be found in numerous numerical analysis of ordinary differential equations books, for example [51], RungeKutta methods obtain the numerical approximation $\tilde{x}(t+\Delta t)$ through a convex combination of slopes in a neighbourhood of $\tilde{x}(t)$. Each slope, $k_{i}$, has the same first term,

$$
\begin{equation*}
k_{i}=\frac{F\left(u_{L}(\tilde{x}(t), t)\right)-F\left(u_{R}(\tilde{x}(t), t)\right)}{u_{L}(\tilde{x}(t), t)-u_{R}(\tilde{x}(t), t)}+\mathcal{O}(\Delta t) \tag{4.20}
\end{equation*}
$$

Uniform convexity of the flux function $F$ implies that $F^{\prime}\left(u_{1}\right)<F^{\prime}\left(u_{2}\right)$ whenever $u_{1}<u_{2}$, therefore since condition (4.16) is the average value of $F^{\prime}(u)$ between $u_{R}$ and $u_{L}$ we have

$$
\begin{equation*}
F^{\prime}\left(u_{R}(\tilde{x}(t), t)\right)<\frac{F\left(u_{L}(\tilde{x}(t), t)\right)-F\left(u_{R}(\tilde{x}(t), t)\right)}{u_{L}(\tilde{x}(t), t)-u_{R}(\tilde{x}(t), t)}<F^{\prime}\left(u_{L}(\tilde{x}(t), t)\right) \tag{4.21}
\end{equation*}
$$

The region of overlap, given by Definition 4.5, has left boundary given by $x_{R}(0, t+\Delta t)=x_{R}(0, t)+F^{\prime}\left(u_{R}(\tilde{x}(t), t)\right) \Delta t+\mathcal{O}\left(\Delta t^{2}\right)$ and right boundary $x_{L}(1, t+\Delta t)=x_{L}(1, t)+F^{\prime}\left(u_{L}(\tilde{x}(t), t)\right) \Delta t+\mathcal{O}\left(\Delta t^{2}\right)$. Therefore inequality (4.21) implies, for small enough $\Delta t$, we have

$$
\begin{equation*}
\frac{d}{d \Delta t} x_{R}(0, t+\Delta t)<k_{i}<\frac{d}{d \Delta t} x_{L}(1, t+\Delta t) \tag{4.22}
\end{equation*}
$$

Therefore, provided $\Delta t$ is small enough, every stage of a Runge-Kutta method can be evaluated from the slope field given by the numerical approximation of $u_{L}(x, t)$ and $u_{R}(x, t)$ in the differential equation (4.16).

Remark 4.7. It is important to note that either $u_{L}(x, t)$ or $u_{R}(x, t)$ may become multi-valued between time $t$ and $t+\Delta t$. If this occurs within the region of overlap then the resulting slope field given by (4.16) is no longer reliably smooth. A smaller time step is required and then a point of contact between the two shocks must be approximated.

In the following section we present detailed numerical examples showing that the Parametric Shock Propagation Method captures the shock position to high spatial and temporal order.

## 5. Numerical results

Example 5.1. In this example we consider the following Cauchy problem

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}=-u(1-u) x  \tag{5.1}\\
u(x, 0)=g(x)
\end{array}\right.
$$



where,

$$
g(x)= \begin{cases}0.9, & \text { for } x<2 \\ 0.5, & \text { for } 2<x<2.5 \\ 0.2, & \text { for } x>2.5\end{cases}
$$

The characteristic equations associated with each constant state of $g(x)$ can be solved exactly. The equation for $u$ can be solved independently, yielding

$$
\begin{equation*}
u\left(x_{0}, t\right)=\frac{1}{1+\left(\frac{1}{g\left(x_{0}\right)}-1\right) e^{t}} \tag{5.2}
\end{equation*}
$$

Using (5.2) we obtain the height of each state at time $t$, given by

$$
\begin{align*}
& u_{L}(t)=\frac{1}{1+\left(\frac{1}{0.9}-1\right) e^{t}}=\frac{1}{1+\left(\frac{0.1}{0.9}\right) e^{t}}  \tag{5.3}\\
& u_{M}(t)=\frac{1}{1+\left(\frac{1}{0.5}-1\right) e^{t}}=\frac{1}{1+e^{t}}  \tag{5.4}\\
& u_{R}(t)=\frac{1}{1+\left(\frac{1}{0.2}-1\right) e^{t}}=\frac{1}{1+4 e^{t}} \tag{5.5}
\end{align*}
$$

Eqs. (5.3)-(5.5) allow us to compute the shock speeds corresponding to the discontinuities in $g(x)$ at $x=2$ and $x=2.5$. The shock starting at $x=2$ must satisfy the equation

$$
\begin{equation*}
\frac{d}{d t} x_{1}^{*}(t)=\frac{F\left(u_{L}(t)\right)+F\left(u_{M}(t)\right)}{u_{L}(t)+u_{M}(t)}=\frac{u_{L}(t)+u_{M}(t)}{2} \tag{5.6}
\end{equation*}
$$

Therefore we have

$$
\begin{align*}
x_{1}^{*}(t) & =2+\frac{1}{2} \int_{0}^{t} \frac{1}{1+\left(\frac{0.1}{0.9}\right) e^{\tau}}+\frac{1}{1+e^{\tau}} \mathrm{d} \tau \\
& =2+t+\frac{1}{2}\left(\ln \left(\frac{2}{0.9}\right)-\ln \left(\left(1+\frac{0.1}{0.9} e^{t}\right)\left(1+e^{t}\right)\right)\right) \tag{5.7}
\end{align*}
$$

Similarly we obtain an equation for the shock starting at $x=2.5$,

$$
\begin{equation*}
x_{2}^{*}(t)=2.5+t+\frac{1}{2}\left(\ln (10)-\ln \left(\left(1+e^{t}\right)\left(1+4 e^{t}\right)\right)\right) \tag{5.8}
\end{equation*}
$$

For this initial condition the two shocks collide at time $t^{*}$ given by

$$
\begin{equation*}
t^{*}=\ln \left(\frac{\left(1+\frac{0.1}{0.9}\right)-5 e}{\frac{0.9}{0.9} e-\frac{4}{0.9}}\right) \approx 1.44769 \tag{5.9}
\end{equation*}
$$

Fig. 10 shows the initial condition in the left panel and the solution before and after the shocks intersect in the middle and right panel respectively.

Applying the parametric shock propagation method we compute the approximate position of the shock at time $t=2$. Since we are working with constant states, there is no spatial interpolation error. Therefore the only source of error comes from the propagation of the shocks and their collision at $t^{*}$. Applying the fourth order Runge-Kutta version of the method described in Section 4.1 we obtain fourth order accuracy in the shock position. The convergence plot is shown in Fig. 11.


Fig. 11. Convergence of the fourth order Runge-Kutta Shock Propagation Method.

Remark 5.2. In order to not lose any accuracy as the shocks merge we are required to numerically approximate the time $t^{* *}$ when the shocks collide. In the above example we did this by taking a few adapted time steps $\Delta \tilde{t}$ until the shocks were within machine precision of each other and thus merged into a single shock. Ensuring that each stage of the Runge-Kutta method evaluates the slope field correctly is required. In this case we had to ensure that the propagation of the left shock did not require any evaluations past the right shock. This condition can easily be checked at each stage of the Runge-Kutta method.

Example 5.3. In our final example we aim to track the shock propagating under the boundary value problem

$$
\left\{\begin{array}{l}
u_{t}+u u_{x}=\sin (x) u \\
u(0, t)=\frac{1}{2}, \quad \text { for } t \geq 0 \\
u(x, 0)=0, \quad \text { for } x>0
\end{array}\right.
$$

This example breaks down into a Riemann problem where the left shock state is given by the solution to the curve traced out by the system

$$
\left\{\begin{array}{l}
\dot{x}=u, \quad x(0)=0  \tag{5.10}\\
\dot{u}=\sin (x) u \quad u(0)=\frac{1}{2}
\end{array}\right.
$$

As we saw in Example 4.1 we are able to perform a high-order spatial and temporal interpolation of this curve using parametric interpolation methods. Before jumping into the full numerical method we first ensure that the appropriate temporal error from the shock propagation method is achieved. Using the analytical solution to 5.3, derived in Example 4.1, we simply solve the differential equation given by the Rankine-Hugoniot Condition,

$$
\begin{equation*}
\frac{d}{d t} x^{*}(t)=\frac{3-2 \cos \left(x^{*}(t)\right)}{4} \tag{5.11}
\end{equation*}
$$

The true shock position is therefore

$$
\begin{equation*}
x(t)=\arctan \left(\frac{\tan \left(\frac{\sqrt{5}}{4} t\right)}{\sqrt{5}}\right) \tag{5.12}
\end{equation*}
$$

It comes to no surprise that the shock propagation method succeeds to obtain fourth-order accuracy when employing the fourth order Runge-Kutta method on the differential equation (5.12). The convergence of the shock position at time $t=5$ is plotted in Fig. 12.

Now we solve the same problem utilizing the parametric interpolation discussed in Section 2 . To do this we compute the extended characteristic equations as done in Example 4.1. Then, at each stage of the Runge-Kutta shock propagation we evaluate the approximate value of $u\left(x^{*}(t+\Delta t)\right)$ using the computed parametric interpolants. A plot of the solution at time $t=3.5$ and $t=5$ is given in Fig. 13.

Taking small enough time steps to ensure that the temporal error does not influence the convergence, we compute the spatial convergence in the shock position at time $t=5$. First we employ a basic parametric Hermite cubic interpolation and obtain the fourth order convergence seen in Fig. 14. Next, using a sequence of Hermite interpolants to compute the approximate area, we compute the area-preserving cubic Bézier of [46] and indeed achieve fifth order as predicted.

Remark 5.4. Unlike the homogeneous case, it can be difficult to compute the area under each portion of the parametric curve given by solving the characteristic equations. In Example 5.3 we used approximately ten Hermite interpolants to


Fig. 12. Convergence of the fourth order Runge-Kutta Shock Propagation Method on exact solution.


Fig. 13. The solution from Example 5.3 at times $t=3.5$ and $t=5$.


Fig. 14. Convergence of the fourth order Runge-Kutta Parametric Shock Propagation Method.
approximate the area under each Bézier curve. In the end we obtained one order higher, but with an added computational cost. The main takeaway from this example is that parametric interpolation methods which are capable of obtaining highorder can indeed be applied to this framework resulting in high-order numerical approximation of the weak solution, even in the presence of spatial and solution dependent source terms.

## 6. Discussion

In this paper we present a framework for obtaining high-order numerical solutions of scalar conservation laws in one-space dimension containing shocks. Unlike the majority of methods available, the approach presented here, which relies on high-order parametric interpolation of the characteristic equations, preserves the spatial and temporal order at the shock location. In the homogeneous case, shocks are located through an equal-area projection, while in the nonhomogeneous case, a modified equal-area principle is applied for a single step to find an initial shock location to second order accuracy. The Rankine-Hugoniot condition can then be solved directly using the left and right shock states given by parametric interpolation of the characteristic equations.

In the homogeneous case, we showed that the data required to perform the area-preserving Bézier interpolation of [46] is easily obtained from the characteristic equations. Fifth order spatial accuracy, or better, is indeed obtained as expected. In the non-homogeneous case, we showed that a simple parametric Hermite interpolation works very well, and although we succeeded to obtain the spatial fifth order accuracy using the area-preserving interpolation, it came at an additional computational cost. If one seeks higher-order spatial interpolation we suggest doing a further extension of the characteristic equations to include second derivatives in the parametrization. From here, one would be able to apply the sixth order accurate curvature matching method discussed in [41]. There are also many parametric quintic methods within the parametric interpolation literature that could be employed. Going forward, a natural extension of our work would be towards scalar conservation laws in 2-dimensions. Here, the characteristic structure is similar to the 1-D case and a parametric surface interpolation such as [52] could be utilized, or perhaps a volume preserving parametric surface interpolation could be constructed. Although resolving shocks from the overturned surfaces could be challenging, we believe the outcome of this work could be of great interest to the conservation law community. We are also interested in adapting these methods to system of conservation laws in one-space dimension. In particular we are interested in studying system of two equations containing Riemann Invariants. We also are interested in transforming the methods discussed in this paper onto a grid, instead of a tracking particles as they flow along the characteristics. From this perspective, it would be interesting to study the differences between area-preserving parametric methods and finite volume methods. Additionally, if our method can be moved onto a grid, then it may be possible to utilize our high-order shock capturing within other methods such as Discontinuous Galerkin (DG). For example, finite volume methods have been utilized within DG to improve shock capturing, for example see [53].
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