556: MATHEMATICAL STATISTICS I

ORDER STATISTICS AND SAMPLE QUANTILES
For n random variables X1, ...., X,,, the order statistics, Y7, ...., Y}, are defined by

Y; = X(;) — “the ith smallest value in X7, ...., X;;”
fori=1,...,n. For example
Y1 = X(1) = min {X1,..., X0} Y, = X(») = max {X1,...,X,}.
Now let 0 < p < 1. The pth quantile of a distribution F' is denoted by z(p) is defined by
zp(p) = inf{x : F(x) > p}

where inf is the infimum, or greatest lower bound, that is, z(p) is the smallest x value such that
F(z) > p. The median is ¢ (0.5).

The pth sample quantile is defined in terms of the order statistics, but there are many possible variants.
In general, the pth sample quantile derived from a sample of size n can be defined

Xn(p) = (1 —v(n) X +v(n) X (k41

for some ~y(n) where 0 < v(n) < 1 is some function of n to be specified, and k is the integer such that
k/n < p < (k+1)/n. One simple definition uses the kth order statistic X4,

where k = [np] is the nearest integer to np. The sample median is most commonly defined by

v { X((n+1)/2) n odd

(X(n/2) + Xnj241))/2 neven

THEOREM (DISTRIBUTIONS OF MINIMUM AND MAXIMUM ORDER STATISTICS)
For random sample X1, ..., X,, from population with pmf/pdf fx and cdf Fx,

(@) Y1 = X(y) has cdf
Fyi(y) =1-{1 - Fx(y)}"

(b) Y, = X, has cdf
Fy, (y) = {Fx(y)}"

Proof.  (a) For the marginal cdf for Y},

Fyl(yl) = Pr[Y1 < yl] =1—-Pr [}/1 > yl] =1-"Pr [min {Xl, ...,Xn} > yﬂ =1-—Pr |:nl(XZ > y,)]

=1-[[PrlX; > ] =1-JJ{1— Fx(y)} =1—{1— Fx(y1)}"
=1 =1



(b) ForY,,

Fy.(yn) = Pr[Yy < ya] = Prlmax {X1, .., Xp} < yn] = Pr {(Z)I(Xi < yi)}

The pmf/pdf can be computed from the cdf. &

THEOREM (MARGINAL PMEF/PDF)
For random sample X1, ..., X,, from population with pmf/pdf fx and cdf Fx,

(a) In the discrete case, suppose that X = {z1,x2,...}, where 21 < 2 < -- -, and suppose that
fX(-TUi):pi ’i:1,2,....

Then the marginal cdf of Y; = X, is defined by

n

Fy,(z) =Y (Z) PF1-P)" % g eX

k=j

with the usual cdf behaviour at other values of z. The marginal pmf of Y; = X ;) is

fry(@) =" (Z) [PF1—P)" "= PL(1-P )" weX

i
and zero otherwise, where P, = ) py.
k=1

(b) In the continuous case, the marginal cdf of Y; = X,y is

n

Foo) = 3 (1) (Fx@)H1 - P

k=j
and the marginal pdf is

n - o
fY](CL‘): (]—1)‘(71—])' {Fx(l')}] 1{1—FX(1’)} ]fX(l')

THEOREM (JOINT PDF: CONTINUOUS CASE)
For random sample X1, ..., X,, from population with pdf fx, the joint pdf of order statistics Y7, ...., Y},

iy s o) =0l fx (i) fx(yn)  y1 <o <n

NOTE: In general, these distributions are difficult to compute for large n.



