MATH 556 - EXERCISES 4: SOLUTIONS

1 Key is to find the i.i.d random variables X1, ..., X,, such that

and then to use the Central Limit Theorem result for large n

n
Z X; —nu ] n
Zy="t —— L Z~ Normal(0,1) - X=X~ AN(nu,no?)
Vno? i=1

where p =E;, [X;] and 02 =Vary, [X/]

(i) X ~ Binomial(n,0) = X = Y X; where X; ~ Bernoulli(f) so that u =Ey, [X;] = 6 and
i=1
0? =Vary, [X;] = 0(1 — 0) and hence

Z Xi —nb
Z, = = N Normal(0,1) X ~ AN (n8,nf(1 —6))
nf(1 —0)

(i) X ~ Poisson(\) = X = ) X; where X; ~ Poisson (\/n) so that i =E¢, [X;] = A\/n and
i=1
o? =Vary, [X;] = A/n and hence

n by n
Zn — =1 — i=1 i> Normal(o, ]_) X ~ ANOTmal()\, )\)
n(\/n) VA

Note that this uses the result that the sum of independent Poisson variables also has a Pois-
son distribution (proved using mgfs), and also note that this is in agreement with the mgf
limit result.

(iii) X ~ NegBinomial(n,l) — X = Z X; where X; ~ Geometric(f) so that u =Ey, [X;] =
1/6 and 0% =Vary, [X;] = (1 — )/192 and hence

n 1
> Xi—
- 9 —
Zy = —=1 <, Normal(0,1) X ~ AN <Z, n(l 5 9)>

(iv) X ~ Gamma(a, ) = X = Z X; where X; ~ Gamma (Z ﬁ) so that u =E;, [X;] = %
i=1

and o? =Vary, [X;] = % and hence
n

n o L «
X n— Xz‘ - —

no/ (nﬂQ) \ o/
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i>J\707“77ml(0,1) X ~ AN <g ;;)



2 Y, =max{Xj,..., X;,} soin the limit as n — oo we have the limit for fixed y as

ng:wﬂaww:ymﬁ{? z;%

that is, a step function with single step of size 1 at y = 1. Hence the limiting random variable Y’
is a discrete variable with P [Y = 1] = 1, that is, the limiting distribution is degenerate at 1. For
Zy = min{Xjy, ..., X;,} so in the limit as n — oo we have the limit for fixed z as

an<z>—1—{1—Fx<z>}”—1—<1_z>m{? =

that is, a step function with single step of size 1 at z = 0. Hence the limiting random variable
Z is a discrete variable with P[Z = 0] = 1, that is, the limiting distribution is degenerate at 0.
Note here that the limiting function is not a cdf as it is not right-continuous, but that the limiting
distribution does still exist - the ordinary definition of convergence in distribution only refers to
pointwise convergence at points of continuity of the limit function, and here is limit function is
not continuous at zero.

Note that these results are intuitively reasonable as, as the sample size gets increasingly large,
we will obtain a random variable arbitrarily close to each end of the range. Note also that these
results describe convergence in distribution, but also we have for 1 > ¢ > 0

P[Y,—1|<e]=P[1-Y,<e&=P[l—c<Y,]=1-P[Y,<l-g]=1-¢"—1

P[|Z, -0/ <e]=P[Z,<e]l=1—(1—¢)" — 1 asm = 60
so we also have convergence in probability of Y;, to 1 and of Z,, to 0.
3 Z,=min{X,..,X,}so
Fp()=1—{1—Fxe)" =1—(1-(1-1)) =1L 2> 1
Inl*) X B z B 2"
and so, in the limit as n — oo we have the limit for fixed z as
0 z<1
FZV)H{1 z>1

that is, a step function with single step of size 1 at z = 1. Hence the limiting random variable Z
is a discrete variable with
PlZ=1=1

that is, the limiting distribution is degenerate at 1. Again, the limiting function is not a cdf as it not
right continuous, but this does not affect out conclusion, as the limit function is not continuous
at 1.

Now if U,, = Z]}, we have from first principles that for v > 1

FUn(u):P[Ungu]:P[Zﬁgu]:P[anul/”}:1Wzli

which is a valid cdf, but which does not depend on n. Hence the limiting distribution of U, is
precisely
Fy(u)=1-~ 1
u(u) L >
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4Y, =max{Xy,.., X,}so

R = (Ex 0 = (15 yeR

and so, in the limit as n — oo we have the limit for fixed y as
Fy, (y) — 0 forall y

Hence there is no limiting distribution.

If U,, =Y, — logn, we have from first principles that for u > —logn

1 n
Fy, (u) =P[U, <u]=P[Y, —logn <u] =P[Y, <u+logn] = Fy, (utlogn) = (H—u—logn)
e

so that

n

1 —u\ T
Fy, (u) = — = (1 + 6n> —exp{—e "} asn — oo

14+
n

which is a valid cdf. Hence the limiting distribution is
Fy(u) =exp{—e™"} uelR

5Y, =max{X,.., X,}so

R = (e = (125) w0

and so, in the limit as n — oo we have the limit for fixed y as
Fy, (y) — 0 forall y

Hence there is no limiting distribution.

Zy = min{Xjy, ..., X;,} so in the limit as n — oo we have the limit for fixed z > 0 as

Fr@=1--rsey =1 (1- (- o)) s - {250

that is, a step function with single step of size 1 at z = 0. Hence the limiting random variable Z
is a discrete variable with P[Z = 0] = 1 that is, the limiting distribution is degenerate at 0. Again,
the limiting function is not a cdf as it not right continuous, but this does not affect out conclusion,
as the limit function is not continuous at 0.

If U,, = Y, /n, we have from first principles that for u > 0

Fy,(u) = P[Un < u] = P[Yn/n <u] = P[Y, <nu] = Fy, (nu) = (1 —i)ﬁ\unu>

Fo. () Anu " . 1 \7" 1
= = —_— — _— —
Un (U 1+ A\nu nAu exp AU asm = o0
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which is a valid cdf. Hence the limiting distribution is

Fo(u) = exp{—)\l} w0

u

If V,, = nZ,, we have from first principles that for v > 0

1
Fy (v) =PV, <v]|=P[nZ, <v]|=P[Z, <v/n]=Fz, (v/n)=1- o
1+ =
n
so that
Av) " PV AN
Fvn(v):l—(1+:> :1—<1—|—;> — 1 —exp{—Av} asn — oo

which is a valid cdf. Hence the limiting distribution is

Fy(v) =1—exp{—Av} v>0
Hence the limiting random variable V' ~ Exponential(\).
Y, = max {Xy,..., X} so

Fy,(y) = {Fx(y)}" = (1 —e )" y>0

X ~ Poisson(\) so Z X, ~ Poisson(n\) by mgfs and hence by the CLT,
i=1

n 1 & A\
XZ' ~ AN )\, A X =- Xl ~ AN )\, —
) (nA, ) >3 (»2)

n
=1

and hence, fore > 0

PHX—A\<5}:P[A—5<X<)\+5}m<1>< 2 >_q>< < >ﬁ1

asn — oo. Hence, X converges in probability to A
X 5
Now, if T}, = exp {—M,}, then for £ > 0 we have

P

T, —e_)“ < 5} =P [e_)‘ —e<T, < e_’\+5} =P [—log(e_)‘Jre) < M, < —log(e™ —6)]

and hence

Pl

Tn—e—A( <e} —~ ® <_log(e_:/_€) _A> — <_log(6_k+€) _A> 1

asn — co. Hence, T}, converges in probability to e,
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7 (a) Clearly if the sequence converges, it converges to 1 or 2, and as n — oo it is clear that the
probability P[X,, = 1] — 0, so we check whether the limit is 2.

We have

1 —1 1
E[|Xn_2|2]:(_1‘2Xn>+<|0|2xnn >:7’L%0 asn — o0

so X, =3 2; we can also prove directly that, for e > 0,

1
Pl|X,—-2|<¢=PX,=2=1-—-—1 asn — oo
n

so X,, - 2 (although this does follow because of the convergence in r = 2 mean).
(b) Here it seems that X,, may converge to 1, we have

1 -1 2_1)2
En&fuﬂzQﬁ_mxn>+@wxﬂl>:m 2 00 asn— o

n

so X, does not converge in » = 2 mean to 1; by similar arguments, it can be shown that
X, does not converge in this mode to any fixed constant. However, we can prove that, for
e>0,

1
P|X,—-1<¢=PX,=1]=1—-=-—1 asn—oo .. X,—=1

(c) Here it seems that X,, may converge to 0; we have

1 1 2
E[|X, —0]%] = (|n]? x + (o2 x1— =" .0 asn-—o
logn logn logn

so X,, does not converge in r = 2 mean to 0; by similar arguments, it can be shown that X,
does not converge in this mode to any fixed constant. However, for € > 0,

1
PlIX, — 0] < =P[Xp =0 =1-—— —1 asn — oo X, 2-0.
ogn

8 (a) Let A, be the event (X,, # 0). Then P(4,,) = 1/n, and hence
> P(4,) = 0.
n=1
The events Ay, Ay, ... are independent, so by the BC Lemma part (II),
P(A,, occursi.o) =1,

so X,, does not converge a.s. to 0. X, only takes values in {0, 1}, and P[X,, = 0] > 0 for any
finite n, so X,, does not converge to 1 a.s. either. Hence X,, does not converge a.s. to any

real value.
(b) We have
MWN—EMMﬂ@M%dﬂ%<nﬂ:%
SO
X, "= Xp

h

where P [Xp = 0] = 1, and we have convergence in 7' mean to zero for r = 1.

MATH 556 SOLUTIONS 4 Page 5 of 6



9 P[X,, = 0] — 1 asn — oo, so we check zero as a possible limiting variable. For a.s. conver-
gence,

Pl lim \Xn|<e]:P[ lim Xn<e]:P[Z<1]:1
n—-aoo n—-aoRo

as the sequence of sets defined by (0,1 — n~1) increases to limit (0, 1) as n — oo, so we do have
a.s. convergence to zero. However, for convergence in rth mean: we have

EHXTH:W“xP[X:n]—i—OxP[X:O]:%

so { X, } does not converge in rth mean to zero for any r > 1.

10 Here we use the Borel-Cantelli Lemma, part (b); as
> PlX,=1] =00
n=1

and the events concerned are independent, then P[ X,, = 1 infinitely often | = 1.
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