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1. (a) From first principles (univariate transformation theorem also acceptable): for y > 0

FY(y)—P[YSy]—PB(Sy]—P[Xzﬂ_1FX(yl)

and therefore

and zero otherwise.

By direct calculation
<11 1 [ I(a—1) 1
E, Y] = - a—1 -y — (a—1)—1 -y — —
svlY] /0 zT(a)” ¢ I‘(a)/o “ © YT TR T a-1
provided o > 1; if & < 1, then the expectation does not exist.

(b) From first principles: range of V is R*, and thus for v > 0

Fy(v)=P[V <v]=P[U><v] =P [—vu<U < Vo] = Fy (Vv) — Fu (V)

and therefore

1
fv(v) = NG [fu (V) + fu (—Vv)]
Here fuy(u) = exp {—u —exp{—u}}, so
fr () = 5o leo Vi —ep (Vi) e (Vi —en (Vi})] >0
and zero otherwise.
(c) We have
PIX<¥)= [[ txy @uydody = [[ 1x (@) sy (woay
A A
by independence, where
A={(z,y):0<z <y < oo}
Hence - ’ -
PIX<Y]|= d dy = F dy.
x<vi= [ [ rx@anf st = [ Fx o) e
Changing variables in the integral y — t = Fy (y) ..y = F;l(t), we have
1
P[X <Y] :/0 Fx (Fy' (1) fv (Fy' (1)) %dt.
and )
d dtl~ _ _
Y- G] —w et = o
and the result follows.
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2. (a) Using the multivariate transformation theorem

(a) We have that X() =R x R, and

1
t1,t2) = t1,t2) =11 +1
91(t1,t2) b g2(t1,t2) =t1 + 12
(b) Inverse transformations:
Zi
Yi=—"— Z1 =YY
L= T 7 @{ 1 1Y2
Yo =21+ Zs Ze=(1-Y)Y
and thus
g1 (tist2) = tito g7 (tito) = (L=t1) L2

(c) Range: straightforwardly we have that 0 < Y; < 1,Y5 >0, s0 Y = (0,1) x R+
(d) The Jacobian for points (y1,42) € Y is

9z 0z
0y1  0ys Y2 Y1
Dy, .y, = = :|J<y1vy2)|:ldetDyhyz‘:yQ
0z, 0z —y l-y
dy1 Oya

(e) For the joint pdf we have for (y1,12) € Y, by independence of Z; and Z,

thYz (ylva) = fZ1,Zz (y1y27 (1 - yl) y2) X Y2

Jz, (1y2) X fz, (1 —y1) y2) X y2

= exp{—yiye}exp{— (1 —v1)y2} X y2 = yaexp{—y2}

and zero otherwise. Note that Y; and Y5 are independent, as their joint pdf factorizes into
the respective marginal pdfs, that is, fy, v, (¥1,¥2) = {1} x {y2exp{—y2}} - not necessary

for full marks.
15 MARKS

(b) (i) For 0 <z < n, using the Beta integral function

[ e Gt sy ar = [ (M) -0

COF@+DFm—x+D 1

fx (z)

['(n+2) Cn+1

T

(ii) For x > 0, using the Gamma integral

fx () /O fX|Y(x|y)fy(y)dy=/0 ye VB Mdy

o r @) 3
— (@+B)Y gy — _
5A ve Va8 @B
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3. (a) We have Kx(t) = log Mx(t), hence

(1) (1)
R0 = 5 {0}, = 1 Qg My}, = 525 — k00 = 550 — 1 x)

as Mx(0) = 1. Similarly

(2)
Kx'(t) =
* {Mx ()}
and hence
2
X - {MX (0)}2 = Dfx fx
and hence Kg?)(O) =Vary [ X ]
(b) By inspection, ¢ = A/2, and so
. oo 1 [~
Cx(t) = Epy [eX] = / e fx (v) dx = 5/ e e ANl dy
But fx is symmetric about zero, so
Cx(t) :/ cos(tz) e dx :/ cos(sy)e ¥ dy
0 0
where s = t/\. Integrating by parts yields
1 A2
Cx(t) =13 /N2~ X242
as
oo (oo}
Cx(t) = / cos(ty)e ¥ dy = [— cos(ty)e_y]go —/ tsin(ty)e Y dy
0 0
= 1-t [sin(ty)e*y]go - t/ tcos(ty)e ¥ dy
0
= 1-t*Cx(t)
gives
Cx(t) =
T e

(c) The cf for Z ~ N(0,1) can be written
Cz(t) = exp{—1?/2} = {exp{—t?/(2n)}}" = {Cx, (1)}"
forn =1,2,..., where C, (t) is the cf of X,, ~ N(0,0%/n). This holds for arbitrary positive

integer n, so Z is infinitely divisible.
4 MARKS

(d) We have

1., 1 _,
Cx(t) = cos(t) = 56” + ie*”

and hence it follows that X has a discrete distribution with pmf with equal probability on —1

and 1, that is, is symmetric, and hence the skewness is zero.
5 MARKS
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4. This question is bookwork:
(a) Fixb> 0. Let
1 1
g(a;b) = = a? + = b7 — ab.
p q
We require that g(a;b) > 0 for all a. Differentiating wrt a for fixed b yields
g(l)(a; b)y=a’"' -

so that g(a;b) is minimized (the second derivative is strictly positive at all a) when a?~! = b,
and at this value of a, the function takes the value
1

1 1 1
—a’ + = ("N —a(a? ) =-a’ +-af —aP =0
p

as 1/p+1/g=1= (p—1)g = p. As the second derivative is strictly positive at all a, the
minimum is attained at the unique value of a where a?~! = b, where, raising both sides to

power ¢ yields a? = b?.

For the first inequality,

o, (XY = / eyl fxy (2, ) dedy > / / 2y fxy (2.y) dedy = g, |XY]

and

gy [XY] = / / ryfxy(z,y) dedy > / / eyl fxy () dedy = — By, [|XY]

SO
_EfX,Y“XY” < EfX‘Y[XY] < EfXY“XY” |EfXY[XY]| < EfXYHXY”

For the second inequality, set
I Y]
- E X|p 1/p - E Y|a 1/q"
{Er [ X P} {Ep [1Y]9]}
Then from the previous lemma
TOXp 1 ye XY
p Er(IXIP) - q Er (Y19 = (Ep | XIPIYYP (B, [V 4]}

and taking expectations yields, on the left hand side,

VEL[XP]  LER[YI] 1 1
p Ep(IXIP] g Ep IV p g

and on the right hand side

Ef y[IXY]
{Br IXIP)} P { By, [|Y |4}

and the result follows.

(b) The result follows setting p = ¢ = 2 in Hdlder's Inequality with random variables X — pux and

Y — py in the stated version, after squaring both sides.
5 MARKS
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5. (a) Going directly to the canonical forms

— X ~ Poisson(A),

where

so canonical parameter is n = log A.

— X ~ Binomial(n,9).
fx(z;0) = <Z> 0 (1 — )" = h(z)c(0) exp{w(0)t(x)}

where
00 = (V@) O =008 wo) =t (125) e =

so canonical parameter is ) = log (1%00).

(b) We have that X = Z/\/V, where Z ~ N(0,1) independent of V. Hence the expectation of
X is zero, and using iterated expectation

Eyy [Xk] = Ey, [Zk]Efv [V_k/z]
Using (say) mgfs, Ef,[Z] = Ey,[Z%] = 0, with

Ep,[2°)=1  Ep[Z2Y =3

Also
0 r r/2
Ep [V7F?] = /0 # (Féf;% 22 e re/2 dy
_ (7'/2)T/2 oox(rfk)/271€7rz/2 "
- o | !
_ (/PT((r—k)/2) _ T((r—k)/2) (r/2)"/?
— T(r/2) (r/2)0-R/2  T(r/2)

provided r > k. For k=2

BV = S ey = -
For k=14
—97 I(r/2—2) 2 (r/2)? _ r?
R 7 B N PRV (7P T G ey

and thus the kurtosis is

_Bpl(X - Bp XY 30 -2)
o1 (B X2~ (r—9)

provided r > 4.
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6. (a) For the cdf of a maximum order statistic

Py, (y) = P[Y <y] = Plmax{Xy,..., X, } <y] = H{Fx(y)} ={Fx(y)}"

(i) Asn — oo, for z € R

( v ><1 s Fx, (z) >0

14 22

and so the limiting function is not a cdf, and no limiting distribution exists.

(i) fY, = X,,/v/n. Then Y = (0,00) and the cdf of Y, is, for y > 0,

2 n
Fy,(y) = P[Y, <y]=P[X./vVn<y] = P[X, <Vny| = Fx,(Vny) = (Mny)>

1+ (Viy)”
mxw:(yﬁ;gn:(l_éﬁy7

Thus as n — oo, for all y > 0

and so

Fy, (v) — exp {-1/y*} o By, (y)— Fy (y) =exp{-1/y*}

and the limiting distribution of Y;, does exist, and is continuous on Y = X.

(b) (i) The Central Limit Theorem gives that for the iid {X;} collection

S

X;—nu
i=1 d
= %, Z~N(01
— (0,1)
Here
1
po= B Xl=axs+(-a)x5=0
1
of = Vary [Xi] = (@) x 5+ (-a)’ x 5 — By, [Xi] = a®
and thus .
> X ~ AN (0,na%)
i=1
and

Y, ~ AN (xo,naQ)

where AN denotes Asymptotically Normal (as n — o).

(i) This is an elementary application of the Chebychev Inequality to the variable Y;, and its
distribution. The (exact) bound to the probability is given in general, for any k > 0, by

1
PY, — xo| > kop] < e

as for any n
EY, =0 Vars, [Yu] =n(a)’ = o2

n

Here, we need k = 2, and the result follows.
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