MATH 556: MATHEMATICAL STATISTICS I
MULTIVARIATE DISTRIBUTION CALCULATIONS

Example 1: Let X; and X be discrete rvs each with range {1, 2, 3, ...} and joint mass function
c
1+ x2 — 1)(21 + 22) (1 + 22+ 1)

and zero otherwise. The marginal mass function for X is given by

fX1,X2($17$2): ( r1,x0 =1,2,3,...

[e.9]

00 C
@)= > fax(ene) = ) (21 + 22 — 1)(21 + 22) (21 + 22 + 1)

Tro=—00 ro=1

— 1 1
B Z 2 [(371 +ag— 1) (21 +22) (21 +22)(z1 + 22+ 1)

zo=1
c 1
T 2m(a+ 1)
as all other terms cancel, and to calculate ¢, note that
> = ¢ 1 ¢~ 1 1 c
2 =2 e Ta 2 [xl "o 1] =3

as all terms in the sum except the first cancel. Hence ¢ = 2. Also, as the joint function is symmetric
in form for X; and X, fx, and fx, are identical.

Example 2: Let X; and X5 be continuous rvs with supports X; = X3 = (0, 1) and joint pdf defined by
fX17X2(x1ax2):4x1$2 O<z1<1,0<22<1

and zero otherwise. For 0 < z1,29 < 1,

T2 x1 x2 1
Fx, x,(x1,%2) :/ / x1,x, (t1, t2) dt1dt2=/ / 4t1to dtydts
—00 0 0
1

—00

- {/Ox 2% dtl} {/0x22t2 dtz} = (2122)?

and a full specification for Fx, x, is

(0 r1,T9 <0
(7179)2 0< 2,22 <1
Fx, x,(@1,29) = ¢ 23 O<zp<lyz9>1
w% O<zo<lyz1 21
1 r1,x2 > 1
To calculate, for c € R,
Px, x, [Xl_;XQ < c}
we need to integrate fx, x, over the set A, = {(z1,22) : 0 < z1,22 < 1, (z1 + 22)/2 < ¢}, that is,

ifc=1/2,

1 1—x1 1 1
PXl,Xg[(Xl -+ XQ) < 1] = / / 4x1xo drodry = / 2%1(1 — :L’1)2 dr, = 6
0 0 0



Example 3: Let X;, X5 be continuous random variables with supports X; = %X, = [0, 1], and joint pdf
fxix, (@1, 20) =1 0<z,22 <1
and zero otherwise. Let Y = X; + X5. Then Y = [0, 2],
Fy(y) = Py[Y < y] = Px, x,[X1 + X < ]
To calculate P[X; + X3 < y], need to integrate fx, x, over the set
Ay ={(z1,22) : 0 < 21,20 < 1,21 + 22 < y}

This region is a portion of the unit square (that is, X1 x X») ; the line z1 + x2 = y is a line with
negative slope that cuts the horizontal axis at z; = y, and the vertical axis at 2 = y.

* For 0 <y < 1, A, is the dark shaded lower triangle in the left panel of the figure below;
hence for fixed v,

Yy [y—x2 Y y2
Px, x,[ X1+ X2 <y] = / / 1 dridxs = / (y — xo)dxe = Ex
0o Jo 0

e For1 < y < 2, A, is more complicated see the figure below (right panel). It is easier
mathematically to describe the complement of A, within X; x Xj (striped in the right panel
of the figure below), so we instead compute the complement probability as follows:

PXl,Xz[Xl +X2 S y} =1- PXl,XQ[X]_ +X2 > y]

1 1 1 y2
:1—/ / 1d$1d$2:1—/ (1—y+:c2)d:c2:——+2y—1
y—1Jy—za y—1 2

These two expressions give the cdf Fy, and hence by differentiation we have

y 0<y<l1
fY(y)_{2—y 1<y<?2

and zero otherwise.

O<y<1 1<y<2
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Example 4: Let X; and X5 be continuous rvs with supports X; = (0, 1), X2 = (0, 2) and joint pdf

xm) O<z<1,0<zy<2

fX1:X2(I1»'T2) =C (:C% + 9

and zero otherwise.

(i) To calculate ¢, we have

so ¢ = 6/7. The marginal pdf of X is given, for 0 < z; < 1, by

oo 2 212

6 T 6 T1T 6x1(221 +1

fX1 (J’)l) - / le,XQ ($1,$2) de - / - (x% + L 2) dx2 == ? |:f[f%x2 + 1 2:| = 1( 1 )
—00 0 0

7 2 4

and is zero otherwise.

(ii) To compute Py, x,[X1 > X»], let
A:{(J}l,.l‘g) 0<r1<1,0< 22 < 2,29 <33‘1}

so that

Px, x,[X1 > X3 2// Ix1.x, (21, 2) dzadzy
A

1 x16
- [
0 0
1 2771
= / [ﬁ:}:z%—xfﬂ dxq
0 0
1 3
_ 3 331)
= i+ — | dr1
[ (5
1
_ 6[596‘1*]

7116 ],

15
o6




Example 5: Let X, X5 and X3 be continuous rvs with joint pdf defined by
le,Xz,X3($1’x27x3):C 0<$1<$2<1‘3<1

and zero otherwise. The support of this pdf is X3) = {(z1,22,23) : 0 < z1 < 73 < 23 < 1}.

(i) To calculate c, integrate carefully over X(%), that is

/ / / Ix1,x2,%x5 (%1, w2, 23) day dag dxz =1
1 x3 )
/ {/ {/ cd:nl} dxg} drs =1
0 0 0
1 xs3 x2 1 T3 1 2
/ {/ {/ cdxl} dxg} d:cgz/ {/ cxgdxz} dxg,:/ %dxng
o Uo 0 o Wo o 2 6

and hence ¢ = 6.

gives that

Now

(ii) For 0 < z3 <1, fx, is given by

[e’s) 0 x3 T2 z3
fxs(x3) = / / Ix1.X0,X5 (21, 2, 23) dxy dag = / {/ 6 dxl} dxy = / 6xo dzo = ng
—00 J —00 0 0 0

and is zero otherwise. Similar calculations for X; and X give
fx (1) = 3(1—-z1)* O<z<1

[x,(x2) = 6a2(l—m2) O<mzp<1

with both densities equal to zero outside of these supports. Furthermore, for the joint
marginal of X; and X3, we have

00 1
le,XQ(xl,a:g) = / le’X%XB(.%'l,xQ,a}g) d.’L‘g = / 6 dmg = 6(1 — 1’2) O<zi <9< 1
—o0

€2

and zero otherwise. We have for the conditional of X; given X, = x9,

Ixix (1, 2) 1
i A 0<z <
fX1|X2 (z1]72) Fx, (22) 9 T < T2

and zero otherwise for fixed 5.

(iii) We can calculate the expectation of X directly

[e9) 1 1
IEXl [Xl] :/ xlfxl(.%j) da:l = / I 3(1 — 331)2 da:l = Z
—o0 0
or, alternatively, using the law of iterated expectation (see page 11)
e T2 1 )
Ex,|x, [X1[X2 = z2] = L1y x, (@1|ze) doy = [ m— doy = =
—00 0 ) 2
and hence by the law of iterated expectation
Ex, [X1] = Ex, [Ex,x, [X1|X2]] =/ {Exyx, [X1|1X2 = 29]} fx, (x2)dxo
1
T2 1
= o2 1— S
/0 B 6172( l’g)dl’g 4



Multivariate 1-1 Transformations

We consider the case of 1-1 transformations g, as in this case the probability transform result
coincides with changing variables in a d-dimensional integral. We can consider g = (g1, ..., gd)
as a vector of functions forming the components of the new random vector Y.

Given a collection of variables (X1,..., Xy) with support X and joint pdf fx, . x, we can
construct the pdf of a transformed set of variables (Y7, ..., Yy;) using the following steps:
(I) Write down the set of transformation functions g1, ..., g4

(IT) Write down the set of inverse transformation functions g, v 94

legl(X17"'7Xd)

Ya=g4(X1,...,Xaq)
1

Xl :gl_l (Yl,...,Yd)

Xa=g;' (V1,...,Yy)

(I) Consider the joint support of the new variables, (@),
(IV) Compute the Jacobian of the transformation: first form the matrix of partial derivatives

[ Or1 0w Oy ]
oy1  Oya 0ya
Ozy Oz 0w
Dy — 8y1 8y2 Y
L Oy1  Oyo Oya |
where, for each (i, j)
0x; 0

=—{g ' (n1,...,
oy, — oy, {97 (w1, ya)}

and then set |J (y1,...,yq)| = |det D,|

Note that
det D, = det DyT

so that an alternative but equivalent Jacobian calculation can be carried out by forming D; . Note

also that

1
T ) = ———
|J (1 Ya)| T )

where J (x1,...,xq) is the Jacobian of the transformation regarded in the reverse direction (that is,
if we start with (Y1,...,Yy) and transfrom to (X1, ..., Xq4))

Write down the joint pdf of (Y1,...,Yy) as

le,...7Yd (yla-“?yd) = fX1,...,Xd (gl_l (y17' . -ayd)a" . 7gd_1 (ylv"‘7yd)) X ’J(ylv 7yd)‘

for (y1,...,yq) € Y@



Example 6: Suppose that X; and X5 have joint pdf
Ix1,x5 (21, 22) =2 O<ari <z <1

and zero otherwise. Compute the joint pdf of random variables

X1
Y= — Yo=X
=5, 2 2
SOLUTION
(I) Given that X®) = {(z1,22): 0 < 21 < x5 < 1} and
ty
g1(t1,t2) = Y g2(t1,t2) = to

(Il) Inverse transformations:

Y1 =X1/Xo X1 =YY,
Yz = Xo }‘:*{ X, =Y

and thus
gy 1 (t1, ) = tits gy Ht1,t2) = t

(III) Range: to find Y2 consider point by point transformation from X2 to Y@ Fora pair
of points (1, 29) € X and (y1,42) € Y® linked via the transformation, we have

< <2<l =0<nyp<y2<1
and hence we can extract the inequalities
O<yp<landO<y; <1 .. YP=(01)x(0,1)

(IV) The Jacobian for points (y1,y2) € Y?) is

3171 61’1
oy1 Oye ya Y1
Dy = = = |J (y1,y9)| = |det D, | = |ya| =
4 % % 0 1 | (yl yQ)’ | € y‘ ’yQ‘ y2
Oy1 Oya

Note that for points (1, z2) € X?) is

D, = | 9 9T Z | 3y a3 :>|J(:c17$2)]:|deth|:“:
y2 Oy2 0 1 z2| 22
83}1 8.%'2
so that .
J () =
e

(V) Finally, we have

iyve (W1,92) = fx, x(V1Y2, y2) X y2 = 242 0<y1 <1, 0<y2 <1

and zero otherwise



Example 7: Suppose that X; and X, are independent and identically distributed random variables
defined on R each with pdf of the form

fX(UC):\/;eXp{—:;} x>0

and zero otherwise. Compute the joint pdf of random variables Y7 = X; and > = X; + X»

SOLUTION
(I) Given that X® = {(x1,25) : 0 < 21,0 < 22} and

gi(ti,t2) =t g2(ti,t2) =t1 +t2

(I) Inverse transformations:

Y1=X3 — Xi1="
Yo =X1+Xo Xo=Ys -V,
and thus
g1 H(t1,t2) =t 95 (ti,t2) =ta — 1

(1) Range: to find Y consider point by point transformation from X to Y For a pair of

points (x1,z2) € X2 and (y1,92) € Y® linked via the transformation; as both original
variables are strictly positive, we can extract the inequalities

0<yr <y2 <00

(IV) The Jacobian for points (y1,y2) € Y is

81‘1 81‘1
oy1 Oya 1 0
D - - = - 1 =
Y Oz Oxs 11 = |J (y1,y2)| = |det D,| = [1| = 1
ayl (9@/2

Note, here, J (21, x2) = |det D,| = 1 also so that again

1
J (y1, = —
’ (yl y2)| |J(J,‘1,x2)|
(V) Finally, we have for 0 < y; < y2 < 00
Miys W,v2) = fxix.(Wi,y2 —y1) X 1= fx;(y1) X fx,(y2 —y1) by independence

1 1 { yQ}
= —————————eXpy ——
27 \/y1 (Y2 — 1) 2

and zero otherwise



Here, for yo > 0

Y2 1

o 1 Yo
fvo(y2) = / Tviye (Wi, y2) dyr = T ——————exXpy—% ¢ dy1
’ oot 27 /1 (y2 — y1) { 2 }

<
v

1 v2 1
Y A —y
2 20 )0 Vi (y2— )

1
= —ex
o p

N)\‘@

yg dt setting Y1 = tyg

/\/t?h (y2 — ty2)
R yz/
2 2 NaaED) (1—1)

as

1
1
-t =
/0 Vil —t)
either by direct calculation, or by recognizing the integrand as proportional to a Beta(1/2,1/2)
pdf.

Example 8: The Cauchy distribution is a symmetric distribution on (—o0, c0) with pdf
11 1 l o
T o2+ (x—0)?

To Tz —0\?2
1+< )
o

The standard caseis § =0, o = 1.

fx(z;0,0) =

The Cauchy distribution arises as the ratio of two independent Gaussian random variables.
Suppose that X,Y ~ Normal(0,1). We then proceed by

(a) defining the transformation U = X/Y and V = |Y|,

(b) finding the joint pdf fy v (u,v), and

(c) integrating out V' to obtain the marginal pdf of U.

Overall, the mapping U = X/Y and V = |Y| is not 1-1: the two points (z,y) and (—z, —y)
map to the same (u,v). However, we may partition the support of (X, Y) into three regions

A, A1, Ay such that the mapping from A; to (U, V) is one-to-one on each. For simplicity
here we denote the inverse mappings as & rather than g~

(i) Ao = {(X,Y) : Y = 0}: we can ignore this case as the distribution of Y is continuous,
so Py]Y = 0] = 0whenY ~ Normal(0,1).

(i) 41 = {(X,)Y) : Y > 0}: The mapping U = X/Y, V = |Y|is 1-1, and the inverse
mappings are hi1(u, v) = uv, hoi(u,v) = v.

(iii)) A2 ={(X,Y):Y < 0}: The mapping U = X/Y, V = |Y| is one-to-one, and the inverse
mappings are hia(u,v) = —uv, haa(u,v) = —v.



In cases (ii) and (iii) we have the following Jacobians:

Ohi1(u,v)  Ohyi(u,v) O(uv)  I(uw)
ou ov ou ov voUu
8h21(u,v) 8h21(u,v) @ @
ou ov ou ov
Ohi2(u,v)  Ohia(u,v) I(—uv) I(—uw)
Jy — ou ov _ ou ov B e I
Ohaa(u,v)  Ohaa(u,v) d(—v)  9(—v) 0 -1
ou ov ou ov
We have that
1 2 1 2 1 (2? + %)
(o) = = expl-*/2} exp{—7/2) = 5 exp { -

so therefore, using the indicator function to delineate the two cases, we have

fU7V(’LL, U) =14, (uav)fX,Y(hll(uvv)’ h21(uvv))|']1| + 1A2(U7U)fX,Y(h12(uvv)v h22(uvv))|<]2|

_ 11%112(;"”)6)(1) (_W> lv| + Wexp (_(—uv)2 + (—v)2> o]

2 2

2(,,2 1
:Uexp(—v(u2+)>, ueR,veRT
s

and hence, on marginalization

oo 2(,,2
1
fu(u) = / 2 exp {—U(MH} dv integrating out v
0 ™ 2
> 1 241
= / —exp {— (u” + )z} dz setting z = v? and dz = 2vdv
0 2w 2
1 2 o 1
= . —az)dz = —
o T /0 exp(—az)dz 5
11
o 142

The general Cauchy(6, o) form is generated using a linear transformation: if Z ~ Cauchy(0, 1),
then
X=0Z+6

has a Cauchy(6, o) distribution. The second (equivalent) construction of the standard Cauchy
distribution is as a scale mixture. Suppose X and Y have a joint distribution specified as

Y ~ x? = Gamma(1/2,1/2)

X|Y =y~ Normal(0,y™ ")



that is, the variance of X given Y = yis 1/y. Then we have that

fe) = [ " ey () dy = /0 " iy @) fy () dy

- [ e ) S oo {4

1 oo

=5 ; exp{—%(1+x2)} dy

1 1
w1+ 22

asI'(1/2) = /7.

Example 9: Let X, X, be continuous random variables with joint density fx, x, and letrv Y be defined
by Y = g(Xi,X2). To calculate the pdf of Y we could use the multivariate transformation
theorem after defining another (dummy) variable Z as some function of X; and X5, and
consider the joint transformation (X1, X2) — (Y, Z). Defining Z = X, we have

= [ " fraly2) dz = / " vzl f2(z) dz = / " i (W) f o) day

as fv,z(y,2) = fv|z(ylz)fz(z) by the chain rule for densities; fy|x, (y|71) is a univariate
(conditional) pdf for Y given X; = z;.

Now, given that X; = z;, we have that Y = g(x1, X»), that is, Y is a transformation of
Xy only. Hence the conditional pdf fy|x, (y|z1) can be derived using single variable (rather
than multivariate) transformation techniques. Specifically, if Y = g(z1, X2) is a 1-1 transfor-
mation from X, to Y, then the inverse transformation Xs = g~!(z1,Y) is well defined, and
by the transformation theorem

; {97 @10},

fyix Wlr) = fxox, (g7 (@1, y) [J(y;21)| = Ixz1x1 (97 (=1, y)|z1)

and hence

fy(y) = /OO {fX2|X1(g‘1(m1,y)!x1) gt{g—l(xht)}ty‘} fx, (x1)dxy

—0o0

For example, if Y = X X, then X, = Y/ X}, and hence
o[t
ot o) t=y

fr(y) = /_ Frap /i) a1 i, (a1)den.

The conditional density fx,|x, and/or the marginal density fx, may be zero on parts of the
range of the integral. Alternatively, the cdf of Y is given by

= = [ay |

oo @0},

SO

Fy(y) = PlY <y] = Plg(X1, X2) <] :/ Ix1,% (21, 2) dwody
Ay

where A, = { (z1,22) : g(x1,22) < y} so the cdf can be calculated by carefully identifying
and intergrating over the set A,.

10



Multivariate Expectations

We define a multivariate expectation using the same approach as in the univariate case. If X =
(X1,...,Xgis a d-dimensional random vector, and g is a k-dimensional function, then

Ex[g(X)] = / o) dFx ()

that is, in the discrete case
Ex,,.x,[9(X1,...,Xq)] Z/ a g(x1, .. xa) fxy, x, (@1, Tq)
FAS

and in the continuous case

Ex,,..x 9(X1,- -, X))l = > gl@1, ... 3a) fx1,x, (21, - 2a) dy . dag
z€ X

Example 10: The law of iterated expectation uses a decomposition of the joint pmf or pdf to compute an
expectation. For example, let X;, X be rvs with joint density fx, x,. Then

[EXl [Xl] = /OO xlel(xl) dzq

—0o0

= / 1 {/ [x1.x, (21, 22) dazg} dxq defn of marginal

:/ {/ xle1|X2(x1|x2)fx2(x2)dx2} dxo exch. order of intgn.

= /oo {/OO 71 fx,|x, (T1]72) dﬂ?l} fx, (w2)dzo

=Ex, [[EX1|X2 [Xl‘XQH

as the inner integral is the conditional expectation

[e.e]

Ex,x, [X1|X2 = x9] = / 1 fx,|x, (T1]|22) d27.

—0o0

Let g(X1) be a function of X; only. Then

ExloCi)] = [
= [ sl oo b,

—00

/ g9(x1) fx, x, (21, x2)dz1dTs

= /OO {/OO g(xl)fxlx2($1332)dx1} [xs(22)d:

= Ex, [[EX1|X2 [g(X1)|X2H = Ex, [9(X1)]

by the law of iterated expectation. Thus, we can compute the expectation with respect to
the marginal fx, rather than the joint pdf.

11



Example 11: If X; and X, are continuous rvs with joint mass function/pdf fx, x,, then the covariance
of X; and X3 is defined by

COVX17X2 [X17X2] = [EXl,Xz[(Xl - Ml)(X2 - MZ)]
= //(951 — pq) (T2 — o) fx1,x, (71, 72) dr1dTs

= Ex, x, [X1X2] — uoEx, [X1] — i Ex, [Xo] + pypo
= [EXl,Xz [XIXQ] — Hifo

where 41; = Ex, [X;] is the marginal expectation of X;, fori = 1,2
It follows that if Y = X; + X5, then

Ey [Y] = Ex,x,[X1+Xo]= //(371 + 12) fx1,x, (1, T2) dridas

= //xlfxl,)m(xl,m) dzidzs + // T2 fxy, x5 (21, 72) dvydry

= Ex, [Xi] + Ex, [X2]
and

Vary[Y] = Vaer’XQ[X1 + XQ] = [EXl,Xg [ (Xl + X2 - (,Ul + Mg))Q]
= //(961 + a0 — g — f19)? fxy,xe (21, 22) daiday
- // (21— 1) + (22 — 1) + 2(21 — 1) (22 — o) fxi, %2 (21, 22) dzrdas

= //(561 — 101)? fx1, %2 (%1, 2) dwrdas + //(m — 119)? X1, X2 (%1, 2) dw1das
+2 //(331 — p1) (@2 — pg) fxy,x, (21, 2) drrdas

= Vary, [Xi] + Varx, [X2] + 2 Covyx, x,[X1, X2]

and the result for the sum of n variables follows similarly, or by induction.

Example 12: Let X, X5 be continuous random variables with joint pdf given by
le,XQ(:cl,xg):c 0<x1<1,:c1<x2<a?1+1

and zero otherwise. To calculate ¢, we have

[e’e) [e’) 1 xr1+1 1 1
/ / Ix1,x5 (21, 22) dwodry = / / cdrodr) = / C[ﬂfz]iiﬂ dry = / cdry =c
—o00 J —00 0 T 0 0

so ¢ = 1. The marginal pdf of X; is given by
[ee) x1+1
le (.1‘1) = / fX1’X2(x17LU2) d.%'g = / 1 dl’g =1 0<xi <1

1

12



and zero otherwise, and the marginal pdf for X5 is given by

T2
/ 1d$1 = I O<xy <1
0

o0
fX2(x2) = / fX17X2(-T17332) dz = )
- / 1dz, — 92— 1, 1< a9 <2
xo—1

and zero otherwise. Hence

o0 1 1
Ex, [Xi] :/ z1fx, (1) doy = / x1dry = 3
0

—00

[e.9]

1

1
1
23 fx, (a1) day — {Ex, [X1]} = / N
0

Vaer[Xl]:/ 1T

—00

o) 1 2
[EX2 [XQ] = / foXQ ({L'Q) de = / x% dafg +/ 1‘2(2 — xg) d(L‘Q
0 1

—00

Si-(-3)+(3)

oo

VarX2 [XQ] = / x%fXQ (x2) dxo — {[EXQ [XQ]}2

—00

1 2
:/ :L’%:Egdxz—f—/l’%(Q—xg)de’g—l
0 1
1 2 1 1 1
4 3 4 3 6

The covariance and correlation of X; and X are then given by

Covx, x,[X1,X2] = {/ / 122 fx, X, (21, 22) d$2} dz1 — Ex, [Xi1] Ex, [X2]

1 xr1+1 1
= / {/ T1x9 dl‘g} dl‘l —=.1
0 x1 2
1
To]z1+l 1
= T1 |:7:| dl‘l - =
[alZ -
1
— 2 ﬂ) dr1 — 1
/0 (:U1+ 5 T 5

[:ci{’ qu_l 7 1 1
0

2 12 2 12

3+4

and hence

X1, X 1/12 1
Corry, x,[X1,Xa] = Covy,,x, [ X1, X / 1

T WVary, [Xi] Varg, (X2 /1/12/1/6 V2

13



Example 13: Convolution Theorem Suppose that X; and X5 have a joint pmf or pdf, fx, x,, and let
Y = X; + Xo. We compute the pmf/pdf of Y by using a Convolution Theorem, which for
continuous variables is a special case of the transformation theorem.

¢ Discrete Case: By the Theorem of Total Probability, we have from first principles that

for any fixed y.
fY(y) = PY[Y = y] = ZZ le,X2($1,$2) = ZfX17X2(x17y - xl)
J:glc}&-a:;zy xl

¢ Continuous Case: Consider Y = X; + X5 and Z = X;. We have

Y =X;+Xo Xi1=7
e
7 =X1 Xo=Y -7

The Jacobian of this transform is 1, so we conclude from the transformation result that
for all (y, 2)
fY,Z(ya Z) = le,XQ (Za Yy — Z)

and hence, marginalizing z, we see that

Fr(y) = / " haly, ) de = / T ey — 2) dz

which we may rewrite

fr(y) = /OO Ix1,x, (21, y — 1) day.

(i) We should establish explicitly the support of the new variable Y when recording fy-.

(ii) The marginalization over x; must take into account the support of fx, x,: that is, for
any fixed y only contributions to the sum or integral where

fx1,x.(x1,y — 1) > 0.

Example 14: Let X, X5 be continuous random variables with joint pdf given by

fx1,x: (w1, 22) = x1exp {—(z1 + x2)} x1,22 >0

and zero otherwise. Let Y = X; + X5. Then by the Convolution Theorem, for y > 0,
o
) = [ frxeony - o) dn
—00

Y
:/ zrexp{—(z1+ (y—x1))} de1  as fx, x,(x1,y —21) >0 0< 21 <y
0

Lo
=sye? >0
23/ e Y
and zero otherwise. Note that the integral range reduces to 0 to y as the joint density fx, x,
is only non-zero when both its arguments are positive, that is, when z; > 0and y — 21 > 0
for fixed y, or when 0 < 21 < y. We conclude that Y ~ Gamma(3,1).
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Example 15: Let X, X5 be continuous random variables with joint pdf given by
Ix1,x (21, 22) = 2(x1 + 22) 0<z1<22<1

and zero otherwise. Let Y = X + X5. Clearly Y takes values on Y = [0, 2].

For fixed y, 0 < y < 2, we need to consider two ranges to respect the fact that the joint pdf
is only non-zero if
0<zr <22<1

(i) For0 <y <1:
0<m <y-nn1<1 = 0<2z <y,

or equivalently 0 < z; < y/2.

(i) For1 <y <2
0<rn<y-n<l = y—1<mx <y/2

Therefore, by the Convolution Theorem, as

Ix1,x (21, — 1) = 2y

when the function is non-zero, we have

y/2
/ 2y diy 0<y<1
00 0
)= [ Fxalony =) dn =
—00 y/2
/ 2y dx 1<y<2
y—1
and zero otherwise. Hence
y? 0<y<1
fy(y) =
y(2—y) 1<y<2

It is straightforward to check that this density is a valid pdf. The region of (X;,Y") space on
which the joint density fx, x,(z1,y — 1) is positive; this region is the triangle with corners
(0,0),(1,2),(0,1).
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