556: MATHEMATICAL STATISTICS |
MULTIVARIATE 1-1 TRANSFORMATIONS

We consider the case of 1-1 transformations g, as in this case the probability transform result coincides
with changing variables in a d-dimensional integral. We can consider g = (g1, ..., 94) as a vector of
functions forming the components of the new random vector Y.

Given a collection of variables (X7, ..., X;) with support X(@ and joint pdf fx, . x, we can construct

the pdf of a transformed set of variables (Y7, ..., Y};) using the following steps:

1. Write down the set of transformation functions g1, ..., g4

Yl =91 (Xla"'7Xd)

Yq = ga(X1,...,Xa)
2. Write down the set of inverse transformation functions g, v gd_1

Xl 291_1 (Yl,...,Yd)

Xa=g;' (Y1,...,Yy)

3. Consider the joint support of the new variables, Y(*).

4. Compute the Jacobian of the transformation: first form the matrix of partial derivatives
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and then set |J (y1,...,yq)| = |det D,|

Note that
det D, = det DyT

so that an alternative but equivalent Jacobian calculation can be carried out by forming D, . Note also
that 1
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where J (x1,...,xq) is the Jacobian of the transformation regarded in the reverse direction (that is, if we
start with (Y1,...,Yy) and transfrom to (X1, ..., Xg))

5. Write down the joint pdf of (Y1,...,Yy) as

Fya W ya) = Fxnxa (97 @) o097 (- oya)) X 1T (y1, - ya)|
for (ylv s 7yd) € Y(k)



EXAMPLE Suppose that X; and X» have joint pdf
le,X2 (a:l,:nz):2 O<ri<axog <1
and zero otherwise. Compute the joint pdf of random variables

X1

v, =20
1 X,

Yy = Xo

SOLUTION

1. Given that X3 = {(z1,22) : 0 < x1 <mg < 1} and

3]
g1(t1,t2) = . g2(t1,t2) =t

2. Inverse transformations: /
Y1 = X1/Xs X1 =1Ys
Ys = X } A { X =Y

and thus
gy H(t1, ) = tats gy H(t1,ta) = to

3. Range: to find Y(®) consider point by point transformation from X to Y(®) For a pair of points
(r1,22) € X® and (y1,92) € Y@ linked via the transformation, we have

<1 <2 <l<<=0<y1ya <ya <1
and hence we can extract the inequalities
0<yp<land0<y <1 Y® = (0,1) x (0,1)

4. The Jacobian for points (y1,y2) € Y@ is
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so that .
J (y1, = ——
‘ (yl y2)’ |J($1,LL’2)‘

5. Finally, we have

Miye W y2) = fxox,(iy2,v2) X2 =22 0<y1 <1L,0<y2 <1

and zero otherwise



EXAMPLE Suppose that X; and X, are independent and identically distributed random variables
defined on R each with pdf of the form

fX(x):\/;exp{—g} x>0

and zero otherwise. Compute the joint pdf of random variables Y7 = X; and Y2 = X; + X
SOLUTION

1. Given that X3 = {(z1,22) : 0 < 21,0 < 22} and

gi(ti,t2) =t ga(t1,t2) = t1 +t2
2. Inverse transformations:
Yi =X, X1="
Yo=X1+Xo Xo=Y, -V
and thus
g (i, te) =t gy (t1, 1) =ta — 1y

3. Range: to find Y@ consider point by point transformation from X@ to Y@ Fora pair of points
(z1,22) € X and (y1, y2) € Y@ linked via the transformation; as both original variables are
strictly positive, we can extract the inequalities

0<yr <yz <0

4. The Jacobian for points (y;,y2) € Y@ is

axl 8.’E1
1 Iy 10

y ey O [_1 ) = |J (y1,2)| = |det Dy| = [1]
ayl 8y2

Note, here, J (21, x2) = |det D;| = 1 also so that again

1
T (1, p2)| = ———
ol =G )
5. Finally, we have for 0 < y; < y2 < 00
iy, W,92) = fxixo(yi,ye —y1) X 1= fx,(11) X fx,(y2 —y1) by independence
_ 1t exp{_ﬂ} 1 exp{_(w —?ﬂ)}
2Ty 2 27 (y2 — y1) 2

1 1 { Y2 }
27 \/y1 (y2 — 1) 2

and zero otherwise



Here, for yo > 0

as

Y2 1
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either by direct calculation, or by recognizing the integrand as proportional to a Beta(1/2,1/2) pdf.

Special Case: Convolution

Suppose that X; and X5 have a joint pmf or pdf, fx, x,, and let Y = X; + X5. We compute the
pmf/pdf of Y by using a Convolution Formula, which for continuous variables is a special case of the
transformation theorem.

e Discrete Case: By the Theorem of Total Probability, we have from first principles that for any

fixed y.
r@) =PrlY =yl =" fxix (@) =Y fx x (1,9 — 1)
xr1 T2 1
T1+x2=Y

e Continuous Case: Consider Y = X; + X9 and Z = X;. We have

Y =X1+ Xy X1=7
Z =X }‘:’{XQZY—Z

The Jacobian of this transform is 1, so we conclude from the transformation result that for all

(y,2)
friz(y,2) = fxix: (2,9 — 2)
and hence, marginalizing z, we see that

[ mawadz= [ puxty-2)ds
which we may rewrite

o0
:/ Ix1.% (21,9 — 1) doq.
— 00

NOTES:
1. It is important to record the support of the new variable Y when recording the form of fy-.

2. The marginalization over z; must take into account the support of fx, x,: thatis, for any fixed y
only contributions to the sum or integral where

thXz(xl’y —x1) > 0.



