556: MATHEMATICAL STATISTICS |
WORKED EXAMPLES: CALCULATIONS FOR MULTIVARIATE DISTRIBUTIONS

EXAMPLE 1 Let X; and X be discrete rvs each with range {1, 2, 3, ...} and joint mass function

C

T1,T2) = X1, :172737“'
fX17X2( 1 2) (ajl+x2_1)(l‘1—|—_’1}2)($1+$2+1) ! 2
and zero otherwise. The marginal mass function for X is given by
e c
x x1,T2) =
Fato) m_zoo Folon) Z: (21 + 22 — D) + 22) (21 + 22 1 1)

N C 1 1
- 212 [(:El —+ xo — 1)(%’1 +£L’2) B (.%'1 —I—x'g)(itl —+ x99 + 1)

To—
c 1

21 (21 +1)
as all other terms cancel, and to calculate ¢, note that

= = ¢ 1 ¢ 1 1 c
Z le(l'l):Z 51’1($1+1):§Z |:.%'1_ZC1—|-1:|:2

r1=—00 r1=1 r1=1

as all terms in the sum except the first cancel. Hence ¢ = 2. Also, as the joint function is symmetric in
form for X; and X, fx, and fx, are identical.

EXAMPLE 2 Let X; and X3 be continuous rvs with ranges X; = X3 = (0, 1) and joint pdf defined by
fX17X2($1,$2)24$11‘2 O<z1<1,0< 22 <1

and zero otherwise. For 0 < z1,29 < 1,

FXl,Xg l‘l,ivg / / le X, tl,tz dtldtg —/ / 4t1tg dt1dts
2
= {/ 2t1 dtl} {/ 2t9 dtg} (1’11‘2)2
0 0

and a full specification for Fx, x, is

0 r1,22 <0
(1122)? 0<zi,29 <1
Fx, x,(z1,22) = % O<azi <1l,29>1
3 O<zy<l,z>1
1 T1,T9 > 1
To calculate, for c € R,
Px, x, {XngQ < c]

we need to integrate fx, x, over the set A. = {(z1,22):0 < z1,22 <1, (21 +22)/2 < ¢}, that is, if
c=1/2,

1—x1 1 1
PX17X2[<X1 + XQ) < 1} = / / 4x119 drodry = / 2331(1 — .1‘1)2 dr, = =
0 0



EXAMPLE 3 Let X, X5 be continuous random variables with ranges X; = Xy = [0, 1], and joint pdf
defined by
Ixixo(r1,22) =1 0<@,290 <1

and zero otherwise. Let Y = X; + X5. The has range Y = [0, 2],

Fy(y) = Py[Y <y] = Px, x,[X1 + X2 < ]
To calculate P[X; + X2 < y], need to integrate fx, x, over the set

Ay ={(z1,22) : 0 <zy,22 < 1,21 + 22 < y}

This region is a portion of the unit square (that is, X; x X5) ; the line z; + 22 = y is a line with negative
slope that cuts the z; (horizontal) axis at x; = y, and the x5 axis (vertical) at zo = y. Now for0 <y <1,
Ay is the dark shaded lower triangle in the left panel of the figure below; hence,for fixed y,

Y [y—x2 y Y2
PXl,XQ[X1+X2 <y :/ / 1d:131d.7j2:/ (y—:L‘g)d:L‘QZ?.
0 Jo 0
For1 <y <2, A, is more complicated see the figure below (right panel). It is easier mathematically to

describe the complement of A, within X; x X (striped in the right panel of the figure below), so we
instead compute the complement probability as follows:

PX1+Xo<y] = P[X1 4 X2 >y

2
= 1—/ / 1dx1dx2—1—/ (1—y—|—x2)d:n2:—y——|—2y—1
T2 —1 2

These two expressions give the cdf Fy, and hence by differentiation we have

y 0<y<1
fr(y) =
2—y 1<y<2
and zero otherwise.
O<y<1 1<y<2
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EXAMPLE 4 Let X; and X be continuous rvs with ranges X; = (0, 1), Xy = (0, 2) and joint pdf

ZL‘1ZE2) O<z1<1,0<20<2

thXz(xl’x?) =C (JU% + 9

and zero otherwise.

(i) To calculate ¢, we have

so ¢ = 6/7. The marginal pdf of X, is given, for 0 < z; < 1, by

oo 2 212
6 T1T2 6 1T 6x1(221 + 1)
fxi(z1) = /OO fxix, (21, 22) dag = /0 = (96% += > dxg = = [x%wg + = QL =

and is zero otherwise.
(ii) To compute Px, x,[X1 > X2, let
A={(z1,22) : 0<z1 <1,0< 22 <229 <11}

so that

Px, x,[X1 > Xo :// Ix1,x, (21, 22) daaday
A

1 1.6 1%
o v 2 142
= /0 {/0 - <:v1 + 5 ) dxz}dxl




EXAMPLE 5 Let X1, X, and X3 be continuous rvs with joint pdf defined by

le,X%XS(QZl,xQ,xg):C O<zTi<a9a<23<1

and zero otherwise. The support of this pdf is X(®) = {(z1, 29, 23) : 0 < 1 < 29 < 23 < 1}.

(i)

(ii)

(iii)

Normalization: To calculate ¢, integrate carefully over XO), that is

/ / / Ix1,x2,%5 (%1, 2, x3) day dag drz =1
1 T3 X2
/ {/ {/ cdwl} dxg} drs =1
0 0 0
1 T3 T2 1 T3 1 2
/ {/ {/ cdxl} dxg} d:l:gz/ {/ ca:zd:cg} dIgZ/ CQU—?’dﬂ:g:E
o Lo 0 o Lo 0o 2 6

and hence ¢ = 6.

gives that

Now

Marginalization: for 0 < x3 < 1, fx, is given by

[e'e) o) xs3 2 3
fxs(z3) = / / [x1.X0.x5 (1, 2, x3) dzq dag = / {/ 6 d:vl} dxy = / 629 dro = 3x§
—o0 J —00 0 0 0

and is zero otherwise. Similar calculations for X; and X give
fx(z1) = 3(1—x)? 0<z <1

fx,(z2) = 6x2(1 — x2) 0<mzy<1

with both densities equal to zero outside of these ranges. Furthermore, for the joint marginal of
X7 and X5, we have

[ee) 1
Ix1,x, (%1, 2) = / [x1.Xx0,x5 (21, 2, x3) dog = / 6 drg = 6(1 — x3) O<zi <z <1
—00

T2
and zero otherwise. Combining these results, we have, for example, for the conditional of X;
given Xy = w9,
fxix. (1, 22) 1
[xix, (1|22) = —F——7"F = — 0< 1 <29
1‘ 2 ( ’ ) fX2 (xQ) .’132

and zero otherwise for fixed 5.

Expectations: we can calculate the expectation of X; either directly or using the Law of Iterated
Expectation: we have

00 1 1
[EX1 [Xl] = / xlfxl(.%'l) diL'l = / X1 3(1 — :E1)2 dl‘l = 1
0

—0o0

or, alternatively,

o 21 x
Ex,|x, [X1[X2 = a2 = / T1fx,|x, (T1]72) dy z/ 11— dzy = =2
—00 0 i) 2
and hence by the law of iterated expectation
Ex, [X1] = Ex, [Ex,x, [X1|X2]] =/ {Ex,|x, [X1]Xa]} fx, (22)dxs
1
T2 1
= — 1 —x9)dxy = —
/0 9 61‘2( .TQ) T2 4

4



EXAMPLE 6 Let X;, X5 be continuous random variables with joint density fx, x, and let rv Y be
defined by Y = ¢(X, X2). To calculate the pdf of Y we could use the multivariate transformation
theorem after defining another (dummy) variable Z as some function of X; and X5, and consider the
joint transformation (X1, X2) — (Y, Z). Defining Z = X, we have

friy) = / " fraly.z) dz = / " fvizwlo) f(z) dz = / 7 v o) (a1) dy

as fv,z(y,2) = fy|z(y|z)fz(2) by the chain rule for densities; fy|x, (y|z1) is a univariate (conditional)
pdf for Y given X; = ;.

Now, given that X; = x;, we have that Y = g(x;, X>), that is, Y is a transformation of X only.
Hence the conditional pdf fy|x, (y|71) can be derived using single variable (rather than multivariate)
transformation techniques. Specifically, if Y = g(x1, X2) is a 1-1 transformation from X5 to Y, then the
inverse transformation Xy = g~ !(z1,Y) is well defined, and by the transformation theorem

frxaWle) = fxx (@ @) [J(yia)| = fXQ\Xl(g_l(iﬂl,y)\wl)%{9_1($17t)}t:y

and hence

= [ {f&m (6~ () |en)

—0o0

gt {9*1(361, t) }t—y’ } Fx, (z1)da

For example, if Y = X X5, then X = Y/ X}, and hence

= |z |

SO

Fr(y) = / " Fe /el [l fx (an)den.

The conditional density fy,|x, and/or the marginal density fx, may be zero on parts of the range of
the integral. Alternatively, the cdf of Y is given by

Fy(y) = PV < y] = Plg(X1,X2) < o] = / / Frox (01, 2) dasdars
A

Yy

where Ay, = { (z1,22) : g(x1,22) <y} so the cdf can be calculated by carefully identifying and inter-
grating over the set A,

EXAMPLE 7 Let X, X, be rvs with joint density fx, x, and let g(X;). Then

Ex, x, [9(X1)] = /oo /oo 9(@1) fxsx, (@1, @2)dz1das
— /oo {/‘X’ g(l'l)leX2($1’1'2)fX2(.’L'2)d(L‘1}dx2

= [ stevrsm ol | ez

—0o0 —0o0

= [EX2 [[EX1|X2 [Q(X1)|X2]] = [EX1 [Q(Xl)]

by the law of iterated expectation. Thus, we can compute the expectation with respect to the marginal
fx, rather than the joint pdf.



EXAMPLE 8 Let X1, X» be continuous random variables with joint pdf given by

fxx (71, m2) = zrexp{—(z1 + 22)}  @1,22 >0
and zero otherwise. Let Y = X; + X5. Then by the Convolution Theorem,

[ee) Yy 2
)= [ Iy —o)don = [Tnew (- @+ -} don=Se v >0
—00 0

and zero otherwise. Note that the integral range is 0 to y as the joint density fx, x, is only non-
zero when both its arguments are positive, that is, when z; > 0 and y — z; > 0 for fixed y, or when
0 < 1 < y. Itisstraightforward to check that this density is a valid pdf, the Gamma(3,1).

EXAMPLE 9 Let X, X be continuous random variables with joint pdf given by
fX17X2(.’E1,.T2):2(1'1+1’2) ngl §$2 S 1

and zero otherwise. Let Y = X; + X5. Then by the Convolution Theorem,

y/2
[wan 0sy<a
00 0
fy(y) = / [x1.x0 (21,9 — 1) doy = p
— 00 Y
/ 2y dxq 1<y<2
y—1

and zero otherwise, as fx, x,(z1,y—x1) = 2y; this holds when both z; and y—x; lie in the interval [0, 1]
with z; < y — z; for fixed y, and zero otherwise. Clearly Y takes values on Y = [0,2]; for0 <y < 1,
the constraints 0 < 27 <y —x; < limply that 0 < 2z; <y, or 0 < z; < y/2 (for fixed y);if 1 <y < 2
the constraints imply y — 1 < z; < y/2. Hence

y? 0<y<1
fY(y) =
y(2—y) 1<y<2

It is straightforward to check that this density is a valid pdf. The region of (X1,Y") space on which the
joint density fx, x,(x1,y — x1) is positive; this region is the triangle with corners (0, 0), (1, 2), (0,1).

COVARIANCE If X; and X> are continuous rvs with joint mass function/pdf fx, x,, then the covari-
ance of X and X is defined by

Covx, x,[X1, Xo] = Exy x,[(X1—p1)(Xo — p2)] = //(961 — 1) (22 — p2) fxy,x, (w1, 22) dydas
= Ex, x, [X1Xo] — mEx, [X1] — mEx, [Xo] + pape

= Ex, x, [X1Xo] — pip2

where p; = E,[X;] is the marginal expectation of X; , fori = 1,2
It follows that if Y = X7 + X5, then
[EY [Y] - |EX1,X2 [Xl + XQ] - //(l'l + 1"2)fX17X2 (l’l,l'Q) dfl:ldCEQ
= // r1 fx,,x, (71, 22) dridas +//$2fxl,xz($17$2) dxidxs

= [Ex, [X1] + Ex, [X2]



and

Vary[Y] = Vary, x,[X1+ Xo] = Ex,x, [ (X1+ X2 — (u1 + p2))?]
= //(l‘l + a0 — 1 — p12)” fxy,x0 (21, 22) daiday
= // (w1 — p1)” + (w2 — p2)? + 2(x1 — pa) (w2 — p2)] Fxy X0 (%1, 72) dwiday

= //(l‘l — 1) fxy xo (21, 2) dardzs + //(3?2 — w2)* fxy x5 (21, 2) dwrday
+2 //(931 — p1) (2 — p2) fx,,x, (71, 02) dridas

= Vary, [Xi] + Varx,[X3] + 2 Covx, x,[ X1, X2
and the result for the sum of n variables follows similarly, or by induction.
EXAMPLE 10 Let X, X be continuous random variables with joint pdf given by
fxix(ae) =c¢  0<z <lyz1 <zp <z +1

and zero otherwise. To calculate ¢, we have

o) [e'e) 1 x1+1 1 1
/ / [x1.x, (21, 22) deodx; = / / cdxodr; = / c [xg]iiﬂ dr1 = / cdzs =c
—o0 J —00 0 T 0 0

so ¢ = 1. The marginal pdf of X; is given by

[e%s} x1+1
le(.CI}l) = / le’XQ(.%'l,xg) dro = / ldxy =1 O<zi <1
—00

1

and zero otherwise, and the marginal pdf for X is given by

T2
/ 1dx; = I9 O<as<1
00 0
fX2(x2) = / fX1,X2($1ax2) dr) = 1
= / 1dz, — 21y 1< a9 <2
xo—1
and zero otherwise. Hence
[e’s) 1 1
Ex, [Xi] = / r1 fx,(21) doy = / xy dry = -
—00 0 2
[ee) 1
2 2 2 1 1
Vaer [Xl] = I‘lfxl (I‘l) dxl — {[EX1 [Xﬂ} = $1 dl‘l — Z = E
oo 0



00 1 2
[EX2 [XQ] = / ngX2 (fL‘Q) d:L‘g = / LE% d.TQ + / $2(2 — xg) dl‘g
0 1

_ %_ <1—§)+<4—§> —1
Vary,[Xs] = /_Z 3 fx, (22) dzo — {Ex, [Xo]}?

1 2
= /x%xgdzz—k/azg@—xg)dmg—l
0 1
1 2 1 16 1
= - (- 2 g) 1=
i-(G-3)+(F-1)-1-3

The covariance and correlation of X; and X are then given by

Covy, x,[X1, Xa] = { / / 2122 fxs x, (21, 22) de}dxl—tExl X4] Ex, [X2]

1 x1+1 1
= / {/ T1x9 dl’g}dl’l —=.1
0 x1 2

and hence
Corrx, x,[X1,Xs] = Covy, x,[X1, X)) 1/12 1
X1,X2[ 41, A2 VVarx, [X1] Vary, [Xo]  /1/124/1/6 V2




