MATH 556 - EXERCISES 1-SOLUTIONS

1. (i) The density must integrate to 1, so we must have ¢ = \/2
(ii) The cdf takes slightly different forms either side of §. The density is symmetric about § so we

have L1 {Az —0)} <46
) 3 —all —expiAle — v
FX(JZ)—{ %+%(1—exp{—)\($—9)} x>0

(iii) The quantile function takes slightly different forms either side of p = 1/2. Again by symmetry,
we have

0+ ilog@p) p<1/2
Qx(p) = )
0~ log(2(1 —p) p>1/2

(iv) By symmetry, and the fact that the expectation is finite, we conclude that Ex[X] = 6;
(v) The variance of X is equal to the variance of Z = X — 0, so using

fa() = Jesp(-Ael}  zcR

we have

0 oo
Ez[Z%] = ;\/ 22 exp{Az} dz—&—;/ 2? exp{—\z} dz
0

—0o0

ri) 2

— = 2 — —
= )\/0 zexp{—)\z}dz—)\/\3 =

by the fact that in the integral the integrand is proportional to a Gamma pdf.
2. For joint density defined on the unit cube (0, 1)3.
Ix1.X0.x5 (21, 2, 23) = ¢(1 — sin(27zq ) sin(27xg) sin(27wz3))

and zero otherwise, for some constant c.

(a) We have for 0 < z1,z9 < 1
1
fxix,(x1,22) = / ¢(1 — sin(27xq) sin(27xg) sin(27x3)) ds
0

1
= ¢ —csin(2mxy) sin(27m:2)/ sin(2mxs) dzs
0
= ¢
Thus ¢ = 1, and X; and X, are marginally uniform, and independent.

(b) (X1, X2, X3)arenotindependent as the density does not factorize into the product of marginals,
which is a necessary condition for independence.
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3. We have that

1\"/? 1 &
Ix1, X0 (@1, Tn) = (271) exp{—Qfo}
i=1

Let V; = X2,i = 1,...,n. Then by univariate transformation methods
I\"? & _1p 1<
fVl,...,Vn(Ulau-aUn) = <27T> Evi / eXp _221)2'
for (v1,...,v,) on {R*}". Now if

S:znjxfzznjvi TZ-:X—’?:Vi/S i=1,....n
i=1 =1

then we know that

Hence consider the transform (Vi,...,V,) — (S,T1,...,T,—1), and the inverse transform

n—1
Vi=S8T, i=1,....,n—1 Vn:S<1—ZE>
=1

The Jacobian matrix of partial derivatives is an n x n matrix taking the form

t s 0 -+ 017
to 0O s -+ 0
: )
th—1 0o --- 0 s
n—1
<1 - > t,-) - —8§ -+ —5
L =1 4

The determinant of this matrix is identical to the determinant of the matrix formed by adding the
first n — 1 rows to the last, that is,

tl S 0 0

t2 0 S 0

P

th—1 0 -+ 0 s
1 0 0 0 |

which yields the determinant s” . Hence the target joint density is

1\"? [ ol \\ TV 1
fsrymn (St ytp1) = <27r> {il:[l(sti)—lﬁ} (s (1 — ;h)) exp {—25} sl
- 1\ [ & —1/2 - ‘ o n/2—1 s
= <27r> {ll;lltl } <1—;tz> S exp{—i}
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The support of this density is readily seen to be R™ x §,,_1, where S,,_1 is the n — 1 dimensional
simplex. Thus we have directly that for all (s, t1,...,t,—1),

fsm, .o (St tno1) = fs(s)fr, o (B, tne1)

where

n/2 S
fs(s) = (1{{2)/@ S exp {3} s> 0

and zero otherwise, thatis, S ~ Gamma(n/2,1/2), and

n n—1 _1/2
I'(n/2 _
from (b tn1) = 7(2?2) {th 1/2} <1 - Zh)
i=1 i=1

In fact, we have that

(T1,...,Tn_1) ~ Dirichlet(1/2,1/2,--- ,1/2).

Thus S and (77, ..., T),—1) are independent. Finally, as T}, is a deterministic function of (T4, ..., T,,—1),
S is independent of T}, also.

4. The cdf of the Pareto(f, ) distribution is

FX(:c):1< 0 )a x>0

which yields the quantile function

Qx(p) = 0({(1 —p)} V" 1)

Therefore we may set
X=0({(1-(1—-exp{-2})} V"~ 1)

or
X =0(exp{Z/a} —1)

as we require

Pelo(2) <ol =1 ()

for z > 0, but
P29(Z) <z]=Pz[Z < g '(z)] =1 — exp{—g " (2)}

el = (715 )

dictates that

or
g (z) = —alogh + alog(h + )

which yields the solution.
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