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(a) From first principles (univariate transformation theorem also acceptable): for y € R

and therefore
= ¢! cR
fY(y) (1 ey)2 Yy

and zero otherwise. By inspection this expectation is finite, and the pdf is symmetric around zero, so the
expectation is equal to zero.

6 MARKS
(b) From first principles (univariate transformation theorem also acceptable): for z € (0,1/4)
Fz(2) =Pr[Z <z]=Pr[X(1—-X) <z]=Prlz1(2) > X > x2(2)]
where z1(z) and z3(z) are the roots of the quadratic
2 —r+2=0
that is
1—-+v1—-4z 1++1—-4z2
xl(z):f IQ(Z):#.
Hence
Fz(z)=vV1—4z 0<z<1/4.
and therefore 5
= — 0<z<x1/4
and zero otherwise. For the expectation, using the Beta integral
! 1 1 1
Ep,12) = B X1 - X)| = [ a(-a)de=5 -3 =2
0
6 MARKS
(c)
1 1 1 1 1 1
Pr [Xng > ] = / / dxo dry = / (1-1/(2x1)) dz1 = [ac — logxl}

2 172 J1/(21) 1/2 2 1/2

Hence

17 1 1 1 1 1 1

As the distributions of X; and 1 — X are identical, we also have

pr|(1— x1)(1 - x0) > ﬂ =

8 MARKS



(a) Using the multivariate transformation theorem

(a) We have that Z(?) =R x R, and

t
g1(t1,t2) = é g2(t1,t2) = t1 + t2
(b) Inverse transformations:
X1 X
Zl 7. = 1A2
X1 = 7 T X
2 & X
Xo=21+72 Zy=—2
2 1+ 22 2711 X,
and thus
g1 (ti,te) = tit2/ (1 + 1) g3 ' (tit2) = t2/(1+ 1)
(c) Range: straightforwardly we have that X(?) = R x R
(d) The Jacobian for points (z1,22) € Y?) is
07 07 €2 Z1
Oy Oxy 1+21)?  (1+w1) |2
D = = = J , - —
e 822 62’2 _ Z2 1 | (1’1 172)| (1 + 1‘1)2
(97.’)31 (971‘2 (1+$1)2 (1+ZC1)

(e) For the joint pdf we have for (z1,22) € Y(?, bx independence of Z; and Z,

Ixi.x (T1,02) = f2,.2, ( I ) x ( [z2| 1 |z eXp{_l {M}}

1+z1 142 1+21)2 27 (1421)2 2 12(1 + 21)2
8 MARKS
(b) To get the marginal for X3, we integrate out Xo;
1 1 o r2(1 + 2?)
= _ e 000 27 d
Fetw) = gty [ mlen{ -G e
1 1 e 23(1 + 2%)
= _ __er @ -7 d
S A e"p{ 20w
11 (1+x1)2e w3(1+2))11° 1 1
= — —_ X _— -7 [ —
T (14 x1)? (1+2%) 20+x1)? )], w142}
so X1 ~ Cauchy.
4 MARKS

(c) The covariance between random variables Y7 and Y3 is
CO’Ule‘Yz [V1,Ys] = Efyl,yz [Y1Ya] — Efsq [YﬂEsz [Ya] = Ele [Z15] - Ele [Z12]Ele [Zlg] =0

as the odd moments of the standard normal are zero.
4 MARKS

(d) Find the mgf of V' is
My (t) = Ep, [e"] = Ey,, ,lexp{t(aZi + 8Z2)}] = Mz, (at) Mz, (5t) = exp{(a® + 5°)¢*/2}

4 MARKS



(a) By inspection

; 1 oo
Cx(t) = Eyy [e”X] = %/ et \e= 12/l qp

—00

But fx is symmetric about zero, so

Cx(t) = %/0 cos(tx)e ™7 dx = /0 cos(sy)e ™ dy

where s = ot, after changing from x to y = /0. Integrating by parts yields

1
Cx(t) = 1+ 022
as
Cx(t) = / cos(ty)e ¥ dy = [— cos(ty)e_y]go —/ tsin(ty)e ¥ dy
0 0
= 1-—t [sin(ty)e*y}go - t/ tcos(ty)e ¥ dy =1 —t*Cx (1)
0
8 MARKS
(b) (i) Xu,...,X,, are continuous random variables, as |[Cx ()] — 0 as t — o0
2 MARKS

(i) For the distribution to be infinitely divisible, the function

t
nl/a

{exp{~[t|]}}'/" = exp {_ ‘ }
needs to be a valid cf for a probability distribution, for all n. But clearly this cf is the cf of the

scale transformed random variable Y3 = n'/®X;. So the distribution of the X variables is infinitely
divisible.

4 MARKS
(iii) We have by elementary cf results that

COr,, (1) = """ {Cx (bpt)}" = €™ {exp{—n|bnt|*}} = e*** {exp{—nbn|*[t|*}}
Thus we must have a, =0 (as Cx (%) is entirely real) and
-1/

b,=n

6 MARKS



4. This question is bookwork:

(a) Chebychev Lemma: If X is a random variable, then for non-negative function h, and ¢ > 0,
Es, [P(X
Pr(h(X) > < Epx (M)
c

Suppose that X has density function fx which is positive for z € X. Let A= {z € X: h(z) > ¢} C X.
Then, as h(z) > con A,

By [h(X)] = / h(a) fx (z) de / W) fx () de + / h() fx(x) dx
A A’

> / W) fx (@) da

A

> /cfx(x) dr =cPr(X € Al =cPr[h(X) > (]
A

and the result follows.
Using the Chebychev Lemma with h(z) = €'® and ¢ = e, for t > 0,

Ep (] _ Mx(t)

eat eat

P[X >a] = P[tX > at] = Plexp{tX} > exp{at}] <

10 MARKS

(b) MINKOWSKI'S INEQUALITY : Suppose that X and Y are two random variables, and 1 < p < oo.
Then
1/ 1 1
{Erey [X +YPIT < B (IXPRY? +{Ep, (Y17

Proof. Write

Ep X +YP] = B [ X +Y[IX +YP

< Epy XX +Y P + Ep  [IY]IX + Y P

by the triangle inequality |z 4+ y| < |z| + |y|. Using Holder's Inequality on the terms on the right hand
side, for ¢ selected to satisfy 1/p+1/q =1,
1/q 1/q
1 - 1 _
Epy [IX+Y ] < {Bp [ X7 { Epe o [1X + Y1900 By, (VPP { By 1X 4+ Y ]907 D]

and dividing through by {Ef, . [|X + Y|Q<p—1>]}1/q yields

Efx,Y HX + Y‘p]
{Epyy [|1X +Y]a-D]}

< B X7 + {Bp, [[Y PI}P

and the result follows as ¢(p — 1) =p,and 1 —1/¢g=1/p. W
10 MARKS



(a) (i) A natural Exponential Family has k = 1 and takes the form

fx(xln) = h(z)e™ (n) exp {nx}
where 7 is the natural parameter. 5 MARKS
(i) Let S(X;n) be defined by

S(X;5m) = %logfx(X;n) = d% {logc*(n)} + X

This is the score function, and we know that E, [S(X;n)] =0, so therefore

d * d *
0=g, oM} + EpclX] » Epc[X] = =7 {log " (n)}
5 MARKS
(iii) By the univariate transformation theorem
11\ 1
f yoz:() exp{—} x>0
Thus, if n = —(a+ 1), we have for z € R
Py (ol) = o) exp { — § = exp{logy}
(Wl = Lo (W) exp | =2 0 g5 explnlogy
so this is an Exponential Family distribution with natural parameter n = —(a + 1).
4 MARKS

(b) Without loss of generality, consider X; and X». By iterated expectation
Efx1 [(Xi] = Epy |:EfX1\1\4 [Xa|M = m]:| =Epy [M] = p

Ele [X12] = Ly |:EfX1\JVI [X12|M = m]} =FEy, [M2 + 0’2] = ,UQ L7242

so that
Varge [X1] = Epy, [XT] = {Epy, [X0]}? = 7% + 0%

By symmetry Ef, [Xo] = puand Vary, [Xa] = 7% + 0. Now,
Efry, x, [X1X3] = Eyp,, [Efxl,XQ‘M[Xlxz\M = m]] = Ep, |:EfX1\M [X1|M =m] X Eg .\, [X2|M = m]
by conditional independence. Therefore

Efy x,[X1Xo] = By, [M x M] = Ey,, [M?] = p* + 77

Hence
CO’Ule,XQ [Xla XQ] = Ele,X2 [XlXQ] - ‘Efx1 [Xl]Efx2 [X2] = :u2 + T2 - /~L2 =7’

But this pairwise result holds for all pairs 7, j, so the variance-covariance matrix takes the form

™ +0? i=j
E--:
ol i

6 MARKS



(a) For 0 <z < oo,

o= (125) = (1+05)  — ew(-y/0n) = Fx(e)

as n — 00.
6 MARKS

(b) We have, from the extreme order statistics result

Fz,(2) =1—{1-Fx(2)}"

1 0 z2<1
FZn(Z):l_T—)
z 1 z>1

so that for z > 1

as n — 00, so the distribution is degenerate at z = 1. Now, if U,, = (Z,,)*", then if o, = 1/n,

1
Fy, (u) = PrlU, < u] = Pr[(Z,)%" <u] = Pr[Z, <u'/*]=1-~  u>1.
u
8 MARKS
(c) From the formula sheet
1 1
Eyy [X] = 5y Vars, [X] = P

and so from the Central Limit Theorem

VX, —1/\) a
RS S 2~ N Y)

or, for large finite n
X~ AN(1/X,1/(n)?))

Now, using the Delta Method with function g(z) = e~/*, and ¢ = 1/, we have
671/1

§(z) = 2 glc) = N2

and therefore for large finite n
T, ~ AN(e7*, \2e2* /n).

6 MARKS



