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DISTRIBUTIONS DERIVED FROM NORMAL RANDOM SAMPLES
Suppose that X1, ..., X,, ~ N(u,0?) form a random sample.

(a) By the univariate transformation result
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(b) By the multivariate transformation result
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as T can be written T = Z/\/V /v, where Z ~ N(0,1) and V ~ x2 are independent random

variables defined by
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(c) Fisher-F distribution: By the multivariate transformation result, if V; ~ Xil and V5 ~ ng are
independent random variables, then
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has pdf
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and zero otherwise. We say that @) ~ Fisher(k, k2).
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Now, if X1,...,Xpy ~ N(ux,0%)and Yi,...,Y,, ~ N(uy,0%) are independent random sam-
ples from different distributions, then as
(nx — 1)3?)( 2 (ny — 1)3% 2
T ~ Xnx—1 ? ~ Xny—1
it follows that
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Note that if X ~ Fisher(k1, k2), then
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Also

1
X ~ Fisher(ki,k2) = X~ Fisher(kz, k1)

X ~ Student(k;) = X? ~ Fisher(1,k;)

, (k1 /k) X by ko
X ~ Fisher(ky, k _\MJR)R | Beta (DL 22
isher(k1, k2) = 11 (k)X oo\ 202



THE MULTIVARIATE NORMAL DISTRIBUTION
MARGINAL AND CONDITIONALS DISTRIBUTIONS

Suppose that vector random variable X = (X1, Xo,..., X )| has a multivariate normal distribution

with pdf given by
fx(x) = o 7| ‘1/2 exp | —5X YTx

where ¥ is the k x k variance-covariance matrix (we can consider here the case where the expected
value p is the k x 1 zero vector; results for the general case are easily available by transformation).

Consider partitioning X into two components X; and X3 of dimensions k; and k; = k—k; respectively,
that is,
_ | X
X — [ b ] |
We attempt to deduce

(a) the marginal distribution of X;, and
(b) the conditional distribution of X3 given that X; = x;.

First, write

Y11 X2
2 p—
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where Y17 is k1 x k1, Y2 is ko X ko, Y01 = {5, and

s1_v {Vn V12]

Vo1 Vo

so that ¥V = I, (I, is the » x r identity matrix) gives

[211 Z312][V11 V12:|:[Ik1 0 ]
o1 292 Vo1 Voo 0 I,

where 0 represents the zero matrix of appropriate dimension. More specifically,

Y1V +%12Ve = Iy )
Y11Vi2 + %12V = 0 3)
221 Vi1 + 222V = 0 4)
Y01Vi2 +X22Vay = Ii,. %)

From the multivariate normal pdf in equation (1), we can re-express the term in the exponent as
x' Y lx = X1TV11X1 + XlTV12X2 + XQTV21X1 + X;VQQXQ. (6)

In order to compute the marginal and conditional distributions, we must complete the square in x3 in
this expression. We can write

x'N7x = (xg —m) M(xy —m) + ¢ (7)
and by comparing with equation (6) we can deduce that, for quadratic terms in x»,

Xy VaXg = X9 Mxy M = Vy (8)



for linear terms
T T . -1
X9 V21X1 = —X Mm . m = —V22 V21X1 (9)

and for constant terms
x{ Vi1x; =c+m' Mm c=x] (Vi1 — Vg, V! Vo )x; (10)
thus yielding all the terms required for equation (7), that is
xS % = (x2 + Vr' Varxi) ' Vaa(xa + Vool Vorxy) +x{ (Vi1 — Vi Vg Vo )xy, (11)

which, crucially, is a sum of two terms, where the first can be interpreted as a function of x, given x;,
and the second is a function of x; only.

Hence we have an immediate factorization of the full joint pdf using the chain rule for random vari-
ables;

fx(x) = fx,)x, (X2[x1) fx, (x1) (12)
where .
Ix.1x, (X2]x1) oc exp {—2(X2 + V2—21V21x1)TV22(x2 + V2—21V21x1)} (13)
giving that
XXy =x1 ~ N, (=V33 Varxi, Vyy' ) (14)
and
17 Tyl
fxa(x1) ocexp y =ox1 (Vin = Vi Vo Vau)x (15)
giving that
Xy ~ N, (0, (Vi1 — V;V;;Vgl)—l) . (16)
But, from equation (3), X2 = —211V12V521, and then from equation (2), substituting in 2,
Y11 Vi1 — 11 V12V Vo = I, Y11= (Vi1 — V12V Vo ) 7h = (Vi — Vg, Vi Vg )7L

Hence, by inspection of equation (16), we conclude that

’XI ~ Nkl (07 Ell) 3

(17)

that is, we can extract the > block of ¥ to define the marginal sigma matrix of Xj.

Using similar arguments, we can define the conditional distribution from equation (14) more precisely.
First, from equation (3), V2 = —El_llElngQ, and then from equation (5), substituting in V2

Y0151 S12 Voo + $29 Vg = Ly, Vi =39 — T3 T2 = Bg — L5 T

Finally, from equation (3), taking transposes on both sides, we have that V1211 + V2351 = 0. Then
pre-multiplying by V', and post-multiplying by ¥}, we have

Vo Vo + 215 =0 Vot Vo = =91 577,

so we have, substituting into equation (14), that

Xo|X1 =x1 ~ N, (22121_11X17 o9 — 22121_11212) - (18)

Thus any marginal, and any conditional distribution of a multivariate normal joint distribution is also
multivariate normal, as the choices of X; and X are arbitrary.



