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The goal of this paper is to give a proof of Dirichlet’s Theorem by showing various facts
about L-functions. The Dirichlet Theorem is stated as follows:

Theorem: Let a,m ∈ Z be such that m > 1, and gcd(a,m) = 1. Then there are
infinitely many primes congruent to a modulo m.

Before we can prove this however, we need to familiarize ourselves with a few definitions.

Definition 1: Let G be a finite abelian group. Then a character χ is a group ho-
momorphism of G to the group of complex numbers under multiplication C∗.

Propostion 1: The set containing all characters χ of G is a multiplicative group,
and is denoted Hom(G,C∗), ie. (χ1 · χ2)(g) = χ1(g) · χ2(g) for all g ∈ G.

Proof: Consider the group homomorphism χe : G → C∗ defined by χe(g) = 1 for
all g ∈ G. Then for any character χ of G, we have:

(χe · χ)(g) = χe(g) · χ(g) = χ(g) = χ(g) · χe(g) = (χ · χe)(g)
Therefore, χe is the identity element in Hom(G,C∗). From now on, we will denote χe

by 1.
Since every element in the complex numbers has a multiplicative inverse, if χ is a char-
acter of G, there will always exist another character of G, χ−1 such that χ−1(g) = 1

χ(g)

for all g ∈ G. Therefore, we have that:
(χ · χ−1)(g) = (χ−1 · χ)(g) = χ(g)

χ(g) = 1 for all g ∈ G
Thus, every character of G has an inverse.
If χ1,χ2 are two characters of G, g1, g2 ∈ G, then

(χ1 · χ2)(g1g2) = χ1(g1g2)χ2(g1g2)

= χ1(g1)χ1(g2)χ2(g1)χ2(g2)

= (χ1 · χ2)(g1)(χ1 · χ2)(g2).

This shows that characters of G are closed under multiplication.
If χ1,χ2,χ3 are three characters of G, g ∈ G, then

((χ1 · χ2) · χ3)(g) = (χ1 · χ2)(g)χ3(g)

= χ1(g)χ2(g)χ3(g)

= χ1(g)(χ2 · χ3)(g)

= (χ1 · (χ2 · χ3))(g).

Therefore, characters of G are associative, and thus Hom(G,C∗) is a group under mul-
tiplication.

!

Definition 2: Hom(G,C∗) is called the dual of G, and will now be denoted Ĝ.

Definition 3: A group G is called divisible if for all pairs (n, g), where n ∈ Z+,
and g ∈ G, there exists y ∈ G such that n · y = g.
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Proposition 2: Let H ≤ G be a subgroup of G. Then every character of H can
be extended to a character of G.

Proof: To prove this proposition, we will induct on the index of G and H: [G : H] = |G|
|H|

If [G : H] = 1, then G = H, so every character of H is a character of G.
If [G : H] > 1, there exists g ∈ G such that g $∈ H. Define n as the smallest integer
such that gn ∈ H. This n always exists, because since G is finite abelian, there exists
t ∈ Z such that gt = e ∈ H, where e is the identity element in G. Now let χ ∈ Ĥ, and
χ(gn) = k. Since C is a divisible group under multiplication, there exists m ∈ C such
that mn = k. Now consider the subgroup H1 =< H, g >, the subgroup of G generated
by H and g. Then every element of H1 is of the form: h1 = hga for some h ∈ H, a ≤ n
integer. Define χ1(h1) = χ(h)ga. χ1 is a character of H1, which extends the character χ
of H. Since g $∈ H, |H1| > |H|, it follows that [G : H1] < [G : H]. Thus, by the induction
hypothesis, χ1 can be extended to a character of G, and since χ1 extends χ, χ can be
extended to a character of G.

!

Proposition 3: Ĝ is a finite abelian group, and |Ĝ| = |G|.

Proof: To see that Ĝ is abelian, if χ1,χ2 are two characters of G, by the fact that
the complex numbers are abelian we have that

(χ1χ2)(g) = χ1(g)χ2(g) = χ2(g)χ1(g) = (χ2χ1)(g) for all g ∈ G.
As for|G| = |Ĝ|, we go by induction on |G|.
If |G| = 1, there is only one character of G, since if χ a character of G, g ∈ G the only
element of G, then

χ(g) = χ(g · g) = χ(g)2 ⇒ χ(g) = 1.
Therefore, there is only one character of the trivial group.
Now, let H < G be a strict subgroup of G. Consider the map α : Ĝ → Ĥ defined by the
restriction of characters of G to the subgroup H. By propostion 2, since every character
of H can be extended to a character of G, the map α is surjective. Also,

ker(α) = {characters χ of G such that χ(h) = 1 for all h ∈ H}
= {characters of the group G/H}

= Ĝ/H.

By the first isomorphism theorem, Ĝ

Ĝ/H
& Ĥ, and therefore |Ĝ| = |Ĝ/H||Ĥ|.

Since |G/H|, |H| < |G|, by induction hypothesis, |G/H| = |Ĝ/H|, and |H| = |Ĥ|. Also,

by LaGrange’s Theorem, |G/H| = |G|
|H| . Putting all this together yields

|Ĝ| = |Ĝ/H||Ĥ|
= |G/H||H|

=
|G|
|H| |H|

= |G|.

!

Proposition 4: Let g ∈ G. Then the function Xg : Ĝ → C∗ defined by Xg(χ) '→ χ(g)

defines a character of Ĝ.
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Proof: Let g ∈ G, and χ1,χ2 ∈ Ĝ. Then
Xg(χ1χ2) = (χ1χ2)(g) = χ1(g)χ2(g) = Xg(χ1)Xg(χ2).

Therefore, X is a homomorphism, and thus a character of Ĝ.

!

Proposition 5: The map ε : G → ˆ̂G defined by ε(g) = Xg, where g ∈ G is an isomor-
phism.

Proof: Since |G| = |Ĝ| = | ˆ̂G|, the map ε is injective if and only if it is surjective.
To show that ε is injective, we need to show that if g ∈ G, g $= 1, then there exists
a character χ of G such that χ(g) $= 1, or else the kernel of ε would not be trivial.
Consider the subgroup H =< g >, |H| = n, subgroup generated by g. Now consider
any character χ of H. Since gn = 1, if χ(g) = ω, then

1 = χ(gn) = χ(g)n = ωn.
Therefore, ω is an nth root of unity. By proposition 3, we know that |H| = |Ĥ|, which
means there must exist a non-trivial nth root of unity ω such that χ(g) = ω for some
character χ of H, since otherwise there would only be one character of H. By proposition
1, the character χ of H with the property that χ(g) = ω can be extended to a character
of G, and therefore if g $= 1, there exists a character χ of G such that χ(g) $= 1. There-
fore, the map ε is injective, and thus surjective. To see that ε is a homomorphism, if
g1, g2 ∈ G, then for all χ ∈ Ĝ, we have

ε(g1g2) = Xg1g2 = χ(g1g2) = χ(g1)χ(g2) = Xg1Xg2 = ε(g1)ε(g2).
Therefore, ε is an isomorphism.

!
Proposition 6: Let |G| = n, χ be a character of G, then

i)
∑

g∈G

χ(g) =

{
n : χ = 1
0 : χ $= 1,

and

ii)
∑

χ∈Ĝ

χ(g) =

{
n : g = 1
0 : g $= 1.

Proof:
i) If χ = 1, then ∑

g∈G

χ(g) = 1 + 1 + · · ·+ 1 (n times)= n.

If χ $= 1, let h ∈ G be such that χ(h) $= 1. Then

χ(h)
∑

g∈G

χ(g) =
∑

g∈G

χ(h)χ(g) =
∑

g∈G

χ(hg).

Since G is a group, if h · g = h · k, then g = k by cancellation.
Therefore, the map: β : G −→ G defined by β(g) = h · g is injective, and thus surjective
(since |G| < ∞).

This shows that
∑

g∈G

χ(hg) =
∑

k∈G

χ(k), where k = xy.
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Therefore, we have

(χ(h)− 1) ·
∑

g∈g

χ(g) = χ(h)
∑

g∈g

χ(g)−
∑

g∈g

χ(g) =
∑

g∈g

χ(g)−
∑

g∈g

χ(g) = 0.

This implies that either (χ(h) − 1) = 0, or
∑

g∈g

χ(g) = 0, but since χ(h) $= 1 by as-

sumption,
∑

g∈g

χ(g) = 0.

∆

ii) Since the function X : Ĝ −→ C∗ given by X(χ) = χ(g) is a character of Ĝ, the
second part of the proposition follows immediately from the first part, when applied to
Ĝ.

!

We will now focus our discussion to characters with certain properties which will later be
used to define L-functions. These characters are generally called ”Dirichlet Characters
of modulus m”, where m ∈ Z.

Definition 4: Consider (Z/mZ)∗, the multiplicative group of invertible elements of
Z/mZ. Then, if χ : (Z/mZ)∗ −→ C∗ is such that χ(ab) = χ(a)χ(b) for all a, b ∈
(Z/mZ)∗, then χ is called a character modulo m.

Note that we can extend χ to a character of Z in the following way.

Definition 5: A function χ : Z −→ C∗ is called a Dirichlet character of modulus
m if it satifies the following three properties:
i) χ(ab) = χ(a)χ(b) for all a, b ∈ Z.
ii) If gcd(a,m) > 1, then χ(a) = 0.
iii) χ(a+m) = χ(a) for all a ∈ Z.

Example: m = 5.
Note that the values that any Dirichlet character of modulus 5 takes for 1, 2, 3, and 4
completely determine the character for all a ∈ Z by condition iii). Since χ(1) = χ(12) =
χ(1)χ(1), it follows that χ(1) = 1. Also, χ(42) = χ(16) = χ(1) = 1, which implies that
χ(4) = ±1. χ(22) = χ(4) = χ(9) = χ(32), and χ(3)χ(2) = χ(6) = χ(1) = 1. Therefore:
If χ(4) = 1, then either χ(3) = χ(2) = 1, or χ(3) = χ(2) = −1
If χ(4) = −1, then either χ(2) = i,χ(3) = −i, or χ(2) = −i,χ(3) = i.
Therefore, the only four Dirichlet characters of modulus 5 are

mod 5 1 2 3 4
1 1 1 1 1
χ1 1 -1 -1 1
χ2 1 i −i -1
χ3 1 −i i -1.

Note that χ1 is simply
(
a
5

)
, where

(
a
5

)
is the Legendre symbol which is defined in

the following way.
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Definition 6: The Legendre symbol
(

a
p

)
, a ∈ Z, p prime is a function defined as

(
a

p

)
=






1 if there exists b ∈ Z/pZ such that a = b2(modp)

0 if p divides a

−1 otherwise.

Proposition 7: a(p−1)/2 ≡ 1(modp) if and only if there exists b ∈ Z/pZ such that

a ≡ b2(modp), or equivalently,
(

a
p

)
≡ a(p−1)/2(modp).

Proof: Assume a(p−1)/2 ≡ 1(modp). Let g ∈ (Z/pZ)∗ be a primitive root (ie,
p− 1 is the smallest power of g such that g(p−1) ≡ 1(modp)). Since g a primitive root,
there exists x < p− 1 such that

gx ≡ a(modp).
This implies that

g(x(p−1)/2) ≡ a(p−1)/2 ≡ 1(modp).
Therefore, 2 divides x as x(p− 1)/2 must be a multiple of p− 1, or else
g(x(p−1)/2) $≡ 1(modp), by the fact that g is a primitive root. Let x = 2 · y. Then

gx = (gy)2 = b2, where b = gy.
Therefore

b2 = gx ≡ a(modp).

∆

Conversly, assume that there exists b such that b2 ≡ a(modp). Then
a(p−1)/2 = (b2)(p−1)/2 = bp−1 ≡ 1(modp)

by Fermat’s Little Theorem.

!

Proposition 8: The function
(

a
p

)
is a Dirichlet character of modulus p.

Proof: By the definition of the Legendre symbol, if gcd(a, p) > 1, then
(

a
p

)
= 0.

Also, we have that (
a+p
p

)
=

(
a
p

)
for all a ∈ Z,

since a+ p = a(modp).
To show multiplicativity of the Legendre symbol, we note that(

ab
p

)
= (ab)(p−1)/2 = a(p−1)/2 · b(p−1)/2 =

(
a
p

)
·
(

b
p

)
.

Therefore, The Legendre symbol
(

a
p

)
is a Dirichlet character of modulus m.

!

Going back now the the example of the dirichlet characters modulo 5, we can see that(
1
5

)
= 1(5−1)/2 = 12 ≡ 1(mod5)(
2
5

)
= 22 = 4 ≡ −1(mod5)(

3
5

)
= 32 = 9 ≡ −1(mod5), and(
4
5

)
= 42 = 16 ≡ 1(mod5) .

Therefore, χ1(a) is precisely the Legendre symbol
(
a
5

)
.

Now that we have familiarized ourselves with the definition of a character, and some of
its properties, we will move on to defining a special kind of series known as Dirichlet
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series. This will prove to be very useful later, as both the Riemann zeta function and
the L-function are both Dirichlet series.

Definition 7: Let (λn)∞n=1 be a sequence of real numbers such that
0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λn ≤ · · · .

Then, a Dirichlet series with exponents (λn)∞n=1 is defined as

f(z) =
∞∑

n=1

ane
−λnz, where an ∈ C, z ∈ C.

Proposition 9: If the Dirichlet series f(z) =
∞∑

n=1

ane
−λn converges for some z = z0,

then for any domain in the first quadrant with +(z) ≥ +(z0), f(z) converges uniformly,
where +(z) denotes the real part of the complex number z.

In order to prove the above proposition, we need to make use of the following two
lemmas.

Lemma 1: Let (an), (bn) be two sequences. Define

Am,t =
t∑

n=m

an, and Sm,t =
t∑

n=m

anbn.

Then

Sm,t =
t−1∑

n=m

Am,n(bn − bn+1) +Am,tbt.

This is known as Abel’s Lemma.

Proof: first note that an = Am,n +Am,n−1. Then

Sm,t =
t∑

n=m

(Am,n −Am,n−1)bn

= (Am,m(bm − bm+1 +Am,m+1(bm+1 − bm+2) + · · ·+Am,t−1(bt−1 − bt) +Am,tbt

=
t−1∑

n=m

Am,n(bn − bn+1) +Am,tbt.

!

Lemma 2: Let a, b ∈ R, 0 < a < b, z = x+ iy, x > 0. Then

|e−az − e−bz| ≤ | zx |(e
−ax − e−bx).

Proof: We start by noticing that

z
∫ b
a e−tzdt = (−e−tz)ba = e−az − e−bz.

Therefore
|e−az − e−bz| = |z

∫ b
a e−tzdt| ≤| z|

∫ b
a e−txdt = | zx |(−e−tz)ba = | zx |(e

−ax − e−bx).

!

We now return to the proof of Proposition 9.
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Proof: Without loss of generality, we can assume that z0 = 0 (by a translation argu-

ment). Therefore, if
∞∑

n=1

ane
−λnz0 converges, then so does

∞∑

n=1

an (as z0 = 0). Therefore,

we are reduced to proving that any domain with |z|/+(z) ≤ (π/2), and +(z) ≥ 0, f(z)
converges uniformly. Let

Am,t =
∞∑

n=1

an, and Sm,t =
∞∑

n=1

ane
−λnz, where +(z) > 0.

Then for all ε > 0, since
∞∑

n=1

an converges, there existsN ∈ Z+ such that for allm, t ≥ N ,

|Am,t| < ε.
By Abel’s Lemma, we have

Sm,t =
t−1∑

n=m

Am,n(e
−λnz − e−λn+1z) +Am,te

−λtz.

By Lemma 2, we have
|e−λnz − e−λn+1z| ≤ | zx |(e

−λnx − e−λn+1x).
Therefore,

|Sm,t| ≤
t−1∑

n=m

|Am,n||e−λnz − e−λn+1z|+ |Am,t||e−λtz|

≤
t−1∑

n=m

ε| z
x
|(e−λnx − e−λn+1x) + εe−λtx

≤ ε(1 + (π/2)(e−λmx − e−λtx)

≤ ε(1 + π/2).

Therefore, f(z) converges uniformly.

!

Definition 8: The derivative of a complex valued function at a point z0 is defined as

f ′(z0) = lim
z→z0

f(z)− f(z0)

z − z0
.

If the limit approaches the same value for every sequence of complex numbers approach-
ing z0, f(z) is said to be complex-differentiable. A complex-valued function f(z) is said
to be holomorphic in a domain D of the complex plane, if f(z) is complex-differentiable
for all z0 ∈ D.[2]

Definition 9: If a Dirichlet series f(z) converges for +(z) > x0, we call x0 the abscissa
of convergence, and the open set of C defined by +(z) > x0 the half plane of convergence.

Corollary: The Dirichlet series f(z) =
∞∑

n=1

ane
−λnz is holomorphic in the half plane of

convergence.

To see this, we use the result from Complex Analysis that states:
If there is a sequence of holomorphic functions (fn) on an open set C, such that (fn)
converges uniformly to f, then f is holomorphic on U.[2]

By proposition 9, we saw that f(z) =
∞∑

n=1

ane
−λnz converges uniformly in the half plane

of convergence, and thus by the above result, f(z) is holomorphic.
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We now turn our attention to a specific type of Dirichlet series known as the ordi-
nary Dirichlet Series.

Definition 10: The ordinary Dirichlet series is a Dirichlet series with (λn)∞n=1 =
(log(n))∞n=1 ie

f(s) =
∞∑

n=1

ann
−s.

Proposition 10: If there exists M ∈ Z+ such that |an| < M for all n, where

f(s) =
∞∑

n=1

ann
−s, then f(s) is absolutely convergent for +(s) > 1.

Proof: We have that
∞∑

n=1

|an|n−s ≤
∞∑

n=1

Mn−s = M
∞∑

n=1

n−s.

Since
∞∑

n=1

n−s converges for all s > 1, so does f(s).

!

Proposition 11: Let Am,t =
t∑

n=m

an, where f(s) =
∞∑

n=1

ann
−s. If there exists M ∈ Z+

such that |Am,t| ≤ M for all m,t, then f(s) converges for +(s) > 0.

Proof: Let Sm,t =
t∑

n=m

ann
−s. Then, by Abel’s Lemma, we get

|Sm,t| = |
t−1∑

n=m

Am,n(n
−s − (n+ 1)−s) +Am,tt

−s|

≤ M(
t−1∑

n=m

|n−s − (n+ 1)−s|+ |t−s|)

≤ M(m−s).

Therefore, f(s) converges for +(s) > 0, since m−s goes to zero as m goes to infinity for
all s > 0.

!

With the properties of Dirichlet series that we just discussed, we are now in good shape
to define the Riemann zeta function, one of the most important functions in Number
Theory, and L-functions, which play a critical role in Dirichlet’s proof.

Definition 11: The Riemann zeta function is an ordinary Dirichlet series with an = 1
for all n, ie

ζ(s) =
∞∑

n=1

n−s.

Definition 12: Let χ(n) be a Dirichlet character of modulus m, for some m ≥ 1,
then the L-function with respect to χ is an ordinary Dirichlet series with an = χ(n) for
all n ie
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L(s,χ) =
∞∑

n=1

χ(n)n−s.

Proposition 12: If g(x) is a bounded, strictly multiplicative function (g(xy) = g(x)g(y)
for all pairs (x, y)), then

∞∑

n=1

g(s)n−s =
∏

p∈P

(1− g(p)p−s)−1,

where P is the set of all primes. This is known as Euler product factorization.

Proof: First, we see that

∏

p<x

(1− g(p)p−s)−1 =
∏

p<x

∞∑

n=0

g(p)p−s

= lim
m→∞

∏

p<x

(1 + g(p)p−s + · · ·+ g(pm)p−ms)

= lim
m→∞

∑

n∈Sm
x

g(s)n−s,

where Sm
x = {n ∈ Z+such that each prime in the factorization of n is ≤ x, and occurs

with multiplicity ≤ m}.
Therefore, we have
∏

p∈P

(1− g(p)p−s)−1 = lim
x→∞

∏

p<x

(1− g(p)p−s)−1 = lim
x,m→∞

∑

n∈Sm
x

g(s)n−s =
∞∑

n=1

g(n)n−s.

!

In particular, we get that

ζ(s) =
∞∑

n=1

n−s =
∏

p∈P

(1− p−s)−1,

and

L(s,χ) =
∞∑

n=1

n−s =
∏

p∈P

(1− χ(p)p−s)−1.

Definition 13: A deleted-neighbourhood of z0 ∈ C is defined as
D = {z : 0 < |z − z0| < r},

ie, it is an open disc of radius r centered at z0, where z0 is not in the deleted-neighbourhood.
Let f(z) be afunction defined in a deleted neighbourhood of z0. Then, if the function
(1/f)(z) is holomorphic in the full neighbourhood of z0, where (1/f)(z0) := 0, then z0
is called a pole of f(z) [2].

Proposition 13: The zeta function has a pole at s = 1.

Proof: We will prove the proposition by showing that
ζ(s) = 1

s−1 +H(s),
where H(s) is holomorphic in +(s) > 0. We start by noticing that

1
s−1 =

∫∞
1 t−sdt.

Therefore, we can rewrite the zeta function as
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ζ(s) =
∞∑

n=1

n−s +
1

s− 1
−

∫ ∞

1
t−sdt

=
1

s− 1
+

∞∑

n=1

n−s −
∞∑

n=1

∫ n+1

n
t−sdt

=
1

s− 1
+

∞∑

n=1

∫ n+1

n
(n−s − t−s)dt.

Let Hn(s) =
∫ n+1
n (n−s − t−s)dt, and H =

∞∑

n=1

Hn(s). Now since Hn(s) is holomorphic

for all +(s) > 0, if
∞∑

n=1

Hn(s) converges, H will have the desired properties. Now we

have that

|Hn(s)| = |
∫ n+1

n
(n−s − t−s)dt|

≤
∫ n+1

n
|n−s − t−s|dt

≤ sup
n≤t≤n+1

|n−s − t−s|
∫ n+1

n
dt

= n−s − (n+ 1)−s.

By the Mean Value Theorem, we have
(n−s−(n+1)−s)−(n−s−n−s)

(n+1)−n = (d/dt)(n−s − t−s)(c)

for some c ∈ (n, n+ 1). Therefore,
|Hn(s)| = |(n−s − (n+ 1)−s| = |s/cs+1| ≤| s|/|ns+1| = |s|/nRe(s)+1.

This implies that
∞∑

n=1

Hn(s) ≤
∞∑

n=1

|s|/nRe(s)+1.

Therefore, H will converge for all +(s) > 0.

!

Proposition 14: lims→∞




∑

p : prime

1

ps




/

log
(

1
s−1

)
= 1, i.e.

∑

p

1

ps
∼ log

(
1

s− 1

)
.

Proof : From the proof of Proposition 13, we know that

ζ(s) ∼ 1

s− 1
.

Therefore,

log ζ(s) ∼ log

(
1

s− 1

)
.

Now,

log ζ(s) = log
∏

p : prime

(1− p−s)−1 =
∑

p : prime

− log(1− p−s).
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By Taylor expanding − log(1− p−s), we have that

∑

p

− log(1− p−s) =
∑

p

(
p−s +

p−2s

2
+

p−3s

3
+ · · ·

)

=
∑

p

p−s +
∑

p

(
p−2s

2
+

p−3s

3
+ · · ·

)

≤
∑

p

p−s +
∑

p

(
p−2s + p−3s + · · ·

)

=
∑

p

p−s +
∑

p

p−2s(1 + p−s + p−2s + · · · )

=
∑

p

p−s +
∑

p

p−2s

(
1

1− p−s

)
.

Since 1
1−p−s ≥ 2, we get that

∑

p

p−s +
∑

p

p−2s

(
1

1− p−s

)
≤

∑

p

p−s + 2
∑

p

p−2s

<
∑

p

p−s + 2
∞∑

n=1

n−2

=
∑

p

p−s +
π2

3
.

Therefore,
∑

p p
−s + A = log ζ(s), whichimpliesthat

∑
p p

−s ∼ log
(

1
s−1

)
, where A =

∑
p

(
p−2s

2 + p−3s

3 + · · ·
)
is bounded.

!
Proposition 15: If χ = 1 is the trivial character modulo m, then

L(s, 1) =
∏

p|m

(1− p−s)ζ(s).

Proof: We have by proposition 12 that

L(s, 1) =
∏

p∈P

(1− χ(p)p−s)−1,

with

χ(p) =

{
0 : p|m
1 : otherwise.

Therefore, we get that

L(s, 1) =
∏

p (|m

(1− p−s)−1

=
∏

p (|m

(1− p−s)−1
∏

p|m

(1− p−s)−1/
∏

p|m

(1− p−s)−1

= ζ(s)/
∏

p|m

(1− p−s)−1

= ζ(s)
∏

p|m

(1− p−s).

11



!

Corollary: L(s, 1) has a pole at s=1.
Since for all m ∈ Z,

∏
p|m(1 − p−s) is finite, since ζ(s) has a pole at s = 1, it fol-

lows immediately from Propostion 15 that L(s, 1) has a pole at s = 1. Also, we note
that since the zeta function can be analytically extended to a function defined for all
s $= 1, it again follows from proposition 15 that L(s, 1) can be extended in the same way.

Proposition 16 For all χ $= 1, L(1,χ) < ∞.

Proof : To prove this, we will show that L(s,χ) converges for Re(s) > 0 (χ $= 1). Since

L(s,χ) is an ordinary Dirichlet series, if we can show that |Ar,t| =
t∑

n=r

are bounded,

by Proposition 11 L(s,χ) will converge for Re(s) > 0. By Proposition 6, we know that
r+m−1∑

n=r

χ(n) = 0 (where m is the modulus of the character). Therefore, the only case

that we care about is
t∑

n=r

χ(n), where t− r < m. But this turns out to be trivial, as

|An,m| =

∣∣∣∣∣

t∑

n=r

χ(n)

∣∣∣∣∣ ≤
t∑

n=r

|χ(n)| ≤ ϕ(m).

!

We will now introduce some notation that we will use to prove that L(1,χ) $= 0 for all
χ $= 1.

Fix an m ≥ 1. Given p a prime, if gcd(p,m) = 1, then define p̄ = p(modm). Denote the
order of p̄ by θ(p) = smallest t such that p̄t = 1(modm), and let ψ(p) = φ(m)/θ(p).

Definition 14: We define a new function ζm(s) as

ζm(s) =
∏

χ

L(s,χ),

where the product is over all the Dirichlet characters modulo m.

Propostion 17: ζm(s) =
∏

p (|m

(1− p−sθ(p))−ψ(p).

Proof: To prove this result, we will rely on the following two results. The first re-
sult states that if Ω is the set of θ(p) roots of unity, then the following identity holds:∏

ω∈Ω

(1− ωx) = 1− xθ(p). [1]

The second result we use is the statement that there are exactly ψ(p) characters modulo
m with the property that χ(p̄) = ω for every fixed ω ∈ Ω. [1].
Combining the above two results gives us that∏

χ

(1− χ(p)x) = (1− xθ(p))ψ(p).

Plugging in p−s = x into the above formula gives

12



ζm(s) =
∏

χ

L(s,χ)

=
∏

χ

∏

p (|m

(1− χ(p)p−s)−1

=
∏

p (|m

∏

χ

(1− χ(p)p−s)−1

=
∏

p (|m

(1− p−sθ(p))−ψ(p).

!

We have now made it to the most crucial part of Dirichlet’s proof, which is the following
theorem.

Theorem 1: Let χ be a Dirichlet character modulus m, χ $= 1. Then, the associ-
ated L-function L(s,χ) has the property that L(1,χ) $= 0.

Proof: by Proposition 16, we know that L(s,χ) converges for all +(s) > 0, where
χ $= 1, and by the corollary to Proposition 15, we know that L(s, 1) can be anayltically

extended to +(s) > 0. Therefore, since ζm(s) =
∏

χ

L(s,χ), ζm(s) can also be analyti-

cally extended to +(s) > 0.
Assume that there exists χ $= 1 such that L(1,χ)=0. This implies that ζm(s) is holo-
morphic when +(s) = 1, and therefore it is holomorphic for all +(s) > 0, and thus ζm(s)
converges for all +(s) > 0 [1].
Now, by expanding ζm(s), we get that

ζm(s) =
∏

p (|m

(1− p−sθ(p))−ψ(p)

=
∏

p (|m

(1 + p−θ(p)s + p−θ(p)2s + · · · )φ(m)/θ(m)

>
∏

p (|m

(1 + p−φ(m)s + p−φ(m)2s + · · · )

=
∑

gcd(n,m)=1

n−φ(m)s.

The last line diverges for s ≤ φ(m), and therefore ζm(s) diverges for s ≤ φ(m). This is
a contradiction, and therefore, L(1,χ) $= 0 for all χ $= 1.

!

Definition 15: Let P be the set of all prime numbers, K ⊆ P be a subset. Then, the
Dirichlet Density is defined as

lims→1+(
∑

p∈K

p−s)/(log(1/s− 1)).

Now we are about done, as by using this density, Dirichlet’s Theorem becomes a di-
rect result of the following three lemmas.

13



Definition 16 : Let χ be a character modulo m, then

fχ(s) =
∑

p (|m

χ(p)

ps
.

Lemma 3 : In the case that χ = 1, we have that f1(s) ∼ log
(

1
s−1

)
.

Proof : From Proposition 14, we have that
∑

p

1

ps
∼ log

(
1

s− 1

)
. Since χ = 1,

then

f1(s) =
∑

p

1

ps
−

∑

p | m

1

ps
.

(since χ(p) = 0 if and only if p | m). But
∑

p | m

1

ps
is finite, as there are finitely-many

primes less than m. Therefore, f1(s) ∼
∑

p
1
ps ∼ log

(
1

s−1

)
.

!
Lemma 4: As s → 1+, if χ $= 1, then fχ(s) is bounded.

Proof: From the proof of proposition 14, we can see through a similar argument that

logL(s,χ) =
∑

p:prime

χ(p)p−s +A =
∑

p (|m

χ(p)p−s +A = fχ(s) +A,

where A remains bounded as s → 1+. Also, from proposition 16, we know that L(s,χ)
remains bounded as s → 1+, which shows that logL(s,χ) remains bounded as s → 1+.
Therefore, we have that

fχ(s) = logL(s,χ)−A, which implies that fχ(s) is bounded as s → 1+.

!
Lemma 5: Let Pa denote the set of primes congruent to a modulo m, and consider

fa(s) =
∑

p∈Pa

p−s.

Then
fa(s) = (1/ϕ(m))

∑

χ

χ(a)−1fχ(s).

Proof: We have that

∑

χ

χ(a)−1fχ(s) =
∑

p (|m

∑

χ

χ(a)−1χ(p)p−s

=
∑

p (|m

∑

χ

χ(a−1p)p−s

= ϕ(m)
∑

p∈Pa

p−s,

since, by proposition 6,
∑

χ

χ(a−1p) = ϕ(m) if and only if a−1p ≡ 1mod(m), and = 0

otherwise.

!
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We can now reword Dirichlet’s Theorem in the following way.

Theorem 2: The set Pa has Dirichlet Density of 1/ϕ(m), and is therefore infinite.

Proof: By lemma 3, f1(s) ∼ log
(

1
s−1

)
, and by lemma 4, all the other fχ’s are bounded.

Therefore, by lemma 5, fa(s) ∼ (1/ϕ(m)) log
(

1
s−1

)
. This implies that the Dirichlet den-

sity of Pa is

fa(s)/ log
(

1
s−1

)
∼ (1/ϕ(m)).

Therefore, since the set Pa has a non-zero density, and any finite set has Dirichlet density
of zero, the set must be infinite, completing the proof of Dirichlet’s Theorem.

!
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