
Probability
We want to address the following questions ?
(D what do you mean

" The probability of an event is 0.2
"

.

PCA) = 0.2

(2) How probability is determined .

(3) what mathematical rules that

probability must obey ?



Basic Set Theory
#

Set : A collection of objects
set of odd numbers :

{ I
,
3
,
5 , 7 . . . . . J

set of all possible outcomes if a coin is

flipped twice .
H - head T - tail

{ HH . HT . TH .
TT f

Emptyset 10 .

or
.
{ I

.

Subset
If A is a subset of B ,

then

every element of A is also an



element of B .

A E B

If A E B .

BE A .

then A = B

Union : the set of objects that are in
A or B C or both)

A U B

Intersection : set of all objects that are

in both A and B
.

An B



EX : An B E AUB

Disjoint : A and B are disjoint
if An B = 0

⑦ ③
EI A , u Az U .

. .
-

- U An

is the set of all objects that are in
at least one of the Aj's

.



A , n Aa n . .

. n An

is the set of all objects that are in
all of the Aj 's

Full set : the set that contains all
-

possible objects .

denoted by S

A n s = A

A U S = S



Complement : the set of all objects
in S that are not in A .

denoted by Ac Ac

s



Properties of set operations

commutative
AU B = BUA

An B = B htt

Associatively
CA U B) U C = A UCB Uc)

CA n B) n c = An ( Bhc)

Distributively
.

A n (Buc) = CAN B) U CAN c)

A U CB nc) = Ctu B) n CA OC)



A

9
since Buc = S

.

S

then An CBUC) = A
.

on the other hand

CAN B) U CAN = A
.

Demorganblaws.cl
) ( AUB)

'

= A
'

n B
'

(2) CAN B)
'

= A
'

U Bc



*.
.

The shaded area is CAU B )
'

so Acn Bc = CAU B)
'

is true



Probability

Expe : a process of observations
that leads to a single outcome that
can not be predicted with certainty .

-

-

EI : A Coin is tossed once , the up face
is observed .

Experiment : tossing a coin once .

Observation : face .

Samplepointcs) is the most basic

outcome of an experiment .



samptespace.GS) is the set of all possible
outcomes of the experiment . 65

Experiment Toss a coin once T
Sample space : S = { s . . Sz } = EH ,

T }
.

Sample points : Si = It .
Sa --T .

←
S

Experiment .

Toss a die once

Sample space .
S = { I .

2
.

3 . 4.5.64

sample points .
Si =L , 52=2 .

- . . . 56=6
.

g
ol

Experiments Toss a coin twice ¥÷¥
S = { HH , HT . TH . TTY

s , = HH Sa =HT S3 --TH . S4= TT



Sometimes a collection of sample points are of
interest

.

Event : is a subset of sample points of the
sample space S

event A
.

s C- A A ES

EI : Die tossing
S = { I . 2 .

3
. 4 , 5 .

6 }

A = { odd observed I = { I . 3 . 5 }
B = { even observed I = f 2 . 4 . 6 I

weibo.IT?.e:ntaoaaredittI...
E In die tossing , if the actual outcome

is 1 .
3

,
or 5

,
we say that the

event A happened .



Pebble World = S

Performing the experiment amounts to
randomly select one pebble , if all the
pebbles are of the same mass , all the
pebble are equally likely to be chosen .

(A general case that allows pebble to

differ in mass will be discussed later)



Events can be described in English or

set notation
. English description is easier

to interpret , but set notation is easier
to manipulate .

#

English Sets
⑧

Events and Occurrences
-

Sample space S

s is a possible outcome S E S

A is an event AES

A occurred s actual E A

something must happen sauteed E S
⑧



Set operations ( Unions . intersections . complements)
can be used to build new events upon

already - defined events .

Let A .
B e S be events

if and only if
A U B : the event that occurs iff at least
-

one of A and B occurs

AIB : the event that occurs ift both A

and B occur .

It : the event that occurs iff A does not

occur .



Ex.

Roll a die twice
. f s

( I , I ) ( 2 . I )
.
C 3 ,

i:÷÷÷ :
A , = { the first is 21
Az = 9 the second is 2 I .

A = f both tosses are 2 I

= { the first is 2 and the second is 2)
- -

A, Aa

= A , n Az



B e f at least one toss is 2 }
= { the first is 2 or the second is 2)
- -

A , Az

= A , U Az

C = { none of the dice is 2 I
= { the first is not 2 and the second is not 2}
- -

Ai Ai

= Ain AE

¥Mersa CAN Az)'
complement of
-

= { It is not the case that
at least one of two tosses is 2 I
-

A , U A2



D = f the first is 2 . or the second is 2

but not both are 2 }
.

D , = { the first is 2 and the second is not2 }
- -

Ai n AE
= A , n AE

Da = {the second is 2 and the first is not21
- -

Aa n Ai
= Az h Ai

D= Di U Da
or



Summary
-

A or B AUB

A- and 13 An B

not A #c

A- but not B Ah Bc

A- or B. butnotboth CAABYUCACNB)

atleast one of Ai . . . . . An AIUAZ - - - UAN

all of Ai . .
. ,An Ain - - in An

#



Tze

Flip a coin to times
,
the outcome is a

sequence
s ES

.

Samplepoint

HHHTTH -
- - T H I

T O

S = (l l l O O l -
-
.
O)

Samptespace

the set of all possible sequences .

S = {Cc , .cz - r '
' - -

,

Go ) } where Cj C- {0 . I /
.



1
.

Let A , be the event that the first
is head

.

A
,
= { C 1 , Cz , Cz .

.

-

. . i Clo) )
Cz -

- i Cio C- { 0 , I }

Aj = { C C , - . .
- I - . . . Go ))
K

Cj

Aj is the event that the j -th is I

j = I . . . .
I 0

2 . Let B the event that at least

one flip is L .

I O

B = U Aj = A , U A. U - - i O Aco
f- I



3 Let C be the event that all

tosses are 1

C = jh
,
Aj = A , n Az . - - n Aro

4
.
Let D be the event that there

were at least two consecutive

1 's
q

D= U CAj n Aitp
J-I

= CA in Az) U CA . A Az) U . . . .

.

. .
. U CH q n A co)



Cardinality
If It is a finite set ( event)

IAI = the number of outcomes in A

which is called the cardinality or size of A

EI
/ { 2 . 4 .

6 . 8 , 10 } I = 5

Rule1 :

If A and B are finite sets

A = { 2 , 4 . G l

B = { 6 . 8 . lol



I
,
AUB I = I Al t 1131 - I AnB )

5 = 3 + 3 - I

RMe
If An B = ¢ , then I An B I = 0

Rwle3
If An B = at .

A and B are disjoint .

IAUBI = IA I + / B ,
(mutually exclusive)

= 0

since I AUB I = I Al t l BI -TATE I



Rutelli

A and A
'

are disjoint An Ac= Of

1st = IA VA 't = IAI t IA' l

IA
' I = Is I - l Al

Ruleb

It A . . . . . .
An are a partition of s

Ai U Aa -
- - U An = S

,
Ain Aj = for itj

then

ISI = I Ail t l Azl t -
-

- t IA n I



Naivedefinitionofprobabilitf
Definition (Naive version of probability)

Let A be an event for an experiment
with finite sample S . A E s

The naive probability of A is

Pnr CA) = 1¥ = nwmberofoutomA
number of outcomes in S

In Pebble World . the probability of A
is the fraction of pepples in A .



Pnr CA) =F ; Pnv CB) = GI
Pnr CA U B) = GI ; Pnv CANB) = tf
Pnv CA' ) = GI : Pnd 135=52
Pnv ( (AUB)

'

) = 'T



Pnv C CAN B)) = f-
Note
( D Naive definition of probability

requires
o S has finite outcomes

.

° Equal mass for each pebble .

cm

probability
S = { Si . Sa . 53

.
S4 . S5 }

pas ,D= Ys = ¥
PC Est ) = - i = ¥

( l l l C l



PCE S5 's ) = u =¥
Sometimes those conditions might not

be satisfied .

Exe :

The probability of life on Mars

PCEYes 's ) I PCE not)

Types of problems where the naive

definition is applicable :



(1) problem is symmetric
coin tossing .

well shuffled decks

of cards .
(z) outcomes are equally likely by

design
conducting a survey of n people
in a population of N people

each person is equally likely to
be selected

.



Rates
(D PC 4) = 4¥ = is, = O
(2) PCS) = = I

(3) PCAUB) = PCA) t PCB) - PCAA B)

since PLAOB) = lftu=lABl1st

= IET t 1¥ - land1st
= PCA) t PCB) - PCAA B)

④ If An 13=4 . PCAA B) = O

(5) If An B = of .

(mutually exclusive)

PC AUB) = PLA) t PCB)



(6) Since An A
'
= &

PCA' ) = I - PCA)

since

I = PCA OA
') =P CA) t PCA

')

=
(7) If A . . . . . .

An are a partition of S
then A , U Az - - - U An = S

, Ain Aj =¢ .ci*D

PLAIT PLAIT . - - t PCAn) = I

since

I = pcs) = = tAHHYfm =PCADt.atRAD



It.



EX
-

Roll a die twice
. f. S

( I , I ) ( 2 . I )
.
( 3,1 ) ( 4.1 ) ( 5,1 ) ( 6 , I )

( I - 2) 2) (4. 2) 15.2) (6,2 )

i:÷D'*.¥#:i-

.

( I , 5 ) ( 2. 5) RA,
-

- !
( 1,6) (z , 6) -

- -
-

- -

-

-
-

A, { the first is 21 Az - { the second toss is 24
A -_ { both are 21 = A , n Az

PCA) -_HYs, = IT
B -_ { at least one is 2) =AiUAz



PCB) = HILAL = IT
C = f none of the dice is 2 I
= Ain Ai

Pcc) = PCAin Ai )

= PC CA ,
U Az)

c

)

= I - P C Ai U Az)

= I - P C B)

= I - I
36

= 2536



D= {the first is 2 . or the second is 2

but not both }
= (Ain AE ) U CAin Az)

PCD) = PC CA in A'd U CAin Az))

= PCA , NAE) t Putin Az )
Xo

- Pc CA , NAE) n CAinAz))
,
o

since CA inAES n CAin Az)
= A , n Ai n Ai n Az

= 4 (by 4 n A = 0 .
)



= PCANAEJTPCAIAA.)

= IAIAAEI I Ain Azl
- t-

ISI ISI

= # +÷

=
I
36



Howtocownt
since Pnr CA) = FIT ,

we need to count the

number of pebbles in event A and the number

of pebbles in sample space S .

We introduce

several methods for counting .

Multiplication

Multiplicative rule µ
Sampling without replacement
( SWOR)

sampling with replacement
(SW R)

Definition
consider a compound experiment consisting of
two sub - experiments . Experiment A and



Experiment B , suppose It has a possible

outcomes
,
and B has b possible outcomes

Then the compound experiment has a X b
possible outcomes

.

II : If Experiment A has 3 possible outcomes

and Experiment B has 4 possible outcomes

then overall there are 3×4--12 possible

outcome



⇐÷
.



Note: It is often easier to think about
the experiments as being in chronological
order , but there is no requirement in
in the multiplicative rule that Experiment
A has to be performed before Experiment
B

.

EI

Buying an ice cream cone .

You can

choose the cone type { A .
B )

cake waffle
cone cone

and flavor { I .
2

. 3 }
orange .

vanilla strawberry



I 0 At # 1 A

A ¥ A2 I O 2A

↳0 As €03A

\ I O B l #O l B

B & Bz # 2B

↳0 133 % 313

By multiplicative rule
2 X 3 = 6 possibilities

Note: Doesn't matter whether choose
the type of cones first or flavor first .
2 X 3 = 3 X 2 = 6



Now suppose you buy two ice cream
cones on a certain day ,

one in afternoon
one in evening . for example
{ A 1 , B 24

By multiplicative rule .

G X 6 = 36 possibilities

II
A set with n elements has 2

"

subsets

which include of and the set itself .

e.g . S = { I , 2 ,
3 )

,

n =3

has 23 = 8 subsets

¢ ,
{ l l . { 2} . { 3J . { i . 23 I 2 . 3 's { I . 3 }



{ I , 2 , 3)
.

S contains I .
2

.

3
,

three

elements , each element can be included

or excluded in a certain subset
.

Y

y← O { I , 2,3}

y
TTO E 1.4

#O { i . 31

TO l l l

§ y IO 12 . 31
#014

¥0131÷::
÷: -

subsetsZ X Z X Z



samplingwithreplaamentcs.in#
Definition Consider N objects and making k

choices from them , one at a time with

replacement ( i.e . choosing a certain object
doesn't preclude it from being chosen again)
Then there are

n x n x
- - ' X n = n

k

possible outcomes
-

k

II Toss a die twice
,
k= 2

, n -- G

G X 6 possible outcomes

{ I . 6 I { 2 , 65 . .
. -

. ( 6 , 6 }
-

36 possibilities



EI A jar with A- 5 balls , tabled

from 1 to 5
. Sample k=3 balls

one at a time with replacement .

(meaning that each time a ball is chosen

it is returned to the jar)
Each sampling of the ball is a sub -experiment
with h= 5 possible outcomes , and there are

k=3 sub- experiments . By SWR rule .

⇐5) 5 x 5 x 5 = 125 possible outcomes
-

k=3



¥:÷¥÷÷÷
5 x 5×5=125



(permutation rule)

sampldngwithout-Repacemeutcs.NOR)
consider n objects and making k choices
from them ( k s n) .

one at a time

without replacement ( i.e . choosing
a certain object precludes it from

being chosen again .)
Then there are

n x Cn- t ) x Cn-2) x . . - X Ch- k t t )
-

k sub-experiments .

(*)

possible outcomes .



Alternative formula for SWOR

④ = NI
Cn-k) !

=
n XX -D XCh-2) x - - -X Ch -ktdxlh-kjx.mx#Fxn-kxzx

= n x (n-t) x (n-2) x - - - x ( n -k t t)

EI. There are n-- 5 balls in a jar

tabled from 1 to 5
.

we sample

F- 3 balls from the jar one at a

time without replacement
( each ball can be only chosen once)



Then there are

g

n

!
× "

!!!
60 possible outcome

¥¥÷÷÷i: ¥
:

:
:



II (permutation)

A permutation of 1 . 2 . .
. . h . is an arrangement

of them in some order .

e.g .
3
,
5

. I , 2 , 4 is a permutation of
I s 2 .

3 , 4 , 5
.

5 x 4×3 x 2 x I = 5 !

N = 5
.
K = 5

N X (n- l ) x ( n -2) -
- . x Ch - kTl)

= 5×4 x - - - X I

= 5 !



Remember alternative formula .

N x (n - t ) x .
.
. x Ch -k tD= NI

Cn-D !

= = IT = 5 !

( Define 0 ! = I )



tECbirthdayprobkm#
t 60There are k people in the room .

Assume
each

person 's birthday is equally likely to
be any of the 365 days of the year
( we exclude Feb 29 )

.

And their birthday
is independent ( no twins) .

What is the probability that two or more

people in the group have the same

birthday ?



O
0
0

o

O
D

o
O

O
O

o
O

O
O

o
⑥

O

0
0

O



Solution
table the 365 days of a year using the

(sample point)
numbers from 1 to 365

.
A possible outcome

of our experiment is a vector of length Go .

S = ( 300 , I 20 . l l , 365
,

.
. . , 5)
-

length = 60
Where each element of the vector represents the
birthday of one of the Go people .

The sample space S is the set that

contain all possible values of s .

S = { Si , Sa .
- - - - J

.

where each Sj is a vector of length 60 .



Denote

A = { at least I birthday match in a

group of R= 60 people }

PCA) is difficult to compute directly.

Denote the event

Ac= { no birthday match }

We can compute PCAS , then compute PCA) by
PCA) = I - PCAS



The # of ways to assigne n--365Jbirthdays to k= Go people such
that no two people share a

PLAY = TAI =
(

birthday's'

I'¥¥.iii.iii.
a:*:

IS I can be counted by using SWR rule

Assigning birthdays to 60 people can be

viewed as performing fo sub - experiments .
in each of which a number between I - 365

is chosen and then assigned to a person .

This is equivalent to SWR ,
make k-- fo

choices from n -- 365 objects , one at a

time with replacement .



IS I = 365×365 x . . . x 365 = 365k

Diagram for counting 1st

i
'

"

l l 365 l

l l l l¥ l
l

l
l

/ l l

l l

#
I 2 3 4 . . . 66

365 X 365 x 365 x 365 x - - - X 3657365k



I Act can be counted by using SWOR rule
amounts to making k -- 60 choice from
h = 365 objects . one at a time , without

replacement ( any date can be only chosen
once since there is no birthday match)

IA' I = 365×364 x -
-
-

x345 -kti)

where k- 60
.



Diagram for counting I Act

3 t -
-

.

Kei
o i

i I¥, l
l

l
l

I l l

l l

#
I 2 3 4 . . . 66

365 × 364×363 x 362 x . . . x (365 -Gott)
=

365 !

⇒Gost



Therefore
PCA) = I - PLAY = I - IAI

ISI
365×364 X - - - X (365-Rtl)

= I --

365 k

Ck -- 60)



PCA) is a function of K .

:-#
When k = 23

PCA) > 0.5
.

When k-- 60

PCA) > 0.99 ! ! !



Anotherbirthdayproblem
There are be fo people in the class . What is the

probability that at least one of them has the
same birthday as Yi 's .
A = { at least one birthday matches with Yi}
Ac= f no birthday match with Yi}

I Sl is still 365 k

I Act is 364k since each person 's birthday
can be any day of the year except that
it can 't be the same as Yi 's ,

each person has

364 options .
SWR with h= 364 , k= Go



PLA) =L - PCA's

=/ - Yt÷=1 - 3641365k

--43*5
f- 60

.
PCA) 0.15

K- 365 PCA) - 0.63



birthday
problem I

birthday
problem 2

.



Adjusting for overcounting ( combination rule)
⑧

In
many counting problem ,

it is not easy
to directly count each outcome once and only
once . If .

however
. we are able to count each

possibility exactly C time ,
then we can adjust

by deriding by C

EI ( committees and teams)
consider a group of four people

I ,
2 ,

3
. 4

(a) How many ways are there to choose

a two -person committee ?



/
Method
List them out

I 2 , I 3 , 14 ,
23 ,

24 , 34
-

6 ways

Method :

Use multiplicative rule (SWOR)
2 ( I , 2 )
€3 ( I . 3)

I # ( l i 41¢# it :B
⇐ is :*

# is:*
I L4 , D# c4 , 2)3- (4,3)

4 x 3 = 12



since we choose 2 persons from 4, one
at a time

,
without replacement . inorder

the number of possible outcomes is 4×3=12
(sWOR) , but d . 2) = Lz, I)

,

since we

over counted the problem by factor 2 .

thus

the actual number of possibility are
12

2-
= 6 ways .

(b) How many ways are there to
break 4 people into 2 teams of 2 .

Method 1 :
-

list them out



Method : use Swope , then adjust

12 1 34
There are 6 ways

I 3 I 24
to pick one team

I 4 I 23 But I 2/34=34112

23 I I 4 so we adjust the
24 1 13 overwriting by a
34 l l Z factor of 2 .

E- =3 ways .



Binomialcoefficieuts
We count the number of ways to

choose k objects out of n objects
without replacement and without

distinguishingbetweendifferentorders
inwhichtheyaruldbechos
( SW OR O) , i

.
e .
We count the

number of subsets with size K for a
set with size n .

Definite: (Binomial coefficient
combination

SWORD



For any nonnegative k and n

binomial coefficient (L) ,

read

"
n choose k " . is the number of

subsets of size K for a set of size n

(L) = nxcn-bx-nxcn-p.tl#k ! i

n !
=
-

Ch-k) ! k !

For k s n .
we set (f) = O



EI consider a group of four people
I ,

2 ,
3

. 4

the number of ways to choose a
two - person committee is

(E) =LE) = IIT -- 6

proof : ( binomial coefficient)
-

y
SWOR

( L) = hxcn-DX.i-xcn-p.tl#k !
µ over counted

adjust it by
k !



(L) : # of subsets of size k , of a group of
n people .

There are n un-i s - - i ch-htt) ways to make

an ordered choice of k people without replace .

If the order doesn't matter , we overcounted
each subset by a factor of k !
( There are k ! ways to order k objects)

(H - ii.
FEE ( letters
Draw a subset of size 3 from the set
{ A .

B ,
c

. D) . (without replacement
order doesn't matter)



The # of all possible subsets of size 3 .

N =4 be 3

(tf ) = (Y) = 4×3×22 = 43×2 x I
-

3 !



B FO ABD

⇐g
⇐
⇐¥÷÷:÷÷÷÷÷i÷÷÷÷÷÷÷±±±±.I⇒⇒¥.⇒ 'YEA
I

g :3 Boca

4 X 3 €0 DCB

7.
= 4



31=6 31=6 31=6 31=6

BCD HBD to
BDC

¥,¥¥¥¥¥¥i¥¥¥
.

DBC

DCB
DBA

4 combinations
.

Note :

Torture computation of (1) ,

use

non- I ) - - Ch -ktD
- instead of 'd

k ! X-D ! k !

( 'E) =ooIIV=%¥



EL Lotto

Pick - G lottery ,
select 6 # 's from

a set of numbers ranging from l - 53

There is only one winning combination.
What is the probability of winningthe
Lotto?

PCwinning) =tdm
Total # of possible combination
1
=

183)
=
1-
23 million

.



II (Full house in poker)
Draw b- cards out of 52 cards
Full house : ex . 3 75

.

2 10 's

A
P (full house) =-

⇒
To compute A .

we use the multiplicative
rule

.

=

13 ( Y ) 12142)
⇒

=
3744
259-8960 I 0.00144 .



I I

step 1 Step 2 I step 3 Step 4

÷¥¥÷÷¥÷¥f÷÷13 x tf) x 12 X (I)
#

Multiplicative rule :

order doesn't matter
l l

step 1 Step 2 I step 3 Step 4

set of 4 set of 4

13 x ( 4) x 12 X (4)2 3
#



Ex (permutation of a word)
How many ways to permute the letters in
the word LALALA AA ?

Just to choose where the b- A 's to go

III
or equivalently to decide where 3L to go
(g) = ( f) = 8×5,7×6=56

th -

- I:-D
How about the word STATISTICS

3 S 3 T z I I C 1 A
.



Method :

"s 17113) (3) lil
S T I C A

ooze:X:kill 'dS T A C

Method :

STATISTICS
2 2 3456 7 8 9 10

3 ! 3 ! 2 !

is : :
.



EI Newton - Peppy problem .

A .
at least one 6 appears when 6 fair
dice are rolled

.

B
.

at least two 6 appears 12 dice

c .

at least three 6 appears 18 dice

Solution
d) A .

= { at least one G f
Ac = f getting no G }

- g

PCA) = I - PCA's = I -÷
= 0

. 67
(



(2)
.

B.= { at least two 6 .
12 dice}

Be = I get no 6 's or get exactly one 6J

PCB) = I - PCB
'

) = I - 5¥75
"

612
= 0

. 62

(3) C = f at least three 6 's
,

I 8 dice)
cc = I get zero , one or two 6 's

in 18 dice }

Pcc) -- I - pug = I -
5¥815¥95"

f 18

= 0.60



Summarize
sampling Table :

choose k objects out of n .

order order

matters

""

Don't
NUH-Dx . .

.

replace
Hn -Rti ) (L)
(Ken ) (Rsn )



Non-naivedefinitionofprbab.lity
Definition
A probability space consists of S , P .

S is the sample space

P is the probability function
. input : events A E S

ouput : PCA) E [ o , I ]
The function P must satisfy the following
2 axioms :

(1) O E PCA) s l for any AES

special cases :



PC0/1=0
, Pcs) = I

(2) If Ai . A. . . .
are disjoint events

then

PCE, Aj) = II, PCA;)
special case :

PC fan Aj ) = II
,

PCA;)

PLAN Ad = PCA) t PCAa) ch--2)

P-babiityrdes.ci
) PLA') = I - PCA)



proof : A and A' are disjoint .

I PCS) = PCA UA's PCA) t PCA
'

)

isas If HEB

⇒PCA ) E PCB)

proof :
B = Au CB AAC)
-

disjoint -

70

PCB) = PCAUCBNA
'

)) = PCA) -11913nA')

Then PCB) 7 PCA)

(3) RAUB) = PCA) + PCB) - RAAB)

proof : disjoint .

A
PCAUB) = PCAUCBNA'S)



DOO
Axiom p (A) + PCB a AC )

I pcAs + PCB) - PCA n B)
It is suffice to show that .

PCB n A' ) = PCB)- PC An B)

⇐ PCB) = PCB AA') t PCBn A)
= B
-

⇒ PCCBN A) UCBAA's) = PCBAACHPCBAA)

since B = ④AA) UCB AA')
x x
disjoint .



(4) Inclusion - exclusion rule

P ( Ai U Az) = PCA ,) TPCAz) - PCA in Az)

PCA , U Aa O Az) = PCA ,) t PCAz) t PLAs)
- PCAin Az) - PCA inAs) - PfAz HAD

1- PCAin Az h AD



PCA , U AaU - - " U An)

= Pit
,

Ai )

= 73 PCA i ) -
i} PCA in Aj)

1- ¥1p
PC Ai n Aj n Ap) -

+ c- D
""
PCA , n Az h .

- i n An)



II de Montanort 's match problem)

1
,

2
. .

. .
n

.

cards
.

Define Ai be the event that the ith
card has the number i written on it

( match) .

Pcwinning) = PCA , U Az U . . . 0 An)

= 73 PCA i ) -
i} PCA in Aj)

1-
i;⇒p PCAin Aj n Ap) - . . .

+ c- D
""
PCA , h Azn .

- in An)



Pettit "n = 's
PCAin Aj)=÷? ! =nc
Plain Aja Air) = Cn -3) ! 1-
F.

=

h (n- l) (n-2)

l l l

PCA in Azn . - An)= ÷
There are

( Y ) terms of Pati)

( L) terms of Putin As')

( Y ) terms of PC Ain Ain Aa)

:
l

(nm) term of Putin Az . . . nan)



Pc ! Ai) - H in - lH .n¥
+ B)Ein - - - . teD

"'
- int

= I - I, t ¥ - - -
- t C- D

""
. n÷

IF I - e
- I



Independence
Defh :

Events A and B are independent if
PCA n B) = PCA) - PCB)

Note Completely different from disjointness

III : Independent events .

A = { Tom 'll call me today}
B = { Yi l 'll call me todayI

PCA n B) = PCA) - PCB) .

If PCA) .
PCB) ⇒ O

.

PCAAB) to .

Thus A and B are not disjoint
unless one of them is &



II Disjoint events
A = { Tom 'll call me exactly once Today )
B = { Tom 'll call me more than once)

today

A n B = ¢ .

But PCA A B) = o f PCA) . Pc B)

Thus A and B are not independent unless

one of them is § .



DE: if A occurs then B cannot possibly occur

Independent : If A occurs , it tells us nothing whatsoever
whether B occurs .

To generalize the notion of independence to 3 events
A B c are independent if
PCA A B) = PCA) - PCB)

PC An c) = PCA) - Pcc)

PCBac) = PCB) . Pcc)

P (An B n c) = PCA) Pl B) Pcc)



Independence : A and B are independent .

PLAN B) = PLA) PCB)

Remember

PCAUB) = PCA) + PCB) - planB)

PCA n B) = PCA) PCB)
PCA) t PCB) C l - PLA))

PC AUB) = PCA) t PCB) - PCA) PCB)
when A and B are independent .
PCAUB) = PLA) + PCB) - PCA AB)
-

=0

when A are B are disjoint.



Conditional Probability
-

Tax : Pcdate the next person)

P (date I A , B . c)

How should you update prob / beliefs / uncertainty
based on new evidence

.

A - billionaire

Definition .

B - lost all money recently
-

C - to save your life .

PCA / B) =
PCAA B)

↳ if PCB) > 0

If PCB)=0 putt B) = O
.

Intuition : Pebble world

Originally PCA) = If



* * *

PCs ,) = Pcsz) = . - . = Pcsg) = f-
The total mass is 1

.

+

Why PC Al B) = RAID
9

=
-

PCB) I
q

PCA I B) is the prob that It occursgiventhat
B occurred .

Conditional on

CD Conditioned on B means get rid of



pebbles in Bo

(2) Universe now restricted to B

Pebbles in this new universe don't

have total mass 1

PCs,) t Pesa) +PCS4) t Rss) = GI
(3) Divide the prob . of any event in

the new universe B by PCB) to

make the total mass I again .

(renormalization)
e.g , putt B) = P9¥? =¥ = I
= pcss IB)



After normalization , in the new universe B

PCs , I B) t Pest B) t PlSyl B) t PCE I B) =/

Total mass is 1 again .

For example if A- B

PCA I B) = 0%332--13477, = I



Thru 1
→

By definition P CAI B) = HARBI
PCB)

PCAA B) =P(Al B) -PCB)

PCAAB) = PC BIA) PCA)

PC BIAS = PCB#
PCA)

If A and B are independent .

PLAN B) =P CHI B) ..= PCAS.pe#
PLA I B) = PCA)



Them 2 pea 1 By =
PCB IA) PCA)

-

-

/ PCB)
(Bages rule)

PCAIB) PCB) =PCANB) = PCB I A) . PCA)

divide by PCB) on both sides .

Thm3_ (Law of total probability)

" "

Given Ai . Az . - An a partition of S
A, n Az . . . n An = ¢
AT U Az - n U An = S

.



PCB) = PCBh AD t PCB nAz) " tPCBOAn)

= PLBI ADPCAD t - - - t PCB I ADPCHD

Thm4_

PCA, . .
. . .
An) =PCAD PCArt AD puts IA . . Aa)

. . . PCAn I Ai . . . .

. Ah-t)



EI Roll 6 dice and what is the prob . of

getting 6 I 's
.

Aj = E the j th die is It

PC Air Azn . -i Ab) = PCA ,) PCAz) - - - Putz)

=

6

or use naive definition of prob .

PCAin Azn . . - A AG) = I Ain Az n - ah Asl

I

= 64



It Given a family with four children
bbbb

. bgbg or gggg
.

In Canada 105 Vs 100

0,51 vs 0.49

boy girl

Pcbbbb) = ( 0.5114

Plbgbg) = ( o .51540.495

pcggggj = fo . 4914



II A family has two children .

it isknown that at least one of the two

is a girl . then what is the prob that
both girls .

? What if it is known that

the young child is a girl ?

Solution : PC girl ) = PC boy ) = I

ofgg.bg , g by

PL 99 I at least one girl)

= P ( gg 1 Egg , bg , g b f )



= pcfgggnegg.bg.gl#pcEgg.bg.gby)
=

114
= 's

on the other hand

pcgg I the younger child is a girl)
= pcgglsgb.gg 's)

=P ggnsgb.gg/)=pCEggy )
-

-

PGgb.gg/)pcggb.ggl)

=# =L
l l z 2



{gb.gg}

Ee
It is known that at least one of two
is a girl born in winter

PC both girls I at least one winter girl I
Assume PCboy) = Pcgirl ) = I

Pc sp ) = Plsa) = PCAu) =P(wi ) =¥
P ( both girls / at least one winter girl)



=
P Uboth girlIn fat least one winter girl f)

Peastg
A CH)

PCAt = I - P (no winter girls)
2

= I - tf)

:t::
PUboth girlIn fat least one winter girl f)
-

AnB
= PGboth girl)n I at least one winter childt)
= PC both girl) PCat least one winter child)



= ¥2 x ( I - P(both are non-winter))
= #2 x C l - ¥5)
¥) = PC AA B)

= Fs ' I



EI Patient gets tested for disease ,
which

afflicts l % of population ,
tests positive

suppose test as advertised as
"

95% accurate
"

suppose this means .

D : patient has diesease .

T : patient tests positive .

PCT I D) = 0.95 = PITT Dc)

Patient interested in PCDIT)

use Bayes
' rule :

O i95 O .
o l

PCDIT) =Ptl
)

PCT)

= O .
I 6



Since
. by the Law of total probability .

PCT) = PCT n D ) t P (TnDc )

= PCT I D) PCD) t PLT ID 's PCD9

= 0.95 x o.o I t 0.05 x O . 99

= 0.059
where

P CTI Dc ) = I - PCT
'

IDs

= I - o
. 95

= 0 . 05



Frequentist
-

picture

".
:

a ¥
④

95% 95%
. .

Yea
.

④ ⑤

PCD nT )
PCD IT) = -

PLT)



=

95/10000
I

(95-1495)/10000

-

95
-
- = 0.16
95+495



Sudden Infant Death Syndrome .

(SIDS) chance
.



Prosecutor 's fallacy
~

people often confuse PC Al BJ with

PCB IA)
A : innocence

B i evidence
.

Satlyclarkcase

Witness :
sudden Infant Death syndromesIps)

P ( 252ps death / innocence) =
8500

in

evidence
=
I
73M

Witness claimed the probability of Clark 's
innocence was I in 73 million .



Fallacy 1 :

→

1-
.
I

8500 8500

[ that assume independence .

since we have

PCA n B) = PCA) . PCB)

only if A and B are independent .

Fallacyzi
Witness confused p ( evidence I innocence) with
P ( innocence / evidence)



witness calculated :

-

PC 2 SIDS deaths ) innocence)

=p ( evidence / innocence)

But our concern is actually
-

:

PC innocence / evidence)
PCevidence I innocence) PCinnocence)
-

penitence>


