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Introduction
The course will be divided into 3 parts

D Descriptive statistics

2) Probability
3) Statistical inference .

1) Descriptive Statistics

Idea : We have a set of data and we
wish to capture its essence or summarize

its main features .



Thesigmanotation
We want a convenient way to write a sum of
numbers X i ,

X 2 . . . . .
Xn

We use the sigma sign .Z to represent such
a sum :

n
n
bXi = Xm t Xmti t . - - t Xn
izm

Add the numbers Xi . starting with in m
and ending with i= N . ( n z m)

end -7,00

a¥X i = Xg + Hot
r - i t X to

→
start



Properties of summation I
-

D ¥
,

cXi = c ?I
,

Xi if c is a constant ,

2) If exit Yi) = Xi t II
,
Yi

3) (E
,

Xi)
'

t Eng xi
Exit Xz)

-

= XTt 2X ,Xztxih = X ,'t Xp

.



There are three ways of measuring the center
1) Sample mean I

2) sample median m

3) mode .

Samphire
Given a set of quantities

Xp , Xz -
- u Hn

,

we call

Kit Xzt . - - +XnI = if Xi l n =-
n

the sample mean of the Xi 's



Note
D I

"

X bar
"

represents the
"

center
"

of a
set of ' numbers in some sense

.

2) Note that I may not represent any
number in the dataset .

X, = I . Xz=3
.

I = d t3) 12 = 2 is not equal to 1 or 3 !

3) I is easily influenced by extreme observations
(either very large or

small)

ZI XI =/ ,
Xz=/ , Xz=/ . Xp =/ , 1/5=100

(Income) I = It
l t l t It 100

T
= 2018

does not provide a picture of typical
income

.

values pull towards too .



Saurplemedian
Let Xi . Xz . . . . . An be a set of values .
The sample median M .

is defined as follows.

1) If thenumber of observations n is odd .

O rank the observations from smallest to
largest . Hi , Xz , - . -

, Xn ⇒ XF , Xi . - a. Xn*

o then the median m is the middle number
after ranking

*

EL
M - Hye

Data : Xp =/ .
Xz=5 43=4 X4=2 Xs =3

After ranking : xF= I xE=2 x#=3 xE=4 HE5
.



N= 5 M = XIII = Xj =3
i. e - the sample median is the obsevation

with the property that half of the observations
are s it and half z it .

2) when the number of observations n is even

a rank the observations as before .

o identify two middle obserations
,

the sample median M is the

average of these two observations.
*HE + HEHM =-

Z



EI

Data
X , -_ 5 42=2 X-54 X4=3 Xs= I Xs=6

After :

XF=l xE=2 # =3 K¥4 Xs*=5 X6*=6

n=6
. m= HE thin, x5+xE,
2-

=

2=32+4--3



Note :

D sample median also represents a
measure of centrality - different possibly
from HT

2) It is not easily affected by extreme
observations as I

.
We say that

the sample median is more robust

than the sample mean .

Thus
, if Xi = I .

XE 2
, Hz= Iooo

I= It 2 T Coo o
3-I 334

m = 2
.



ftp.plicationsofsampkmeandmedi#



HowtocomputemovingaverageCMAJw.it#
a window size 3 7

-

Moving window size =3
-

X Xz ×¢TEE
O

o

Xi
O X

3 X5
O o#

Index .

XltH2
A, = -

Z

Az = X1TXzt#
3

As = XztX3tX#
3

X3 4X4 T 1/594 =-
3



At= 1144452
Moving Median can be computed using
a similar way



Original Data :

Moving Average :

Moving Median i



Moving Median is less affected by
extreme values than Moving Average is

Howaboutthewindows.ae?-

Thelargerthewindowsiu.thesmootherthecur#



In general ,

the large the sample size .

the more stable the mean ( and median)







Mode
A much less common measure centrality
Defined as the most commonly occurring observation
cobs . that occurs most often)
e. of . X, = - 1.2 . X2=3.6 Xs = 3.7

44 = - 1.2

The mode is - 1.2

If I add Xs = 3.6 ,
then mode becomes

- 1.2
.

3.6 (two modes)



In addition to a measure of the center , we need
to measure variability of the data .
D range
2) Sample variance

3) Sample standard deviation

Range
Range = X largest

- Xsmallest

Samplevariana

EX
-
( Asset Return)

Data 1 Data a
-

-

I
,
2 . 3 . 4 .

5 2
. 3 . 3 . 3 . 4

I , =3 XT =3



Save averaged return . which one has more
variation ?

Definition :

Tina : s E. Yi-Fi
obs

. sample mean

I 2 3 4 5
#

¥
a-

di= Xi -I

¥Ek

¥xq-I

ad⇒.



Variance of Data 1

sie # (ditdit dit II +DE)
= ¥ (Ll-35+12-35+13- 35414-3)

'

tG -3)2)

=
I
= 2.5

4

Variance of Data 2

si= ( dit - - - t dat )

= ( (z- 3)
'

t (3-35-113-354(3-35+(4-35)

= ¥ = 0.5



Note :

D s' is "

roughly
"
(n- I instead of n) the

averaged squared direction of Xi 's from HT .
-
-

2) Reason of using n-I will be explained later

3) Alternative formula for computing s2 .

sent.xi - next]
proof : as homework question .
-

sketch : s
'

=#CE, Lxi -Ii)
=#¥2 (Xi- 2Xix txt)]
=#C.E

.

xi- Eiaxixi-I.at)
- -

- axing x i n'T
'

II
-2h52



4) Alternatively ,
use I Xi - II instead of

Xi -55 to eliminate minus signs with

deviations . Hence , it results in

Ux ) =#
,

I Xi -II

samplestandarddeu.at#

Definition :

standard deviation : S = IF
§
Variance

Note that the unit of s2 are the same as
the units of Xi . Interpretation of 5 is
more difficult . Hence we consider s --FF
as our measure of spread . S has the



same unit as Xi 's .

Nunericalfxawple
X , -4 .

XE I 43=3 114=1 As =3

X6=1 X7=2 48=2
.

Solution :

I -_gt -¥
,
Xi =4tl-._.+

8

= 81--2.125

Y Y' ' Y ' 'E x

; ng Is ng
m = 2 .

Mode = I

5= # [Ia Xi- 85]
= # [IaXi - 8. (a. r55)



= 1,26

7¥Xi= 42+14 . .
. -122=45

S = IF = = 1,126 .

range = 4-1--3



Typesoftata
D Quantitative

.

Definition : measurements recorded on numerical
scale

.

IX.. Tempvelure , unemployment rate ,
interest rate , exam scores .

2) Qualitative
.

Definition : measurements that cannot be

measured on a numerical
scale

. only be classified
into categories .

Ex : species ,

car type , gender
Note : Qualitative data are often

coded in arbitrary numerical



values
. but can not be

meaningfully "
t
" "

-

" "

x
" "

÷
"

.

8U V I

sedan 2

Truck
.

3

-

Describingqualitativelata
Original Data :
-

tEducate
1 BS

2 Master
3 PhD

4 PhD



Education is Qualitative
,

can be classified into
3 classes . BS .

Master . PhD

such data can be summarized in three ways

Dclasstreguency
the number of obs that falls in a particular
class

2)classrelativefrequeucy
class relative freq .

= classfreg.ir
n is the total number of obs .

3)dasspercenfage.dass
percentage = (class relative freq .) x too



Table :
7=5

.FR#RetIiveFreg.Percentage
BS 2 215 40%

Master I 115 20%

Ph%

5

Graphics
Bairaraph

Freq .

of or Relative Frey . Percentage .
2 - -

- - -
-

-

- n

'tis
.



Pie Chart
-

relative Frey
Percentage.

'

20%
Master





-

44€←P,

the proportions of adults with grade school ,
high school ,

and college education are d . . dz.dz
respectively . They must satisfy

A , t d z t d z = I

Total proportion of adults against war is 0.73
Therefore .

A , xp, t llzxpz t as XB = 0.73

Assume
it , = Xz = 43 = 1/3

Then p , . Pa and p, must satisfy
.

(Pi-Pa-B)/3=o.73€





DescribingQ@titAiveData.D
of plot

• Histogram .

Dotpiot 3.53%77:*
EX t nearest
-

30.0 is -2.3.4.5 half .
"

Data :

30.5 ←30.3 30.6
. 30.9 30.8 31 . I

31.2 31.0 31.7 31.4 32
. I

c•

Bo

Bo

•• • •

Gl Br Ba OB

#

30 30.5 31.0 31.5 3^2.0



Histogen. (Discretization of quantitative data)

• Divide the range of the data into K

equal intervals or bins .

• Allocate data into bins

• Count the frequency of observations in bins .

EI

Data : 30
. I . 30.2 .

30 . 5 . 30.6

31 . 5 31.3

32 . 3 32.7 32.9
33 . I

n= to obs
.



⑧

utedFeqR¥9
(30,31 ] 4 4/10

( 31,32 ] 2 2110

( 32,33] 3

3/10<33.3471-1/10
10 1

.

Freq#.Freg.•

4

3it:*
to a a

30 31 323-334



If you use the relative frequency
then the total area represented
by the histogram is 1 .

If the size of the interval is 2
instead of 1 .

I¥Feq .

(30,32] 6 6/10

(32-34)-44110



6 .

f- Do
I

30 32 34

Note :

D The interval size is reasonably
important .

If size is too small .
too detailed

Freya does not reflect distribution

-



If size is too large .
the shape

will be lost and it conveys little

information .

2) Rule for selecting the interval size.

ttobsttofihtewals
⑧

<25 5 - 6

25-50 7 - 14
> 50 I 5- 20

#

3) The scale is important .

When comparing heists .

make sure

the scales are the same
.



Need a interval for the value
' '

zero
"

y
separate

Zero - inflated
right - skewed

.

If the insurance company charge everyone
at the price of I ,

can they cover the
basic cost and won 't lose money in a long
run ?



4) You can get an idea of the

shape of the dist. of the
data .

Skewiress
A dataset is said to be skewed if one tail of
the distribution has-reextremeobservat.lis than
the other tail .

Symmetric

=



rightskewed

③

leftskewed

→

DetectingskewnessoCheck the shape of the histogram .

o or
, compare the T and M .

mean median



Rule :

q>µ⇒rightskeI am ⇒ left skewed .

Exe : symmetric

4 , 4 .
4

,
5
.
5
,
5

. 5
,

6
.
6
,
6

symmetric
→

⑧

4 5 6

I = 5

M = 5

I=#



Exe : right skewed .

4 , 4 .
4

,
5
.
5
,
5

. 5
,

6
.
6
,
6

,
100

right skewed
↳

⑧

4 5 6 1 00

I = 13 . 6

M = 5

5>4

EI : left skewed .

- 100
,
4 , 4 .

4
,
5
.
5
,
5

. 5
,

6
.
6
,
6



left skewed
so

→

- 100 4 5 6

IT = - 4.5

M = 5

Is M .



Is this data skewed ?

M = 0

I > 0

I > M

The data is right skewed



Measures of Relative Standing
-

Describing the quantitative location of a particular
measurement within a dataset

.

o Percentile ranking (median)
O Z - score (mean)

BA'E'e'in:p
a.ae#-5565qfBB8ois25thpe-ncentie

Percentile 25% of students their grades s go
-

Definition
-

:

p - th percentile ( P C- Co , too]) is the



number such that p % of the observations

fall below the number and Coo -p)% fall
above it

.

Quartile ( special percentile)
0 lower quartile

QL = 25-th percentile

o median

M = 50 -th percentile .

o upper quartile
Qu = 75-th percentile

256¥
QL M Qu



Howtofindquarties
° Rank the observations in order ( from small to

large)
o Cut the order sequence into 4 equal parts
o Find the quartiles at these

"
cuts "

EI

Data :

I 2 3 4 5 6 7 8

q f. g.
QEII M = 425L Qu = GIL



Data :

I 2 3 4 5 6 7 8 9

l l l
QL=3 M -- 5 Qu-- 7

Z - score
-

obs
.

Definition i f
x - I

2- = -
s

Idea : x -I measure the deviation from the
mean

f- is the weight of that deviation .

whythereisaweightstr



S is standard deviation . representing the

variability of the data

Histogramd. Freq Class A

s ,#
XT X,

Grade

o
Rel . Freq class B

S2€
.

XT Xz Grade

S , > Sz XT =XI



If Xi -I = Xz -I

but s , 752 . IT < Iz
then

xij a *52
i. e

.

Zi L Zz

Interpretation
Z represents the distance between a

given observation X and mean 5
,

expressed by in standard . deviations
.

( adjusted by variability)



Given the same deviation x-5

the higher the variability , the less

extreme the observation X is ,

relatively to the other observations .

EI

A sample of 2000 students

scores I = 550 and 5=75

X , = 475 .

X2=625 Xz = 700

solution :

z , = 4755×2 = 47557550=-1



Zz =
625 - 550
TF = I

Zz =
700 - 550

If =
2

.

Student 3 has the best relative

performance .

What if we change 5=25 ?
2- i = 475-550
Is = -3

z 's = 625-357 = 3

Z j = 7002ft = 6
.



Empiricalrule
If data dist . is bell - shape and symmetric
-
-

then

D 68% of obs will have 2- - score

between -1 and I

68% of x 's ECT - s . Its)

2) 95% of obs . will have Z -score

between -2 and 2
.

95% of X's E (I- zs . It 2s)
2- = E C-2 , 2) ⇒ X-I E C -25 . s)

s

⇒ X E ( I -25 , I-125)



3) 99.7% .

-

- -
-
-
-

2- C- E3 , 3) . X ECI-35
,
I-135)



Detecting
To identify inconsistent or unusual observations
in a dataset .

Definition
An outlier is an obs that is actually large
or small observations relative to the other

observations
.

Causes :

-

D incorrectly recorded , wrong entry .

⇒ come from a different population ,

3) correct entry ,
but rare event.

Nhethodstodetectutier
0 Boxplot



O Z - score

Boxplot

Range A .
Interquartile Range ( IQR)

IQR = Qu - QL

This size of IQR indicates the range of
the middle 50% of the observations .

Range B Range of inner fences .

( QL - 1.5 XIQR , Qu t 1.5 x IQR)

Range C Range of outer fences
( QL - 3XZQR . Qu t 3 XIQR)



* O
Qut3IQR '-

x x

x *
Qutl5IQR-

X- - - - -

largest Obs .

× / inside B

Qu E - -- - --
-

- -
-
. -

×

in
.

it Bc
smallest obs .

X- - - - -

# inside B

Q - I.5IQR-

× * a- potential outlier

Qi-320k-

x o ← strong outlier



Ruleofthumbfordetetingoutier
( D X C- Range C

X & Range B

XE (Qu- 3IQR
, Qu- I ,5 IQR)

or X E (Qut 1.52QR , Qu -132QR)
Then x is a potential outlier
G) X is outside range C .

X E C- is , QL - 3 IQR)
x E C Qat 32QR.to)

Then x is a strong outlier
.

The largest and smallest observations in the dataset
are not necessarily outliers .



EI
Data : h = 13

O . I s 2 .④ ,
5 . 5

,
⑦ ,

I 0 . 10,012 , 13 , 17 , 39
-

M = 7

QE 4

Qu= 12

IQR = Qu - QL = 8

B : inner fences .

(Qi- 1.52QR
,
Qu -11.52QR)

(4- 1.5×8
,
12 t 1.5×8) = (-8 , 24)

C . outer fences
(Qu - 3 ZQR , Qu-13 IQR)
( 4 - 3×8 , 12+3×8) = C- 20 , 36)



The 39 is a strong outlier .

Z-score.tt/
> 3 ⇒ outlier

139-57/93 .



Interpretationofboxplots
1
.

The line inside the boxplot is the center ( median)

of the distribution of the data .

2
.
Examine the length of the box . ( IQR -Qu- QD

measures data variation



3 . Visually compare the lengths of the whiskers
Rule of thumb : the distribution of data is
skewed in the direction of longer whisker .
(the data distribution must be unimodal )

4
.
The boxplot is less informative than histogram
It only gives a few pieces of information about
the whole data

.






