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PCA IN THE MATRIX FORMAT



Maximization of variance

m In PCA, we want to find the M leading principal components by solving
ni?Xb;Sbj forj=1,--- M

. 1 ifj=k (1)

subjectto b; by, =

0 ify+k.

= Show thattr(B'SB) = Y1 b Sb; it B = (by, -+, bys) € RN,



m We can rewrite Eqg. (1) as
-
mgxtr(B SB)

subject to B'B-= Iy



Minimization of reconstruction error

m Alternatively, in PCA, we want to find projection of the data onto an M
dimensional subspace spanned by B = (by, -+, by;) such that the

reconstruction error is minimized
il T
. 2
min Z ||z, — BB x,||
B n=1

subject to B'B =1,



Minimization of reconstruction error

m We can show that for X = (zy, -, zy)' € RV*P

N
Y lz, - BBz, |”=tr(X'-BB'X") (X' -BB'X"))
n=1
T T ~xT112
=X -BB X ||

m Here || - || r is the Frobenius matrix norm. The Frobenius norm of an

m X n matrix A = (a;;), denoted || - || ¢, is defined by

1Al = *iz 22, = Ju(AT 4)



Minimization of reconstruction error

m Thus we can rewrite Eq. (2) as
min— | X" -BB"XT|% = &~ |x - XBBT||2
B N F=N F

subject to B'B =I5



Minimization of reconstruction error

m We can also show that

reconstruction err. total variance projected variance

\ \
%HXT -BB' X% ‘ = ‘ %tr(XTX) ‘— tr(B'SB)




Proof

X" -BBTXT = 5 X - xBBT]

_ tr((X - XBBT)T (x - XBBT))

N
- %tr(XTX) - %tr(BBTXTX)
+ %tr(BBTXTXBBT)
- %tr(XTX) - %tr(BBTXTX)
+ %tr(BBTBBTXTX)
- %tr(XTX) - %tr(BBTXTX)
1

= tr(XTX) - tr(BTSB)



