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A B S T R A C T

We propose a new algorithm for solving the graph-fused lasso (GFL), a regularized model that
operates under the assumption that the signal tends to be locally constant over a predefined
graph structure. The proposed method applies a novel decomposition of the objective function
for the alternating direction method of multipliers (ADMM) algorithm. While ADMM has been
widely used in fused lasso problems, existing works such as the network lasso decompose the
objective function into the loss function component and the total variation penalty component.
In contrast, based on the graph matching technique in graph theory, we propose a new
method of decomposition that separates the objective function into two components, where one
component is the loss function plus part of the total variation penalty, and the other component
is the remaining total variation penalty. We develop an exact convergence rate of the proposed
algorithm by developing a general theory on the local convergence of ADMM. Compared with
the network lasso algorithm, our algorithm has a faster exact linear convergence rate (although
in the same order as for the network lasso). It also enjoys a smaller computational cost per
iteration, thus converges overall faster in most numerical examples.

1. Introduction

The graph-fused lasso (GFL) has a wide range of applications in machine learning and pattern recognition, including image
enoising and segmentation (Chopra and Lian, 2010), texture classification (Nelson, 2013), feature selection (Zhang et al., 2017;
ui et al., 2021), feature learning (Yang et al., 2021), signal processing and computer vision (Mu and Liu, 2020), etc. It offers a
ide range of variants based on different graph structures, for example, the chain graph (Nelson, 2013; Zhang et al., 2017), the grid
raph (Chopra and Lian, 2010; Mu and Liu, 2020), the complete graph (Yang et al., 2021), or a general graph (Cui et al., 2021).
ue to the popularity of GFL, there have been extensive studies on its computation. For the one-dimensional chain graph (Tibshirani
t al., 2005), there are taut-string method (Davies and Kovac, 2001), duality-based method (Condat, 2013), dynamic programming-
ased approach (Johnson, 2013), and modular proximal optimization method (Barbero and Sra, 2018). When the given graph is a
wo-dimensional grid, the corresponding fused lasso model is often as the total-variation denoising (Rudin et al., 1992), which has
mportant applications in image denoising and processing. A parametric max-flow algorithm proposed in Chambolle and Darbon
2009) can be used to efficiently solve this variant. When the given graph is a tree, one can apply a dynamic programming approach
roposed in Kolmogorov et al. (2016) to solve the corresponding fused lasso problem.

While all the aforementioned algorithms can find the exact solutions of different fused lasso problems in finite steps, they are
estricted to some specific graph structure and cannot work for general graphs. In addition, they cannot be naturally generalized to
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the setting with multi-dimensional signals, which is sometimes called group fused lasso (Vert and Bleakley, 2010). In this paper, we
consider a general graph-fused lasso problem based on the assumption that the signal tends to be locally constant over a predefined
graph structure. Given a graph  = ( , ), where  is the set of vertices and  is the set of edges, we let 𝑛 = || be the cardinality
f  and let 𝑑 = || be the cardinality of  . We let 𝐱𝑖 ∈ R𝑝 be the signal that is associated with the 𝑖th vertex of the graph, then the
FL is defined as the solution to the following optimization problem:

min
{𝐱𝑖}𝑖∈⊂R𝑝

∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈
‖𝐱𝑡 − 𝐱𝑠‖, (1)

here ‖ ⋅ ‖ is the 𝓁2 norm, the first component is a loss function for the observation 𝐱𝑖, and the second component uses the total
ariation norm to penalize the difference between the two signals on the edges in the graph.

Numerous iterative algorithms have been proposed to solve (1), including the projected gradient descent (Liu et al., 2010), the
moothing proximal gradient (SPG) (Chen et al., 2012), the alternating linearization method (Lin et al., 2014), the majorization–
inimization method (Yu et al., 2015), and many other types (Friedman et al., 2007; Tibshirani et al., 2011). Besides the above
ethods, the alternating direction method of multipliers (ADMM) has become increasingly popular for solving the fused lasso
roblems, due to its simplicity and competitive empirical performance (Ye and Xie, 2011; Wahlberg et al., 2012). However, in
DMM, there is a necessary step of solving a linear system for the 𝑛 × 𝑛 matrix 𝐈 + 𝜌𝐃𝑇𝐃, where 𝐃 represents the edge incidence
perator of size 𝑑 × 𝑛 such that all the nonzero elements are given as follows: for the 𝑘th edge (𝑖𝑘, 𝑗𝑘), 𝐃𝑘,𝑖𝑘 = 1 and 𝐃𝑘,𝑗𝑘 = −1.
olving this linear system costs 𝑂(𝑛2). The authors of Batson et al. (2013) improved it to nearly 𝑂(𝑛) using a graph-sparsification
ased method. The authors of Zhu (2017) proposed a modified ADMM algorithm that has a smaller computational cost of 𝑂(𝑛) in an
pdate step, but this modification generally converges slower. A special ADMM algorithm was proposed in Ramdas and Tibshirani
2015) that used dynamic programming in one of the update steps, which can be used in the trend filtering problem, or when 𝐃 has
diagonal structure. A method based on the Douglas–Rachford decomposition for the two-dimensional grid graph was proposed

n Barbero and Sra (2018), which can be considered as the dual algorithm of ADMM (Eckstein and Bertsekas, 1992). The authors
f Tansey and Scott (2015) leveraged fast one-dimensional fused lasso solvers in an ADMM method based on graph decomposition,
ut it can only be applied when 𝑝 = 1.

Among all ADMM type algorithms, the network lasso (Hallac et al., 2015) is particularly interesting since it is scalable to any
eneric graphs and can be applied to any dimension 𝑝 ≥ 1. Our paper follows the same direction and can be considered as an
mprovement of the network lasso algorithm. The main contributions of our paper are as follows: we propose a novel ADMM
ethod which decomposes the objective function into two parts based on the graph structures, such that one resulting subgraph

tructure does not contain any two adjacent edges simultaneously. This method can be applied to any graph and can be generalized
o some other problems such as trend filtering as well; We characterize the exact convergence rate for the proposed algorithm by
eveloping a general theory on the local convergence of ADMM, which can also be used for analyzing the convergence rate of the
etwork lasso (Hallac et al., 2015). Compared with the competitive network lasso algorithm, our algorithm has a faster exact linear
onvergence rate (although both are in the same order); We also study the computational cost of the proposed method and find
hat it enjoys a smaller computational cost per iteration compared to the network lasso, resulting in faster convergence in most
umerical examples.

The rest of this paper is organized as follows. In Section 2 we introduce our proposed method. In Section 3 we analyze
ts computational complexity per iteration as well as convergence rates and establish the advantage of the proposed algorithm
heoretically. Then we compare our algorithm with the alternative algorithm (Hallac et al., 2015) in Section 4 for solving the
etwork lasso, both in simulated data sets and a real-life data set, which verifies the advantage of the proposed method.

. Methodology

In this section, we first review the network lasso algorithm in Section 2.1, which can be considered as the motivation of this work.
ased on it, we propose our method in Section 2.2 and discuss its implementation in Section 2.3. A step-by-step implementation is
escribed in Algorithm 1.

.1. The network lasso algorithm

The authors of Hallac et al. (2015) introduced the following ‘‘Network Lasso’’ algorithm for solving (1): for any edge (𝑠, 𝑡) ∈  , a
air of auxiliary variables 𝐳𝑠𝑡, 𝐳𝑡𝑠 ∈ R𝑝 is introduced, which are the copies of 𝐱𝑡 and 𝐱𝑠 respectively. The problem (1) can be rewritten
s follows:

{𝐱̂𝑖}𝑖∈ = argmin
{𝐱𝑖}𝑖∈ ,

{𝐳𝑠𝑡 ,𝐳𝑡𝑠}(𝑠,𝑡)∈

∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈
‖𝐳𝑠𝑡 − 𝐳𝑡𝑠‖

s.t. 𝐱𝑠 = 𝐳𝑠𝑡 and 𝐱𝑡 = 𝐳𝑡𝑠 for all (𝑠, 𝑡) ∈  . (2)

or each edge (𝑠, 𝑡) ∈  , let 𝐮𝑠𝑡,𝐮𝑡𝑠 ∈ R𝑝 be the dual variables for 𝐱𝑠 − 𝐳𝑠𝑡 and 𝐱𝑡 − 𝐳𝑡𝑠 respectively, then the augmented Lagrangian
s (here 𝑥, 𝑧 and 𝑢 represent {𝐱𝑖}𝑖∈ , {𝐳𝑖}𝑖∈ , and {𝐮𝑠,𝑡}(𝑠,𝑡)∈ respectively):

𝐿𝜌(𝑥, 𝑧, 𝑢)=
∑

𝑖∈
𝑓𝑖(𝐱𝑖) +

∑

(𝑠,𝑡)∈

(

𝜆‖𝐳𝑠𝑡−𝐳𝑡𝑠‖ + 𝐮𝑇𝑠𝑡(𝐱𝑠 − 𝐳𝑠𝑡)

+ 𝐮𝑇 (𝐱 −𝐳 ) +
𝜌
‖𝐱 −𝐳 ‖

2+
𝜌
‖𝐱 −𝐳 ‖

2
)

, (3)
𝑡𝑠 𝑡 𝑡𝑠 2 𝑠 𝑠𝑡 2 𝑡 𝑡𝑠
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where 𝜌 > 0 is a parameter. Then the standard ADMM routine would apply:

𝑥(𝑘+1) = argmin
𝑥

𝐿𝜌(𝑥, 𝑧(𝑘), 𝑢(𝑘)) (4)

𝑧(𝑘+1) = argmin
𝑧

𝐿𝜌(𝑥(𝑘+1), 𝑧, 𝑢(𝑘)) (5)

𝐮(𝑘+1)𝑠𝑡 = 𝐮(𝑘)𝑠𝑡 + 𝜌(𝐱(𝑘+1)𝑠 − 𝐳(𝑘+1)𝑠𝑡 ) (6)

𝐮(𝑘+1)𝑡𝑠 = 𝐮(𝑘)𝑡𝑠 + 𝜌(𝐱(𝑘+1)𝑡 − 𝐳(𝑘+1)𝑡𝑠 ). (7)

The advantage of this algorithm is that, in each iteration, the optimization problem can be decomposed into smaller subproblems
with explicit solutions: the updates of 𝑥 requires solving problems, min𝐱𝑖 𝑓𝑖(𝐱𝑖) + ‖𝐱𝑖 − 𝐭‖2, which has explicit solutions for a large
range of 𝑓𝑖; and the updates of 𝑧 requires solving min𝐳𝑠𝑡 ,𝐳𝑡𝑠 ‖𝐳𝑡𝑠 − 𝐭1‖2 + ‖𝐳𝑠𝑡 − 𝐭2‖2 + 𝜆‖𝐳𝑡𝑠 − 𝐳𝑠𝑡‖, which also has explicit solutions.

2.2. Our proposed approach

Alternatively, in this paper we propose another ADMM algorithm for solving (1), based on the reformulation as follows: we
divide the set of edges  into 0 and 1, such that the set 0 does not contain two neighboring edges. We then solve the following
optimization problem:

argmin
{𝐱𝑖}𝑖∈ ,

{𝐳𝑠𝑡}(𝑠,𝑡)∈1

(

∑

𝑖∈
𝑓𝑖(𝐱𝑖) +𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖
)

+𝜆
∑

(𝑠,𝑡)∈1

‖𝐳𝑠𝑡 − 𝐳𝑡𝑠‖

s.t. 𝐱𝑠 = 𝐳𝑠𝑡 and 𝐱𝑡 = 𝐳𝑡𝑠 for all (𝑠, 𝑡) ∈ 1. (8)

Let 𝐮𝑠𝑡,𝐮𝑡𝑠 be the dual variables for 𝐱𝑠 − 𝐳𝑠𝑡 and 𝐱𝑡 − 𝐳𝑡𝑠 respectively, then the augmented Lagrangian is

𝐿̂𝜌(𝑥, 𝑧, 𝑢) =
∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖ (9)

+
∑

(𝑠,𝑡)∈1

(

𝜆‖𝐳𝑠𝑡 − 𝐳𝑡𝑠‖ + 𝐮𝑇𝑠𝑡(𝐱𝑠 − 𝐳𝑠𝑡)

+ 𝐮𝑇𝑡𝑠(𝐱𝑡−𝐳𝑡𝑠)+
𝜌
2
‖𝐱𝑠−𝐳𝑠𝑡‖2+

𝜌
2
‖𝐱𝑡 − 𝐳𝑡𝑠‖2

)

,

here 𝜌 > 0 is a parameter, and ADMM updates are

𝑥(𝑘+1) = argmin
𝑥

𝐿̂𝜌(𝑥, 𝑧(𝑘), 𝑢(𝑘)) (10)

𝑧(𝑘+1) = argmin
𝑧

𝐿̂𝜌(𝑥(𝑘+1), 𝑧, 𝑢(𝑘)) (11)

𝐮(𝑘+1)𝑠𝑡 = 𝐮(𝑘)𝑠𝑡 + 𝜌(𝐱(𝑘+1)𝑠 − 𝐳(𝑘+1)𝑠𝑡 ) (12)

𝐮(𝑘+1)𝑡𝑠 = 𝐮(𝑘)𝑡𝑠 + 𝜌(𝐱(𝑘+1)𝑡 − 𝐳(𝑘+1)𝑡𝑠 ). (13)

hile the update formula for 𝑥 in (10) is similar to that in (4), it requires solving a slightly different problem due to the additional
omponent 𝜆∑(𝑠,𝑡)∈0 ‖𝐱𝑠 − 𝐱𝑡‖. In particular, (10) can be divided into subproblems as follows

argmin
𝐱𝑠 ,𝐱𝑡∈R𝑝

𝑓𝑠(𝐱𝑠) + 𝑓𝑡(𝐱𝑡) +
𝜌
2
𝑑𝑠‖𝐱𝑠‖2 − 𝛼𝑇𝑠 𝐱𝑠

+
𝜌
2
𝑑𝑡‖𝐱𝑡‖2 − 𝛼𝑇𝑡 𝐱𝑡 + 𝜆‖𝐱𝑠 − 𝐱𝑡‖, (14)

for some 𝛼𝑠, 𝛼𝑡 ∈ R𝑝 and 𝑑𝑠, 𝑑𝑡 ∈ R with explicit expressions: 𝑑𝑠 is the degree of the vertex 𝑠 in the graph ( , 1) and 𝛼𝑠 =
∑

(𝑠,𝑡′)∈1 (𝐮𝑠𝑡′ − 𝜌𝐳𝑠𝑡′ ). For many choices of 𝑓𝑠 and 𝑓𝑡, this problem has an explicit solution. For example, if 𝑓𝑠 are squared functions
in the form of 𝑓𝑠(𝐱) = 𝑐𝑠‖𝐱 − 𝐚𝑠‖2, then the problem (14) has closed-form solutions by Lemma 2.

Intuitively, we expect our proposed algorithm would achieve a faster convergence rate than (2) because (a) (8) has fewer ‘‘dummy
variables’’ in the form of 𝐳𝑠𝑡 (2|1| instead of 2||); (b) (9) has fewer dual parameters than (8). This intuition is later verified by the
computational analysis discussed in Section 3 and the numerical examples in Section 4.

2.3. Implementation

To reduce the computational cost, we provide an equivalent form of (8) in terms of ADMM as follows,

argmin
{𝐱𝑖}𝑖∈ ,

{𝐳𝑠𝑡}(𝑠,𝑡)∈1

(

∑

𝑖∈
𝑓𝑖(𝐱𝑖) +𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖
)

+𝜆
∑

(𝑠,𝑡)∈1

‖𝐳𝑠𝑡‖

s.t. 𝐳𝑠𝑡 = 𝐱𝑠 − 𝐱𝑡. (15)
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and its Lagrangian reads

𝐿̃𝜌(𝑥, 𝑧, 𝑢) =
∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖ +
∑

(𝑠,𝑡)∈1

(

𝜆‖𝐳𝑠𝑡‖ + 𝐮𝑇𝑠𝑡(𝐳𝑠𝑡 − 𝐱𝑠 + 𝐱𝑡) +
𝜌
2
‖𝐳𝑠𝑡 − 𝐱𝑠 + 𝐱𝑡‖2

)

. (16)

hen the preconditioned ADMM algorithm (Benning et al., 2016) can be applied,

𝑥(𝑘+1) = argmin
𝑥

𝐿̃𝜌(𝑥, 𝑧(𝑘), 𝑢(𝑘)) +
𝜌
2

∑

(𝑠,𝑡)∈1

‖𝐱𝑠 + 𝐱𝑡 − 𝐱(𝑘)𝑠 − 𝐱(𝑘)𝑡 ‖

2 (17)

𝑧(𝑘+1) = argmin
𝑧

𝐿̃𝜌(𝑥(𝑘+1), 𝑧, 𝑢(𝑘)) (18)

𝐮(𝑘+1)𝑠𝑡 = 𝐮(𝑘)𝑠𝑡 + 𝜌(𝐳(𝑘+1)𝑠𝑡 − 𝐱(𝑘+1)𝑠 + 𝐱(𝑘+1)𝑡 ). (19)

he following lemma shows that the algorithm based on (17)–(19) is equivalent to that based on (10)–(13). The proof of Lemma 1
s included in Appendix.

emma 1. For any 𝜌0 > 0, the update formulas in (17)–(19) with 𝜌 = 𝜌0 are equivalent to those in (10)–(13) with 𝜌 = 2𝜌0.

Compared with the updating formulas in (10)–(13), the computational costs of (17)–(19) are smaller since there are no ‘‘dummy
ariables’’ 𝐳𝑡𝑠 and its dual 𝐮𝑡𝑠. Specifically, problem (17) can be solved as follows:

(𝐱(𝑘+1)𝑠 , 𝐱(𝑘+1)𝑡 ) = argmin
𝐱𝑠 ,𝐱𝑡

𝑓𝑠(𝐱𝑠) + 𝑓𝑡(𝐱𝑡) + 𝜆‖𝐱𝑠 − 𝐱𝑡‖ + 𝜌(𝑑𝑠‖𝐱𝑠‖2 + 𝑑𝑡‖𝐱𝑡‖2)+𝐱𝑇𝑠 𝐭
(𝑘)
𝑠 + 𝐱𝑇𝑡 𝐭

(𝑘)
𝑡 , (20)

𝐱(𝑘+1)𝑖 = argmin
𝐱𝑖

𝑓𝑖(𝐱𝑖) + 𝜌𝑑𝑖‖𝐱𝑖‖2 + 𝐱𝑇𝑖 𝐭
(𝑘)
𝑖 . (21)

here the updates occur for any (𝑠, 𝑡) ∈ 0 and any 𝑖 ∈  and does not belong to any edges in 0. The vectors 𝐭(𝑘)𝑖 are defined as
(𝑘)
𝑖 =

∑

𝑗∶(𝑖,𝑗)∈1 [−(𝐮
(𝑘)
𝑖𝑗 + 𝜌𝐳(𝑘)𝑖𝑗 ) − 𝜌(𝐱(𝑘)𝑖 + 𝐱(𝑘)𝑗 )] +

∑

𝑗∶(𝑗,𝑖)∈1 [(𝐮
(𝑘)
𝑗𝑖 + 𝜌𝐳(𝑘)𝑗𝑖 ) − 𝜌(𝐱(𝑘)𝑖 + 𝐱(𝑘)𝑗 )]. The implementation details based on (17)–(19)

re described in Algorithm 1.
Algorithm 1 Proposed algorithm based on (17)–(19).

1: Input: Graph ( , ) and its partition  = 0 ∪ 1 (0 has not neighboring edges); loss functions {𝑓𝑖}𝑖∈ ; parameters 𝜌 and 𝜆.
2: for 𝑘 = 1, 2,⋯ do
3: Update (𝐱(𝑘+1)𝑠 , 𝐱(𝑘+1)𝑡 ) using (20) and (21).
4: For any (𝑠, 𝑡) ∈ 1, update

𝐳(𝑘+1)𝑠𝑡 = threshold
(

𝐱(𝑘+1)𝑠 − 𝐱(𝑘+1)𝑡 −
𝐮(𝑘)𝑠𝑡
𝜌

, 𝜆
𝜌

)

𝐮(𝑘+1)𝑠𝑡 = 𝐮(𝑘)𝑠𝑡 + 𝜌(𝐳(𝑘+1)𝑠𝑡 − 𝐱(𝑘+1)𝑠 + 𝐱(𝑘+1)𝑡 ).
5: stop until ‖𝐱(𝑘+1)𝑖 − 𝐱(𝑘)𝑖 ‖ < 𝜀
6: end for
7: Output: 𝐱̂𝑖 = 𝐱(𝑘+1)𝑖 .

As the performance of Algorithm 1 depends on how  is decomposed, 0 is called matching in graph theory and there are
numerous algorithms for finding a matching within a graph. It is related to the classic problem of graph matching in graph theory.
In practice, we choose greedy algorithm to find 0. First, label all edges in some arbitrary order and 0 be an empty set. Second,
cycle once through each edge and add it to 0 if it is not neighboring any existing edge in 0.

3. Computational analysis

While the ADMM algorithm and its convergence rate has been well studied, many existing works require very strong conditions
on the objective which are not necessarily satisfied in our problem. For example, Sections 4–5 in Goldstein et al. (2014) proved
that the standard ADMM algorithm for 𝑓 (𝐱) + 𝑔(𝐳) subject to 𝐀𝐱 + 𝐁𝐳 = 𝐜 converges with rate 𝑂(1∕𝑘), and an accelerated version
onverges with rate 𝑂(1∕𝑘2) in terms of the residue of the algorithm, when both 𝑓 and 𝑔 are strongly convex and 𝜌 is appropriately

chosen. However, it cannot be directly applied to our case since 𝑔 in (8) is not strongly convex. In addition, Theorem 7 in Nishihara
et al. (2015) proved that in minimizing 𝑓 (𝐱)+𝑔(𝐳) subject to 𝐀𝐱+𝐁𝐳 = 𝐜, if 𝑔 is convex, 𝑓 is strongly convex with convex parameter
𝑚 and ∇𝑓 is Lipschitz continuous with parameter 𝐿, then the algorithm has linear convergence rate when 𝜌 is appropriately chosen.
But again this result cannot be directly applied to our case, since in (8), ∇𝑓 is not Lipschitz continuous. The authors of Deng and
Yin (2016) proved the global convergence for ADMM under the assumptions of strong convexity and Lipschitz gradient on one of
the two functions, along with certain rank assumptions on 𝐀 and 𝐁, but in (8), neither ∇𝑓 or ∇𝑔 is Lipschitz continuous. Similarly, a
tight linear convergence rate bound was proved in Giselsson (2017) under the assumption that one of the two operators is strongly
convex and the other is Lipschitz continuous, which again does not apply to (8). On the other hand, some previous works can
handle the settings of our problem, but the established convergence rate is not optimal. For example, a sub-linear convergence rate
of 𝑂(1∕

√

𝑘) is obtained in Guo et al. (2017) for the Douglas–Rachford Splitting Method for solving min𝑥 𝑓 (𝑥)+𝑔(𝑥) when 𝑓 is strongly

convex and 𝑔 is weakly convex.
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The only reference that proves the global linear convergence of our algorithm might be (Yang and Han, 2016), which proves
global linear convergence when both 𝜕𝑓 and 𝜕𝑔 are piecewise linear multifunctions. However, they only find a bound on the

inear convergence rate, and this rate is implicitly defined. In this paper, we provide an exact convergence rate of the proposed
lgorithm by developing a general theory on the local convergence of ADMM. Notably, this result can be applied to analyze both
he convergence rate of our algorithm and that of the network lasso algorithm. The proof of the following theorem is deferred to
ppendix.

heorem 1 (Local Convergence Rate of ADMM). Considering the problem of minimizing 𝑓1(𝐱1) + 𝑓2(𝐱2) subject to 𝐀1𝐱1 + 𝐀2𝐱2 = 𝐛.
ssume that around the solution (𝐱∗, 𝐲∗), 𝜕𝑓1(𝐱) = 𝐂1𝐱+ 𝐜1 and 𝜕𝑓2(𝐱) = 𝐂2𝐱+ 𝐜2, then the local convergence rate of the ADMM algorithm

s 𝑂(𝑐(𝜌)𝑘), where 𝑘 is the number of iterations and 𝑐(𝜌) is the largest real components among all eigenvalue of
1
2
[(𝐈 − 2(𝐈 + 𝜌𝐀2𝐂−1

2 𝐀𝑇
2 )

−1)(𝐈 − 2(𝐈 + 𝜌𝐀1𝐂−1
1 𝐀𝑇

1 )
−1) + 𝐈].

emark. We note that Theorem 1 is similar to França and Bento (2017) in the sense that both investigate the exact local convergence
ate. However, the objective function in França and Bento (2017) is quadratic and has no 𝓁2 component as in (8).

The convergence rate of Algorithm 1 follows from Theorem 1 with

𝑓1({𝐱𝑖}𝑖∈ ) =
∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖

𝑓2({𝐳𝑠𝑡}(𝑠,𝑡)∈1 ) = 𝜆
∑

(𝑠,𝑡)∈1

‖𝐳𝑠𝑡 − 𝐳𝑡𝑠‖.

That is, 𝐱1 in Theorem 1 is replaced by {𝐱𝑖}𝑖∈ , 𝐱2 in Theorem 1 is replaced by {𝐳𝑠𝑡}(𝑠,𝑡)∈1 , and 𝐀1𝐱1 + 𝐀2𝐱2 = 𝐛 is replaced by
𝑠 = 𝐳𝑠𝑡 and 𝐱𝑡 = 𝐳𝑡𝑠 for all (𝑠, 𝑡) ∈ 1. Therefore, we have 𝐀1 ∈ R𝑛𝑝×2𝑝|1|, defined such that 𝐀1(2𝑖 − 1, 𝑠𝑖) = 𝐈𝑝×𝑝 and 𝐀1(2𝑖, 𝑡𝑖) = 𝐈𝑝×𝑝
f (𝑠𝑖, 𝑡𝑖) is the 𝑖th edge in 1, and 𝐀2 = −𝐈2𝑝|1|×2𝑝|1|. The matrix 𝐂1 ∈ R𝑝𝑛×𝑝𝑛 can be generated by the following three steps. First,
he (𝑖, 𝑖)th 𝑝 × 𝑝 block is given by

𝐂1(𝑖, 𝑖) = Hessian𝑓𝑖(𝐱∗𝑖 )

econd, for (𝑖, 𝑗) ∈ 0 we let 𝐓(𝑖, 𝑗) = 1
‖𝐱∗𝑖 −𝐱

∗
𝑗 ‖
𝐈 − 1

‖𝐱∗𝑖 −𝐱
∗
𝑗 ‖

3 (𝐱∗𝑖 − 𝐱∗𝑗 )(𝐱
∗
𝑖 − 𝐱∗𝑗 )

𝑇 if 𝐱∗𝑖 ≠ 𝐱∗𝑗 , and 𝐓(𝑖, 𝑗) = ∞𝐈 if 𝐱∗𝑖 = 𝐱∗𝑗 . Third, we update

the (𝑖, 𝑖), (𝑖, 𝑗), (𝑗, 𝑖), (𝑗, 𝑗)th 𝑝 × 𝑝 blocks of 𝐂1 by

𝐂1(𝑖, 𝑖) ← 𝐂1(𝑖, 𝑖) + 𝐓(𝑖, 𝑗),
𝐂1(𝑗, 𝑗) ← 𝐂1(𝑗, 𝑗) + 𝐓(𝑖, 𝑗),
𝐂1(𝑖, 𝑗) ← 𝐂1(𝑖, 𝑗) − 𝐓(𝑖, 𝑗),
𝐂1(𝑗, 𝑖) ← 𝐂1(𝑗, 𝑖) − 𝐓(𝑖, 𝑗).

The matrix 𝐂2 ∈ R2𝑝|1|×2𝑝|1| is generated as follows: for the 𝑖th edge in 1, (𝑠𝑖, 𝑡𝑖), the (𝑖, 𝑖)th 2𝑝 × 2𝑝 block of 𝐂2 is given by
𝐓(𝑠𝑖, 𝑡𝑖),−𝐓(𝑠𝑖, 𝑡𝑖); −𝐓(𝑠𝑖, 𝑡𝑖),𝐓(𝑠𝑖, 𝑡𝑖)]. The remaining 2𝑝 × 2𝑝 blocks are all zero matrices.

Note that the network lasso algorithm is equivalent to Algorithm 1 with 0 = ∅ and 1 =  , this result can also be used to analyze
he convergence rate of the network lasso algorithm. While it is difficult to compare their convergence rates in general due to the
omplexities of 𝐀𝑖 and 𝐂𝑖, we can calculate the convergence rate numerically for some specific examples. Here we assume two cases
s follows:

1. Let ( , ) be the one-dimensional chain graph defined by  = {1, 2,… , 100} and  = {(𝑘, 𝑘+1) ∣ 1 ≤ 𝑘 ≤ 99}, and the partition
such that 0 = {(1, 2), (3, 4),…} and 1 = {(2, 3), (4, 5),…}. In addition, 𝐱̂𝑖 ≠ 𝐱̂𝑖+1 when 𝑖 = 9, 18⋯ , 99, 𝜆 = 1.

2. Let ( , ) be the two-dimensional grid graph of size 10 × 10 and its partition  = 0 ∪ 1 as visualized in Fig. 3. In
addition, 𝐱̂ has the sparsity pattern such that if we index the 100 vertices by (𝑖, 𝑗)1≤𝑖,𝑗≤10, then 𝐱̂(𝑖, 𝑗) has the same value
if (𝑖 − 5)2 + (𝑗 − 5)2 ≤ 10 and has another value otherwise, and 𝜆 = 1.

The comparison of corresponding 𝑐(𝜌) defined in Theorem 1 for Algorithm 1 and the network lasso are visualized in Fig. 1, where
the 𝑦-axis represents − log(𝑐(𝜌)), in which larger values means faster convergence. From Fig. 1, Algorithm 1 consistently has a larger
− log(𝑐(𝜌)), which implies that it has a faster convergence rate than the network lasso algorithm.

3.1. Computational cost

In this section, we compare the computational cost per iteration of Algorithm 1 and the network lasso algorithm (Hallac et al.,
2015) in a common case that 𝑓𝑖(𝐱𝑖) = ‖𝐱𝑖 − 𝐲𝑖‖2. Under such setting, the solutions of (20) in Algorithm 1 can be characterized by
Lemma 2.

Lemma 2. For any 𝐚,𝐛 ∈ R𝑝,

argmin 𝑐1‖𝐱 − 𝐚‖2 + 𝑐2‖𝐲 − 𝐛‖2 + 𝜆‖𝐱 − 𝐲‖

𝐱,𝐲∈R𝑝
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Fig. 1. Comparison of the theoretical local convergence rates between Algorithm 1 and the network lasso.

=

⎧

⎪

⎨

⎪

⎩

( 𝑐1𝐚+𝑐2𝐛𝑐1+𝑐2
, 𝑐1𝐚+𝑐2𝐛𝑐1+𝑐2

), if 2𝑐1𝑐2‖𝐚−𝐛‖≤ (𝑐1 + 𝑐2)𝜆

(𝐚 − 𝜆
2𝑐1

𝐚−𝐛
‖𝐚−𝐛‖ ,𝐛 − 𝜆

2𝑐2
𝐛−𝐚

‖𝐛−𝐚‖ ), otherwise.

Now let us investigate the computational complexity per iteration of Algorithm 1, by keeping track of the multiplications of a
scalar and a vector of R𝑝 (denoted as multiplications) and the additions of two vectors of R𝑝 (denoted as additions). In particular,
the calculation of 𝐭𝑠∕(1+𝜌𝑠) in step 3 requires 2|1|+𝑛 multiplications and 2|1|+𝑛 additions, and solving (20) requires an additional
cost of at most 2|0| multiplications and 2|0| additions, and |0| operations of finding the norm of a vector of length 𝑝 and |0|
operations of comparing two scalars. Solving (21) requires 3|1| additions, |1| multiplications and |1| comparisons. Step 4 requires
|1| additions and |1| multiplications. Therefore the total computational cost is 𝑝(13|1| + 7|0| + 2𝑛) = 𝑝(6|1| + 9𝑛) ≤ 15𝑛𝑝. On
he other hand, note that the network lasso algorithm is equivalent to the case where 0 = ∅ and 1 =  , we may also compute its

computational cost per iteration, which would be 15𝑛𝑝. It is clear that whenever |1| < ||, Algorithm 1 will always have a smaller
computational cost per iteration compared to the network lasso.

3.2. Comparison with other works

Decomposing a graph into edges or paths has been used in existing literature. However, we remark that our approach is different
from previous works. For instance, Tansey and Scott (2015) decomposes the graph into a set of trails (this idea is also explored
in Barbero and Sra (2018) for the two-dimensional grid graph), and then apply existing algorithms to solve each problem. In
particular, it decomposes  into 𝐾 sets ⋃𝐾

𝑘=1 𝑘 such that for each 1 ≤ 𝑘 ≤ 𝐾, 𝑘 is a trail, which is a walk in which all the
dges are distinct. By writing the optimization problem as

min
𝐱,𝐳

∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

1≤𝑘≤𝐾

∑

(𝑠,𝑡)∈𝑘

‖𝐳𝑘 ,𝑠 − 𝐳𝑘 ,𝑡‖,

s.t. 𝐳𝑘 ,𝑠 = 𝐱𝑠, ∀1 ≤ 𝑘 ≤ 𝐾 and 𝑠 in some edge of 𝑘,

hen the ADMM algorithm can be used to update 𝐱 and 𝐳 alternatively. For the case 𝑝 = 1, the update for 𝐳 in each trail can be solved
fficiently using the dynamic programming approach in Johnson (2013). We remark that there are two main differences between
heir method and ours: First, while ADMM algorithm requires decomposing the objective function into two components, they follow
he natural decomposition by the loss function 𝑓𝑖 and the total variation penalty term; while our partition is different and based on
raph decomposition. A comparison is summarized in Table 1. In this sense, Barbero and Sra (2018) and Tansey and Scott (2015)
re verysimilar to network lasso, but with the subproblem for the second component solved by graph decomposition and dynamic
rogramming. Second, these methods apply the dynamic programming approach (Johnson, 2013), which only works for the case
here 𝐱𝑖 are scalars (i.e., 𝑝 = 1). In comparison, our method can handle the multivariate observations, i.e., 𝐱𝑖 ∈ R𝑝 with 𝑝 > 1.

In fact, when 𝑝 = 1, the idea in this work can be combined with the idea in Barbero and Sra (2018) and Tansey and Scott (2015)
⋃𝐾1 1 ⋃𝐾0 0 0 1
s follows: first decompose  into sets ( 𝑘=1 𝑘 ) ∪ ( 𝓁=1 𝓁), such that all 𝓁 and 𝑘 are disjoint trails. Then we may write the
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Table 1
Comparison of decomposition of the objective function (1) in various ADMM algorithms. The
second row refers Networks Lasso (Hallac et al., 2015), and Barbero and Sra (2018), Tansey and
Scott (2015), Zhu (2017) and Ramdas and Tibshirani (2015).

First component Second component

Proposed ∑

𝑖∈ 𝑓𝑖(𝐱𝑖) +𝜆
∑

(𝑠,𝑡)∈1
‖𝐱𝑡 − 𝐱𝑠‖ 𝜆

∑

(𝑠,𝑡)∈1
‖𝐱𝑡 − 𝐱𝑠‖

Others ∑

𝑖∈ 𝑓𝑖(𝐱𝑖) 𝜆
∑

(𝑠,𝑡)∈ ‖𝐱𝑡 − 𝐱𝑠‖

optimization problem as

min
𝐱,𝐳

(

∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

1≤𝑘≤𝐾0

∑

(𝑠,𝑡)∈0𝑘

‖𝐱𝑠 − 𝐱𝑡‖
)

+ 𝜆
∑

1≤𝑘≤𝐾1

∑

(𝑠,𝑡)∈1𝑘

‖𝐳1𝑘 ,𝑠 − 𝐳1𝑘 ,𝑡‖,

s.t. 𝐳1𝑘 ,𝑠 = 𝐱𝑠,

for all 1 ≤ 𝑘 ≤ 𝐾 − 1 and 𝑠 in some edge of 1
𝑘 , which would lead to another ADMM algorithm for solving (1) when 𝑝 = 1 (i.e., the

problem considered in Tansey and Scott (2015)) and the dynamic programming method (Johnson, 2013) can be applied. However,
we suspect that this algorithm is faster than Algorithm 1 when 𝑝 = 1, but we will leave it as a possible future investigation.

We remark that there are other methods for fused lasso and its related problems, including Zhu (2017) and Ramdas and Tibshirani
(2015). However, both of them are still based on the standard decomposition of loss function and regularizer, and only apply to the
setting 𝑝 = 1.

4. Numerical experiments

In this section, Algorithm 1 will be compared with the network lasso for solving the graph-fused lasso models under various
scenarios. We measure the convergence by the difference between the objective value at iteration 𝑘 and the optimal objective
value. We remark that all ADMM algorithms require an augmented Lagrangian parameter 𝜌, and the algorithms would converge
slowly when 𝜌 is too large or too small. While there have been many works on the choice of 𝜌 (for example, a simple varying
penalty strategy based on residual balancing is suggested in Section 3.4.1 of Boyd et al. (2011), and another choice based on the
Barzilai–Borwein spectral method for gradient descent is proposed in Xu et al. (2017)), there is no consensus on the optimal strategy
of the choice of 𝜌. As a result, we will test the performance of the algorithms on a range of 𝜌 and the optimal 𝜌 is picked inside the
chosen range.

4.1. Synthetic simulations

We first test our algorithm on the one-dimensional chain graph. Following Zhu (2017), we use the model that

𝐲∗𝑖 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

[1, 1], if 1 ≤ 𝑖 ≤ 11
[−1, 1], if 12 ≤ 𝑖 ≤ 22
[2, 2], if 1 ≤ 23 ≤ 33
[−1,−1], if 34 ≤ 𝑖 ≤ 44
[0, 0], if 𝑖 ≥ 45.

e generate 𝐲𝑖 = 𝐲∗𝑖 + 0.5 ∗  (𝟎, 𝐈2×2) and 𝜆 ∈ {0.1, 1}. The loss function 𝑓𝑖(𝐱𝑖) = ‖𝐱𝑖 − 𝐲𝑖‖2 is used, so we can apply Lemma 2 to
btain the closed-form solutions in Algorithm 1. Comparison between Algorithm 1 and the network lasso in terms of convergence
peed under various choices of 𝜌 are shown in Fig. 2. The figures indicate that for both choices of 𝜆, Algorithm 1 always performs
etter with a good choice of 𝜌. In fact, if 𝜌 is chosen to be the optimal values for both algorithms, Algorithm 1 converges twice as
ast as the network lasso.

For the second simulation, we generate a set of data on a 10 by 10 grid graph; the true values at the center vertices with radius
are taken as (0.5, 0.5, 0.5) ∈ R3 and others are taken as 𝟎, and we add noise of 0.2 ∗  (𝟎, 𝐈3×3). We present a visualization of

his grid and a natural choice of 0 in Fig. 3. Since both of Algorithm 1 and network lass work for a general convex loss function
𝑖, we use the package cvx when updating 𝑥 in Algorithm 1 (network lasso as well has this feature). The convergence times are
hown in Fig. 4, which shows that Algorithm 1 takes a comparable or shorter time to reach the convergence than the network
asso algorithm. Combining it with the fact that Algorithm 1 has a smaller computational complexity per iteration, this implies the
umerical superiority of Algorithm 1.

.2. Real data example

A natural application of the graph fused lasso estimator is 2D image denoising (Chopra and Lian, 2010; Rudin et al., 1992) as
he estimator can be used to penalize the differences between neighboring pixels in an image. Suppose that 𝑓𝑖(𝐱𝑖) = (𝐲𝑖 − 𝐱𝑖)2 where

∑

𝐲𝑖}𝑖∈ represents the pixels in a noisy image and  is a grid graph as shown in Fig. 3 such that (𝑠,𝑡)∈ ‖𝐱𝑡 − 𝐱𝑠‖ measures the sum
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Fig. 2. Comparison of the convergence rates of Algorithm 1 and Network-Lasso Algorithm for 1D chain graph with 𝜆 = 0.1 (first row) and 𝜆 = 1 (second row).

Fig. 3. Visualization of a 10 by 10 grid graph (left) and an example of 0 (right).

of differences between neighboring pixels. Then the graph fused lasso estimator (1) can be applied to denoise images as a natural
image should be locally smooth. In this section, we apply our Algorithm 1 to two image-denoising examples, and compare it with
the Network Lasso Algorithm (Hallac et al., 2015) and the Trail Decomposition Algorithm (TrailDecomp) (Tansey and Scott, 2015).
While all three algorithms solve the graph fused lasso problem (1) based on ADMM, the Network Lasso algorithm is not based on
graph decomposition and the TrailDecomp is based on a different graph decomposition in the sense that the graph  is decomposed
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Fig. 4. Comparison of the convergence rates of Algorithm 1 and Network-Lasso Algorithm under the 2D grid graph setting with 𝜆 = 0.5 (first row) and 𝜆 = 10
(second row).

Table 2
MSEs of Algorithm 1, Network Lasso and TrailDecomp shown in Figs. 5 and 6.

Proposed Network Lasso TrailDecomp

Baboon 0.0544 0.0544 0.0567
Butterfly 0.1035 0.1035 N/A

into a set of ‘‘trails’’, a sequence of vertices that are connected by edges in  . We note that TrailDecomp does not apply to the case
𝑝 = 1.

The two examples are based on the baboon image and the butterfly images as shown in Figs. 5 and 6. We add i.i.d. Gaussian
noises of size 𝑁(0, 𝜎2) to each pixel and then apply algorithms to denoise the two images. The size of the baboon image is 64 × 64
nd each pixel is represented as a scalar based on the grayscale, and the size of the butterfly image is 128 × 128 and each pixel
s represented as a vector of length 3 in the RGB color model. The comparisons of Algorithm 1, Network Lasso Algorithm, Trail
ecomposition Algorithm are displayed in Figs. 5 and 6, and we do not include TrailDecomp in the butterfly example as it does not
pply to the case 𝑝 = 3. In addition, we measure the quality of the denoising by Average𝑖∈‖𝐱̂𝑖 − 𝐱𝑖‖2, the mean square error (MSE),
nd report the mean MSEs over 100 runs in Table 2. All algorithms stop at 50 iterations. It shows that our algorithm achieves the
ame error as Network Lasso and both of them have smaller MSEs than TrailDecomp. Both of our algorithm and Network Lasso
stimator converge to the global minimizer to the graph fused lasso problem (1) while TrailDecomp does not converge within 50
terations.

Lastly we model and test a real world problem in a reasonably large, geographically-defined underlying graph. The data comes
rom the police reports made publicly available by the city of Chicago, from 2001 until the present (Chicago Police Department
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Fig. 5. Comparison of Algorithm 1, Network Lasso Algorithm, TrailDecomp for image denoising. The noise level is 𝜎 = 0.1 and 𝜆 is set to be 0.08.

Fig. 6. Comparison of Algorithm 1 and Network Lasso Algorithm for image denoising. The noise level is 𝜎 = 0.15 and 𝜆 is set to be 0.25. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

2014) and is available as the supplementary files of Arnold and Tibshirani (2016). In this dataset, the vertices represent the census
blocks and the edges represent the neighboring blocks, and 𝑥𝑖 ∈ [0, 1] denotes the burglaries occurring rate in block 𝑖. The original
graph has 2162 vertices, 6995 edges and by running the greedy algorithm of the graph matching in the end of Section 2, we obtain
0 that contains 1025 edges with no sharing vertices. The convergence rates are shown in Fig. 7, which shows that Algorithm 1
converges faster than the network lasso algorithm. More results and discussions are in Appendix.

5. Conclusions

This paper proposes a new ADMM algorithm for solving graphic fused lasso, based on a novel method of dividing the objective
function and into two components based on graph decomposition. According to the theoretical analysis and numerical verification,
the proposed algorithm enjoys a smaller complexity per iteration and converges faster comparing with the standard ADMM algorithm
of the graph-fused lasso (GFL). Because of the universality of GFL, our method can be applied to a wide range of optimization
problems, and simulations show that our advantage is significant for the chain graph. However, finding a good graph decomposition
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Fig. 7. Comparison of the convergence rates for the Chicago crime dataset with 𝜆 = 0.05 (first row) and 𝜆 = 0.25 (second row).

s important to the success of the proposed algorithm. While there are existing approaches for decomposing the chain graph and
he grid graph, it remains a future direction to find the optimal graph decomposition for general graphs. Moreover, our idea can
e applied to broader settings that are not covered by (1). For example, the trending filtering (Ramdas and Tibshirani, 2015)
an be considered as a generalization of (1) to hypergraphs, and we may divide the regularization term into two components
𝑛
𝑖=1 𝑓𝑖(𝐱𝑖) + ‖𝐱1 − 2𝐱2 + 𝐱3‖ + ‖𝐱4 − 2𝐱5 + 𝐱6‖ +⋯ and ‖𝐱2 − 2𝐱3 + 𝐱4‖ + ‖𝐱3 − 2𝐱4 + 𝐱5‖ + ‖𝐱5 − 2𝐱6 + 𝐱7‖ + ‖𝐱6 − 2𝐱7 + 𝐱8‖ +⋯. The

nalysis of its performance and the comparison with standard algorithms would be another possible future direction.
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I
𝐳

e

A.1. Proof of Lemma 1

Let us consider the problem

argmin
{𝐱𝑖}𝑖∈ ,

{𝐳𝑠𝑡}(𝑠,𝑡)∈1

(

∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖
)

+ 𝜆
∑

(𝑠,𝑡)∈1

‖𝐳𝑠𝑡‖ (A.1)

s.t. 𝐳𝑠𝑡 = 𝐱𝑠 − 𝐱𝑡, 𝐳𝑡𝑠 = 𝐱𝑠 + 𝐱𝑡.

and its associated Lagrangian

𝐿̄𝜌(𝑥, 𝑧, 𝑢) =
∑

𝑖∈
𝑓𝑖(𝐱𝑖) + 𝜆

∑

(𝑠,𝑡)∈0

‖𝐱𝑠 − 𝐱𝑡‖ +

∑

(𝑠,𝑡)∈1

(

𝜆‖𝐳𝑠𝑡‖ + 𝐮𝑇𝑠𝑡(𝐳𝑠𝑡 − 𝐱𝑠 + 𝐱𝑡) + 𝐮𝑇𝑡𝑠(𝐳𝑡𝑠 − 𝐱𝑠 − 𝐱𝑡)

+
𝜌
2
‖𝐳𝑠𝑡 − 𝐱𝑠 + 𝐱𝑡‖2 +

𝜌
2
‖𝐳𝑡𝑠 − 𝐱𝑠 − 𝐱𝑡‖2

)

, (A.2)

as well as the ADMM algorithm of

𝑥(𝑘+1) = argmin
𝑥

𝐿̄𝜌(𝑥, 𝑧(𝑘), 𝑢(𝑘)) (A.3)

𝑧(𝑘+1) = argmin
𝑧

𝐿̄𝜌(𝑥(𝑘+1), 𝑧, 𝑢(𝑘)) (A.4)

𝐮(𝑘+1)𝑠𝑡 = 𝐮(𝑘)𝑠𝑡 + 𝜌(𝐳(𝑘+1)𝑠𝑡 − 𝐱(𝑘+1)𝑠 + 𝐱(𝑘+1)𝑡 ) (A.5)

𝐮(𝑘+1)𝑡𝑠 = 𝐮(𝑘)𝑡𝑠 + 𝜌(𝐳(𝑘+1)𝑡𝑠 − 𝐱(𝑘+1)𝑠 − 𝐱(𝑘+1)𝑡 ). (A.6)

t can be verified that the update of (A.3)–(A.6) with 𝐿̄𝜌 is in fact identical to the update of (10)–(13) with 𝐿̂2𝜌: if we replace 𝐳𝑠𝑡,
𝑡𝑠, 𝜌 in (8) and (9) using 𝐳𝑠𝑡 = (𝐳′𝑠𝑡 + 𝐳′𝑡𝑠)∕2, 𝐳𝑡𝑠 = (𝐳′𝑠𝑡 − 𝐳′𝑡𝑠)∕2, and 𝜌 = 𝜌′∕2, then we obtain the formulations in (A.1) and (A.2), thus

the equivalency between (8)/(9) and (A.1)/(A.2). As a result, their ADMM algorithms (A.3)–(A.6) and (10)–(13) are equivalent as
well. Then Lemma 1 is proved by combining the previous analysis with Lemma 3, which shows that (A.3)–(A.6) are equivalent to
(17)–(19).

Lemma 3. The pre-conditioned ADMM procedure for solving min𝐱,𝐲 𝑓 (𝐱) + 𝑔(𝐲) subject to 𝐀𝐱 + 𝐁𝐲 = 𝐜

𝐱(𝑘+1) = argmin
𝐱

𝐿(𝐱, 𝐲(𝑘), 𝐯(𝑘)) + 𝜌
2
(𝐱 − 𝐱(𝑘))𝑇𝐂𝑇

1 𝐂1(𝐱 − 𝐱(𝑘)), (A.7)

𝐲(𝑘+1) = argmin
𝐲

𝐿(𝐱(𝑘+1), 𝐲, 𝐯(𝑘)) + 𝜌
2
(𝐲 − 𝐲(𝑘))𝑇𝐂𝑇

2 𝐂2(𝐲 − 𝐲(𝑘)), (A.8)

𝐯(𝑘+1) = 𝐯(𝑘) + 𝜌(𝐀𝐱(𝑘+1) + 𝐁𝐲(𝑘+1) − 𝐜), (A.9)

where 𝐿(𝐱, 𝐲, 𝐯) = 𝑓 (𝐱)+𝑔(𝐲)+𝐯𝑇 (𝐀𝐱+𝐁𝐲−𝐜)+ 𝜌
2‖𝐀𝐱+𝐁𝐲−𝐜‖2, is equivalent to the standard ADMM procedure applied to the augmented

problem

min
𝐱,𝐲

𝑓 (𝐱) + 𝑔(𝐲), s.t. [𝐀𝐱 + 𝐁𝐲,𝐂1𝐱,𝐂2𝐲] = [𝐜, 𝐳,𝐰].

Proof of Lemma 3. Applying the standard ADMM routine to optimize (𝐱,𝐰) and (𝐲, 𝐳) alternatively, the update formula for the
augmented ADMM is

𝐱(𝑘+1) = argmin
𝐱

𝐿(𝐱, 𝐲(𝑘), 𝐯(𝑘)) + 𝜌
2
‖𝐂0.5

1 𝐱 − 𝐳(𝑘)‖2 + 𝐯(𝑘) 𝑇1 (𝐂0.5
1 𝐱 − 𝐳(𝑘)), (A.10)

𝐰(𝑘+1) = 𝐶0.5
2 𝐲(𝑘) + 1

𝜌
𝐯(𝑘)2 , (A.11)

𝐲(𝑘+1) = argmin
𝐲

𝐿(𝐱(𝑘+1), 𝐲, 𝐯(𝑘))+

𝜌
2
‖𝐂0.5

2 𝐲 − 𝐰(𝑘+1)
‖

2 + 𝐯(𝑘) 𝑇2 (𝐂0.5
2 𝐲 − 𝐰(𝑘+1)), (A.12)

𝐯(𝑘+1) = 𝐯(𝑘) + 𝜌(𝐀𝐱(𝑘+1) + 𝐁𝐲(𝑘+1) − 𝐜), (A.13)

𝐳(𝑘+1) = 𝐶0.5
1 𝐱(𝑘+1) + 1

𝜌
𝐯(𝑘)1 (A.14)

𝐯(𝑘+1)1 = 𝐯(𝑘)1 + 𝜌(𝐂0.5
1 𝐱(𝑘+1) − 𝐳(𝑘+1)) (A.15)

𝐯(𝑘+1)2 = 𝐯(𝑘)2 + 𝜌(𝐂0.5
2 𝐲(𝑘+1) − 𝐰(𝑘+1)). (A.16)

Note that by plugging the definition of 𝐳(𝑘+1) in (A.13) to the definition of 𝐯(𝑘+1) in (A.16), we have 𝐯(𝑘+1)1 = 0 for all 𝑘. So (A.13)
implies that 𝐳(𝑘+1) = 𝐶0.5

1 𝐱(𝑘+1) and (A.10) is equivalent to (A.7). Plugging in the definition of 𝐰(𝑘+1) to (A.12), we obtain the
quivalence between (A.12) and (A.8). □
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A.2. Proof of Lemma 2

Let (𝐱̂, 𝐲̂) be the solution. If 𝑥̂ = 𝑦̂, then the minimizer is 𝑥̂ = 𝑦̂ = 𝑐1𝑎+𝑐2𝑏
𝑐1+𝑐2

.
If 𝑥̂ ≠ 𝑦̂, then the minimizer satisfies 2𝑐1(𝑥̂− 𝑎) + 𝜆 = 0 and 𝑥̂ = 2𝑐1𝑎−𝜆

2𝑐1
and similarly, 𝑦̂ = 2𝑐2𝑏+𝜆

2𝑐2
. So if 2𝑐2(2𝑐1𝑎− 𝜆) > 2𝑐1(2𝑐2𝑏+ 𝜆),

i.e., 2𝑐1𝑐2(𝑎 − 𝑏) > (𝑐1 + 𝑐2)𝜆, this is the solution.
If −2𝑐1𝑐2(𝑎 − 𝑏) > (𝑐1 + 𝑐2)𝜆, then 𝑥̂ = 2𝑐1𝑎+𝜆

2𝑐1
and similarly, 𝑦̂ = 2𝑐2𝑏−𝜆

2𝑐2
.

A.3. Proof of Theorem 1

By calculation, the ADMM algorithm is equivalent to the Douglas–Rachford splitting method applied to

max
𝐳

−𝐛𝑇 𝐳 − 𝑓 ∗
1 (−𝐀

𝑇
1 𝐳) − 𝑓 ∗

2 (−𝐀
𝑇
2 𝐳)

with two parts given by 𝑓 = 𝑓 ∗
2 (−𝐀

𝑇
2 𝐳) and 𝑔 = 𝐛𝑇 𝐳 + 𝑓 ∗

1 (−𝐀
𝑇
1 𝐳) respectively, and the Douglas–Rachford splitting method is an

iterative method that minimizes 𝑓 (𝐱) + 𝑔(𝐱) with the updating formula

𝐱(𝑘+1) = 1
2
[(𝐈 − 2prox𝜌𝑓 )(𝐈 − 2prox𝜌𝑔) + 𝐈](𝐱(𝑘)).

Note that locally around the optimal solution2 we have

prox𝜌𝑓 = (𝐈 + 𝜌𝜕𝑓 )−1, 𝜕𝑓 (𝐱) = 𝐀2𝐂−1
2 𝐀𝑇

2 𝐱 + 𝐜1,
prox𝜌𝑔 = (𝐈 + 𝜌𝜕𝑔)−1, 𝜕𝑔(𝐱) = 𝐀1𝐂−1

1 𝐀𝑇
1 𝐱 + 𝐜2

for some constants 𝐜1 and 𝐜2, each iteration of the algorithm is a linear operator in the form of
1
2

[

(𝐈 − 2prox𝜌𝑓 )(𝐈 − 2prox𝜌𝑔) + 𝐈
]

(𝐱(𝑘+1) − 𝐜0)

=1
2

[

(𝐈 − 2(𝐈 + 𝜌𝐀2𝐂−1
2 𝐀𝑇

2 )
−1)(𝐈 − 2(𝐈 + 𝜌𝐀1𝐂−1

1 𝐀𝑇
1 )

−1) + 𝐈
]

(𝐱(𝑘) − 𝐜0),

here 𝐜0 is the fixed point of the iterative algorithm that depends on 𝐜1 and 𝐜2. As a result,

𝐱(𝑘+1) − 𝐜0 =
( 1
2

[

(𝐈 − 2(𝐈 + 𝜌𝐀2𝐂−1
2 𝐀𝑇

2 )
−1)(𝐈 − 2(𝐈 + 𝜌𝐀1𝐂−1

1 𝐀𝑇
1 )

−1) + 𝐈
])𝑘

(𝐱(1)− 𝐜0),

which completes the proof.

Appendix B. Additional experiments

We append more results and discussions for the Chicago Crime experiment in Section 4.2. First of all, we present the fitting
results of Algorithm 1 in a geographical map of Chicago in Fig. B.1 for 𝜆 ∈ {0.013, 0.019, 0.024, 0.041, 0.07}.

A popular and common approach for solving classification and regression problems involving graph is the nearest neighbors
lgorithm (Hastie et al., 2001). Given a set of labeled data {(𝐱𝑖, 𝑦𝑖)} and an unlabeled data 𝐱, it assigns 𝐱 to a class based on its
earest neighbors. We apply the idea of 𝑘-NN algorithm and adapt it to Chicago Crime example as baseline algorithms. For any two
ertices 𝑖, 𝑗, we define the distance 𝑑(𝑖, 𝑗) as the length of the shortest path from 𝑖 to 𝑗. The first method, NN-average (average over

nearest neighbors), is to assign the value of the vertex 𝑖 is taking the averaged response values of its neighbors 𝑥̂𝑖 =
1

|𝐾 (𝑖)|
∑

𝑗∈𝐾 (𝑖) 𝑥𝑗
where 𝐾 (𝑖) ∶= {𝑗 ∣ 𝑑(𝑖, 𝑗) ≤ 𝐾}. The second method, NN-max (maximum vote over nearest neighbors), treat it as a classification
problem by first assigning each vertex 𝑖 to one of the 𝑀 classes by 𝐿𝑖 = ⌈𝑀𝑥𝑖∕max{𝑥1,… , 𝑥𝑛}⌉, where 𝑀 is total number of labels,
and then predict 𝑥̂𝑖 based on the majority vote of its neighbors in 𝐾 (𝑖), i.e., 𝑥̂𝑖 = max{𝑥1 ,…,𝑥𝑛}

𝑀 × argmax𝑣
∑

𝑗∈𝐾 (𝑥𝑖) 𝟏{𝑣=𝐿𝑗}. The
moothed burglaries occurring rates generated by NN-average and NN-max are reported in Figs. B.2 and B.3 respectively, where
he parameters are set by 𝐾 ≤ 4 and 𝑀 = 10. As predicted in Arnold and Tibshirani (2016), the graph fused lasso-based algorithms
ave the advantage over NN-average and NN-max in the sense of local adaptivity: By only tuning the parameter 𝜆, the size of a
luster given the measurements of a graph is automatically determined by our algorithm, while NN-average and NN-max tend to
reate roughly equal sized clusters.
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