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Abstract

Melts of diblock copolymer/homopolymer blends exhibit multiscale phase separation: (i)macrophaseseparation into
homopolymer- and copolymer-richmacrodomainsfollowed by (ii) microphaseseparation into A- and B-richmicrodomains
within the copolymer-rich macrodomains (cf. [S. Koizumi, H. Hasegawa, T. Hashimoto, Macromolecules 27 (1994) 6532;
S. Koizumi, H. Hasegawa, T. Hashimoto, Macromolecules 27 (1994) 7893; H. Tanaka, H. Hasegawa, T. Hashimoto, Macro-
molecules 24 (1991) 240]). Following our previous derivation in [R. Choksi, X. Ren, On a derivation of a density functional
theory for microphase separation of diblock copolymers, J. Stat. Phys. 113 (2003) 151–176], we derive a density functional
theory for blends. This theory has been shown numerically to capture the multiscale separation (cf. [T. Ohta, A. Ito, Dynamics
of phase separation in copolymer–homopolymer mixtures, Phys. Rev. E 52–5 (1995) 5250–5260; A. Ito, Domain patterns in
copolymer–homopolymer mixtures, Phys. Rev. E 58–5 (1998) 6158–6165]). We also prove a result on local minimizers in one
space dimension, confirming a lamellar multiscale phase separation.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

A diblock copolymer is a linear-chain molecule consisting of two sub-chains joined covalently to each other.
One of the sub-chains is made of monomers of type A and the other of type B. Below a critical temperature, even a
weak repulsion between unlike monomers A and B induces a strong repulsion between the sub-chains, causing the
sub-chains to segregate. A macroscopic segregation, whereby the sub-chains detach from one another, cannot occur

∗ Corresponding author. Tel.: +1 604 291 3379; fax: +1 604 291 4947.
E-mail addresses:choksi@math.sfu.ca (R. Choksi), ren@math.usu.edu (X. Ren)

0167-2789/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.physd.2005.03.006



R. Choksi, X. Ren / Physica D 203 (2005) 100–119 101

because the sub-chains are chemically bonded: rather, a phase separation on a mesoscopic scale with A and B-rich
domains emerges. The mesoscopic domains which are observed are highly regular periodic structures; for example,
lamellar, bcc centered spheres, cylindrical tubes, and bicontinuous gyroids (see for example,[3] and the references
therein). This phenomena of diblock copolymer melts is commonly referred to asmicrophase separation.

In this article, we consider a mixture of A–B copolymers with homopolymers of monomer species C, where the
species C is thermodynamically incompatible with both the A and B monomer species. By a homopolymer of species
C we mean a polymer chain consisting purely of the monomer species C, and hence, a diblock copolymer results
from covalently joining one end of a A-homopolymer to one end of a B-homopolymer. When such a mixture contains
a sufficient concentration of the C homopolymers, the result in the melt phase is a macroscopic phase separation
(which we callmacrophase separation) into homopolymer- and copolymer-rich domains followed bymicrophase
separationwithin the copolymer-rich domains into A- and B-rich subdomains (cf.[16,17,26]). Following this
phenomena, let us agree to call the C-rich domainsmacrodomainsand the A- and B-rich domainsmicrodomains.

Following the work of Leibler[19], Ohta and Kawasaki[23] proposed a density functional theory (DFT) to
model microphase separation of diblock copolymers wherein the energy of the system is written exclusively in
terms of the averaged relative monomer density fieldsuA anduB. This free energy entails a localCahn-Hilliard-like
(cf. [5,22]) term together with a nonlocal interaction term stemming from the connectivity of the chains.

Ohta and Ito[24,18] later noted that the Ohta–Kawasaki DFT could be generalized to the case of blends. Using
an appropriate gradient flow, they presented simulations on the dynamics of the micro-macro phase separation. In
particular, working with two order parameters (seeAppendix Aof the present article) they wrote down a precise form
of the nonlocal interaction term. No details were presented on its derivation and we are unaware of any systematic
derivation of such a nonlocal functional for a homopolymer/copolymer blend.

In [6], we gave a systematic derivation of the Ohta–Kawasaki DFT for microphase separation of diblock copoly-
mers, presenting it as an offspring of the the self-consistent mean field theory (cf.[20] and the references therein).
The main purpose of this article is to derive a similar DFT for a homopolymer/copolymer blend in terms of the
averaged relative monomer density fieldsuA, uB anduC. Because of thelocalnature of the mean field approximation
and thelinear framework for the entropic part of the free energy, the addition of the homopolymers simply induces
a linear perturbation of the pure diblock problem considered in[6]. While we do outline all the major steps, we
detail only the modifications, and refer the reader to[6] for missing details. One simplification over the approach
in [6] is used: By using periodic boundary conditions, we simplify several of the steps.

Finally, we include a separate section (Section4) devoted to proving a result in one space dimension on the
existence of local minimizers which display a multiscaled lamellar pattern.

2. Notation

For clarity, we provide a brief summary of some of our notation:

• Ω ⊂ R3 is the physical domain with volume|Ω| on which the melt lives andD is a normalized physical domain
of unit volume. Unlike in[6], we will assume here thatΩ andD are the cubes (0, L)3 and (0,1)3 respectively,
and work with periodic boundary conditions; that is, we identifyΩ andD with the three dimensional cubic torus
T 3 of dimensionL and 1, respectively. We usex–z to denote points in� with dx (or dy,dz) in reference to a
volume integral.

• Fields with super and sub indices of A–C will be used to denote reference to the A–C monomers, respectively.
In Section3, we often usek andm as variables taking on the values of eitherA andB or A–C. To distinguish
between sums over A and B and sums over A–C we use explicit summation notation rather than the summation
convention.

• The indices of polymerization for the copolymer and homopolymer chains are denoted respectively by the
integersN andNC. For a copolymer chains parametrized by eitherτ or t ∈ [0, N], we letIA = [0, NA) denote
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the interval occupied by the A-monomers andIB = [NA, N] denote the interval occupied by the B-monomers.
We letNB := N −NA. The molecular weight of the A and B monomers areNA/N andNB/N, respectively.

• rD = (rD1 , . . . , r
D
n ) denotes ann-tuple of copolymer chains (continuous functions from [0, N] to Ω) andrH =

(rH1 , . . . , rHν ) denotes anν-tuple of homopolymer chains (continuous functions from [0, NC] toΩ). Associated to
these (n+ ν)-tuples is an (n+ ν)-product Wiener measure denoted by dµ (see Section3 for a precise definition).

• l denotes the Kuhn statistical length. The Boltzmann constant has been normalized to unity andβ denotes the
reciprocal of the absolute temperature measured in units of (energy)−1.

3. Mean field approximation

We assume there arenAB-diblocks chains written:rD1 , . . . r
D
n andν C-homopolymer chains written:rH1 , . . . rHν .

Each of the diblock chainsrDi is a Brownian process in the function space

ΓDi = C([0, N],Ω),

and each of the homopolymer chainsrHi is a Brownian process in the function space

ΓHi = C([0, NC],Ω).

If we write everyrDi ∈ C([0, N],Ω) asrDi = rDi (0)+ (rDi − rDi (0)), the space is decomposed into

C([0, N],Ω) ≡ Ω× {rDi ∈ C([0, N],Ω) : rDi (0) = �0}.

Let dPD�0 be the Wiener measure of the standard Brownian motion, scaled by a factorl/
√

3, on{rDi ∈ C([0, N],Ω) :

rDi (0) = �0}. l is the Kuhn statistical length[7,9] that measures the average distance between two adjacent monomers.
In this paper we only consider the situation when thisl is independent of the types of the adjacent monomers.

This Wiener measure is often written formally as

dPD�0 ∼ exp


− 3

2l2

∫ N

0

(
drDi (τ)

dτ

)2

dτ


 drDi .

Then the spaceC([0, N],Ω) is equipped with the measure

dµD1 = dx× dPD�0 .

With n chains in the material, we consider the space of diblocks is

ΓD = {rD = (rD1 . . . , rDn ) : rDi ∈ C([0, N],R3)}

equipped with the product measure

dµD = dµD1 × dµD1 × · · · × dµD1︸ ︷︷ ︸
n

.



R. Choksi, X. Ren / Physica D 203 (2005) 100–119 103

The analogous definitions apply for the homopolymer chains definingrH, dPH,dµH1 , dµH, andΓH. Thus, our
phase space is

Γ = ΓD × ΓH,

equipped with the full product measure dµ = dµD × dµH.
For the diblocks, the A (B, respectively) monomers occupy the intervalIA = [0, NA) (IB = [NA, N] respec-

tively).Withnandν chains of polymerization indicesNandNC, respectively, there arenN + νNC monomers. Inside
Ω, the total average monomer number density is

ρ0 = nN + νNC

|Ω| . (3.1)

We also have the average monomer number densities for the diblocks and homopolymers

ρD0 = nN

|Ω| ρH0 = νNC

|Ω| . (3.2)

Next we introduce the interaction Hamiltonian onΓ . Let VAA , VBB, VCC, VAB(= VBA), VAC(= VCA),
VBC(= VCB) (all positive) denote the interaction parameters. The interaction Hamiltonian is now

H(rD, rH) =
∑
i,j

∑
k,m=A,B

V km

2ρ0

∫
Ik

∫
Im

δ(rDi (τ) − rDj (t)) dτ dt

+
∑
i,j

∑
k=A,B

V kC

ρ0

∫
Ik

∫ NC

0
δ(rDi (τ) − rHj (t)) dτ dt

+
∑
i,j

VCC

2ρ0

∫ NC

0

∫ NC

0
δ(rHi (τ) − rHj (t)) dτ dt, (3.3)

where here, the indicesi, j go from 1, . . . , n for rDi , rDj , and 1, . . . , ν for rHi , rHj , and the indices k and m take on the

values of A and B, respectively. Note that factor 1/2 is missing in the second term to account for the missingVCk

terms, and that we assume that the interaction is short ranged in the use of theδ-function. With this in hand, we can
now write the Gibbs canonical distribution and partition function:

D(rD, rH) = 1

Z
exp(−βH(rD, rH)), Z =

∫
Γ

exp(−βH(rD, rH)) dµ,

which describes the thermal equilibrium. Here we use the energy unit to measure the absolute temperature so the
Boltzmann constant is 1 andβ is the reciprocal of the absolute temperature. The free energy of the system is
−β−1 logZ. Introducing the microscopic densities

ρk(x, rD) =
n∑

i=1

∫
Ik

δ(x− rDi (τ)) dτ, k = A and B,
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and

ρC(x, rH) =
n∑

i=1

∫ NC

0
δ(x− rHi (τ)) dτ,

we define the macroscopic densities:

〈ρk(x)〉 =
∫
Γ

ρk(x, rD)D(r) dµ, k = A and B. 〈ρC(x)〉 =
∫
Γ

ρC(x, rH)D(r) dµ. (3.4)

In terms of these macroscopic densities, the Hamiltonian(3.3)can be written

H(rD, rH) =
∫
Ω

∑
k,m=A,B

Vkm

2ρ0
ρk(x, rD)ρm(x, rD) dx+

∫
Ω

∑
k=A,B

V kC

ρ0
ρk(x, rD)ρC(x, rH) dx

+
∫
Ω

VCC

2ρ0
ρC(x, rH)ρC(x, rH) dx,

where k,m ∈ {A,B}.
At this stage, it is hopeless to compute the free energy and macroscopic densities due to the nonlocal character

of the interaction term. As is customary (see[10–14,20,23]), we introduce a mean field approximation whereby the
effects of all the chains on a single chain is simulated by means of an external field acting separately on the A–C
monomers. In doing so, we avoid these purely technical obstacles of using the delta function.

The mean field approximation issupported(ormotivated) by the following variational principle (see, for example,
[2]): For any distributionD′ (i.e.D′ �= D),

β

∫
Γ

H(rD, rH)D′(rD, rH) dµ− S(D′) > − logZ.

with equality whenD′ = D on the left side,D being as above the Gibbs canonical distribution induced by(3.3).
HereS(D′) denotes the statistical entropy associated with the distributionD′, i.e.

S(D′) = −
∫

D′ logD′ dµ.

This variational principle motivates the following approximation method: consider a smaller class of distributions
D′, and define

F (D′) =
∫
Γ

H(rD, rH)D′(rD, rH) dµ− β−1S(D′).

F (D′) may be considered as an approximate free energy of the original system underD′. Assume that in the smaller
classF (D′) is easier to compute and minimize. Then the minimizer within this smaller class approximates the true
distributionD.

In the self-consistent field theory (see Helfand[10], Helfand and Wasserman[11–13], Hong and Noolandi[14],
Matsen and Schick[20] – the latter two being formulated in the context of diblock copolymers), we choose the class
of distributions to be those generated by triple of external fieldsU = (UA, UB, UC), acting on the A–C monomers,
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respectively. There is no interaction between the monomers. These fields induces the following Hamiltonian onΓ :

HU (rD, rH) =
n∑

i=1

∑
k=A,B

∫
Ik

Uk(rDi (τ)) dτ +
ν∑

i=1

∫ NC

0
UC(rHi (τ)) dτ.

They in turn induce a Gibbs canonical distribution and partition function:

DU (rD, rH) = 1

ZU

exp(−βHU (rD, rH)), ZU =
∫
Γ

exp(−βHU (rD, rH)) dµ.

We use〈·〉U to denote the expectation with respect toDU (rD, rH) dµ. It is straightforward to show (see[6]) that

S(DU ) = β

∫
Ω

∑
k=A,B,C

Uk(x)〈ρk(x)〉U + logZU.

The approximate free energy underU is

F (U) =
∫
Ω


 ∑

k,m=A,B,C

V km

2ρ0
〈ρk(x)〉U〈ρm(x)〉U −

∑
k=A,B,C

Uk(x)〈ρk(x)〉U

 dx− 1

β
logZU. (3.5)

We note thatZU factors into two parts associated with the diblocks (AB) and homopolymers (C), respectively. That
is,

ZU = Z(UA ,UB) · ZUC =
{∫

ΓD1

exp

(
−β

[∫
IA

UAA(rD1 (τ)) dτ +
∫
IB

UB(rD1 (τ)) dτ

])
dµD1

}n

×
{∫

ΓH1

exp

(
−β

∫ NC

0
UC(rH1 (τ)) dτ

)
dµH1

}ν

Since logZU , and henceSDU decouple, the free energy can be written as.1

F (U) = F (UA, UB, UC)

=
∫
Ω


 ∑

k,m=A,B,C

V km

2ρ0
〈ρk(x)〉U〈ρm(x)〉U −

∑
k=A,B

Uk(x)〈ρk(x)〉(UA ,UB) − UC(x)〈ρC(x)〉UC


 dx

− 1

β
logZ(UA ,UB) −

1

β
logZUC. (3.6)

Here, we have used the fact that the{rDi , rHj } are all independentBrownian chains.

1 We note here, as we should have in[6], that in calculating the expectation of the original interaction HamiltonianH(rD, rH) under the
external fieldU, i.e.,∫

Γ

H(rD, rH)DU (rD, rH) dµ =
∫
Ω

∑
k,m=A,B,C

V km

2ρ0
〈ρk(x)〉U 〈ρm(x)〉U dx,

we assume independence of the microscopic densitiesρk(x, rD), k = A,B, ρC(x, rH). The densities involve sums over all the respective chains,
and when taking products the diagonal terms (i.e. products involving the same chain) are of course dependent. However, in the end we consider
a system of many chains (largen andν). Hence for any given chain, its energetic interaction with the other chains is of greater order than the
interaction with itself. We thus neglect the contribution of the correction term associated with this chain self-interaction.
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In this paper, our goal is to write the energy entirely in terms of the macroscopic densities〈ρk(x)〉U . In [6], we
followed the following steps:

(i) We determine the dependence ofZU and〈ρk(x)〉U onU via the Feynman–Kac integration theory wherein we
solve the modified heat equations with Dirichlet boundary conditions.

(ii) We use the self-consistency of the model to write the entropic part of the energy as an inner product of〈ρk(x)〉U
andU,

(iii) We take the thermodynamic limit to enable us to neglect boundary effects and work with the fundamental
solution of the heat equation. We then compute the linearized (aboutβ = 0)2 dependence of〈ρk(x)〉U onU.

(iv) In Fourier space, we invert this relationship to obtainU as a function of〈ρk(x)〉U , the density distribution it
generates.

(v) We return from the thermodynamic limit, to consider a finite system over a finite domain. Lastly, we nondi-
mensionalize.

We carry out essentially the same program separately for the diblocks and the homopolymers. However, we
first make one simplification. We takeΩ = (0, L)3 with the periodic boundary condition, i.e. the boundaries are
properly identified so thatΩ is topologically a three dimensional torus. Thus, the configurations of the chains may
be regarded as Brownian motion on a 3D flat torus, and the modified heat equations in the Feynman–Kac theory are
solved with periodic boundary conditions. This eliminates the need to take the thermodynamic limit. The modified
steps are as follows:

(i’) We determine the dependence ofZU and〈ρk(x)〉U onU via the Feynman–Kac integration theory wherein we
solve the modified heat equations with periodic boundary conditions.

(ii’) We use the self-consistency of the model to write the entropic part of the energy as an inner product of〈ρk(x)〉U
andU,

(iii’) We compute the linearized (aboutβ = 0) dependence of〈ρk(x)〉U onU.
(iv’) In Fourier space, we invert this relationship to obtainU as a function of〈ρk(x)〉U , the density distribution it

generates.
(v’) We nondimensionalize.

For the diblocks, the calculations are verbatim from[6] except for the simplification due to the periodic boundary
conditions. One obtains

Z(UA ,UB) =
{∫

Ω

q(UA ,UB)(y,0) dy

}n
=
{∫

Ω

q∗(UA ,UB)(y,N) dy

}n
. (3.7)

and

〈ρk(x)〉(UA ,UB) =
n

Z
1/n
(UA ,UB)

∫
Ik

q(UA ,UB)(x, τ)q∗(UA ,UB)(x, τ) dτ. (3.8)

where k = A,B. Where settinḡU(y, τ) = Uk(y) for τ ∈ Ik, q(UA ,UB)(x, τ) andq∗
(UA ,UB)

(x, τ) solve

(q(UA ,UB))τ + (l2/6))q(UA ,UB) − βŪq(UA ,UB) = 0, q(UA ,UB)(y,N) = 1, (y, τ) ∈ Ω× (0, N) (3.9)

2 β = 0 corresponds to infinite temperature, and we refer the reader to[6] for warnings about the validity of such an expansion in the different
regimes.
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and

(q∗(UA ,UB))τ − (l2/6))q∗(UA ,UB) + βŪq∗(UA ,UB) = 0, q∗(UA ,UB)(y,0) = 1, (y, τ) ∈ Ω× (0, N), (3.10)

respectively. Here we invoke periodic boundary conditions on∂Ω× (0, N).
To writeβ(UA, UB) as a function of〈ρk(x)〉(UA ,UB), k = A,B we linearize aboutβ = 0. We find3

EDentropy := −S(DD(UA ,UB)) + S(DD0 )

≈ 1

2ρD0

∫
Ω


 ∑

k∈{A,B}

l2Mkk

6
|∇ρk|2 +

∑
k,m∈{A,B}

6Rkm

l2N2
((−))−1(ρk − ρ̄k))(ρm − ρ̄m)


 dx, (3.11)

where

M = 1

2

[
N
NA

0

0 N
NB

]
, R = 3

2




N2

N2
A

− N2

NA NB

− N2

NA NB

N2

N2
B


 , (3.12)

andρD0 is defined by(3.2). In (3.12)above, we have for convenience denoted〈ρk(x)〉(UA ,UB), k = A,B and〈ρC(x)〉UC

simply byρk(x), k = A,B andρC(x), respectively.
For the homopolymers, Steps (i’) and (ii’) are the same; That is,

ZUC =
{∫

Ω

qUC(y,0) dy

}ν
=
{∫

Ω

q∗
UC(y,NC) dy

}ν
, (3.13)

and

〈ρC(x)〉UC = ν

Z
1/ν
UC

∫ NC

0
qUC(x, τ)q∗

UC(x, τ) dτ, (3.14)

whereqUC andq∗
UC solve(3.9) and (3.10), respectively, withŪ replaced withUC. Step (iii’) is however different,

and indeed simpler since only one field acts on the homopolymers. We will use the linear approximation:

〈ρC〉UC ≈ ρ̄C − ρH0

NC
R ∗ (βUC). (3.15)

Using the Fourier series of the fundamental solution to the heat equation with periodic boundary conditions

K(z, t) =
∑
ξ∈Z3

1

L3
exp

(
− l2

6

(
2π

L

)2

ξ2|t|
)

exp

(
2πi

L
ξ · z

)
. (3.16)

one obtains the Fourier series ofR:

R(z) =
∑
ξ∈Z3

2

L3

∣∣∣∣ 2πlξ√
6L

∣∣∣∣−4

h

(
4π2l2|ξ|2NC

6L2

)
exp

(
2πi

L
ξ · z

)
. (3.17)

3 This follows directly from[6] with the following simplifications: the periodic boundary conditions imply that the solutionsq0 andq∗0 (i.e.
under a external field (UA , UB) = 0) are identically equal to 1, and the solutionQ0 (see[6]) is simply the fundamental solution of the heat
equation with periodic boundary conditions.
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where

h(s) = e−s + s− 1. (3.18)

Denote the Fourier coefficients ofRby

R̂(ξ) = 2

L3

∣∣∣∣ 2πlξ√
6L

∣∣∣∣−4

h

(
4π2l2|ξ|2NC

6L2

)
(3.19)

so that

R(z) =
∑
ξ∈Z3

R̂(ξ) exp

(
2πi

L
ξ · z

)
.

For Step (iv’), we compute the inverse ofR̂ via the following approximation:

h(s) ≈ s if s � 1

h(s) ≈ s2

2
if s � 1.

This leads to

1

R̂(ξ)
≈ (2πl|ξ|)2L

12NC
+ L3

N2
C

.

Hence, denoting〈ρk〉UC simply byρC, we obtain

βUC ≈ −NC

ρH0

T (ρC − ρ̄C),

whereT is the operator

T := l2

12NC
(−�) + 1

N2
C

,

andρH0 is defined by(3.2). Integrating with respect to (ρC − ρ̄C), we find

EHentropy := −S(DH
UC) + S(DH0 ) ≈ 1

2ρH0

∫
Ω

[
l2

12
|∇ρC|2 + 1

NC
(ρC − ρ̄C)2

]
dx. (3.20)

For both the diblocks and homopolymers we neglect the constantsS(DD0 ), S(DH0 ).
From(3.11), (3.20), the free energy(3.6)becomes
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βF =
∫
Ω


 1

2ρD0

∑
k∈{A,B}

l2Mkk

6
|∇ρk|2 + 1

2ρH0

l2

12
|∇ρC|2

+
∑

k,m∈{A,B}

6Lkm

2ρD0 l
2N2

((−))−1(ρk − ρ̄k))(ρm − ρ̄m)

+ 1

2ρH0 NC
(ρC − ρ̄C)2 +

∑
k,m=A,B,C

βV km

2ρ0
ρkρm


 dx, (3.21)

whereF = F (ρA, ρB, ρC) is the total free energy.
We scale the variablex to Lx so thatx ∈ (0,1)3. We also re-scaleρk to uk = ρk/ρ0. Then the total free energy

per unit monomer in dimensionless units is4

E(u) := βF

ρ0L3
=
∫
T 3

[
ε2

2
〈K∇u,∇u〉 + εγ

2
〈J(−))−1/2(u− ū), (−))−1/2(u− ū)〉 +W(u)

]
dx (3.22)

where

ε2 = l2

6L2
and εγ = 6L2

l2N2

(
nN

nN + νNC

)
, (3.23)

K = 1

2




nN + νNC

nNA
0 0

0
nN + νNC

nNB
0

0 0
nN + νNC

νNC


 , (3.24)

J = 3

2




(
nN + νNC

nNA

)2

− (nN + νNC)2

nNAnNB
0

− (nN + νNC)2

nNAnNB

(
nN + νNC

nNB

)2

0

0 0 0


 , (3.25)

W(u) =
∑

k,m∈{A,B,C}

βV kmukum

2
.

We have denoted the three-dimensional flat torus of the unit length to beT 3. Note that in the calculation of(3.22),
we have ignored the second to last term of(3.21). We can justify this in two separate ways. One expects minimizers
(uA, uB, uC) to take on primarily the values (1,0,0), (0,1,0) and (0,0,1). Thus, this term involving the integral
of (u− uC)2 may be regarded as a constant. Alternatively, sinceNC is large, one may ignore this term because it is
much smaller than the last term of(3.21).

4 The reader may be surprised as to the dependence onNC in all the non-zero components ofK, andJ. This is simpy because of the rescaling
of variables whereby all the monomer densities are scaled via the total monomer densityρ0.
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We set

a = nNA

nN + νNC
, b = nNB

nN + νNC
, c = νNC

nN + νNC
. (3.26)

Thena+ b+ c = 1 and

K = 1

2




1

a
0 0

0
1

b
0

0 0
1

c


 , J = 3

2




1

a2
− 1

ab
0

− 1

ab

1

b2
0

0 0 0


 . (3.27)

We assume thatW(u) is concave inuA + uB + uC = 1. This is achieved ifV km is large compared toV kk and
Vmm for all k,m ∈ {A,B,C}, k �= m. We subtract a linear term

∑
k∈{A,B,C}

βV kk

2
uk (3.28)

fromWandredefine Was follows:

W(u) =
∑

k,m∈{A,B,C}

βV kmukum

2
−

∑
k∈{A,B,C}

βV kk

2
uk. (3.29)

ThisW is non-negative, and it achieves minimum value 0 at exactly three points: (1,0,0), (0,1,0), and (0,0,1).
Note that this modification ofWonly changes the free energy by a constant.

4. Local minimizers in 1D: the CABAB . . . ABA lamellar pattern

In this last section, we prove a result (Theorem 4.4) about local minimizers of(3.22)within the ansatz of patterns
depending only on one variable. In one space dimension one naturally conjectures that the optimal pattern must
consist of two macrodomains; one involving the pure C phase and the other devoted to a lamellar structure of
alternating A and B microdomains. The respective widths of these domains would be dictated by the material
parameters includinga, b andc. We call such a pattern the CABAB. . . ABA lamellar pattern. While we are not
able prove this structure is the global minimizer, we prove the existence of local minimizers displaying this pattern.
Owing to the fact that such a structure has only one C domain but many A and B domains, let us agree to refer to
the pure A and B domains asmicrodomainsand the pure C domain as amacrodomain.

Let u = (uA, uB, uC) be the relative monomer density fields. In one space dimension, the free energy(3.22)
becomes

Iε(u) :=
∫ 1

0

[
ε2

2
〈Ku′, u′〉 + εγ

2
〈J(−))−1/2(u− ū), (−))−1/2(u− ū)〉 +W(u)

]
dx (4.30)

whereK andJ are defined by(3.27)andW is defined foru that satisfiesuA + uB + uC = 1.Wachieves minimum
value 0 at exactly three points: (1,0,0), (0,1,0) and (0,0,1). The functionalIε is defined in

{u = (uA, uB, uC) : um ∈ W1,2(T 1)(m = A,B,C), uA + uB + uC = 1, ūA − a = ūB − b = ūC − c = 0}.
(4.31)

Here we useT 1 to denote (0,1) with 0 and 1 identified.
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Forε small, the theory ofΓ -convergence (cf.[8,4,1]) allows us to reduce the study ofIε to that of a much simpler
problem, which we callQ (theΓ -limit of ε−1Iε) and define below in(4.34). We will give a precise statement of this
convergence inLemma 4.5. The functionalQwill be defined on the admissible set

{u = (uA, uB, uC) : uA + uB + uC = 1, ūA − a = ūB − b = ūC − c = 0, uA, uB, uC ∈ BV (T 1, {0,1})}.
(4.32)

HereBV (T 1, {0,1}) is the space of functions of bounded variation that only take two values: 0 and 1. Each member
in this function space jumps between 0 and 1 at finitely many points. Therefore eachu from (4.32)dividesT 1 into
a number of intervals whereuA = 1 anduB = uC = 0 (pure A domains), a number of intervals whereuB = 1 and
uA = uC = 0 (pure B domains), and a number of intervals whereuC = 1 anduA = uB = 0 (pure C domains).

The set(4.32) is much simpler than the set(4.31), because of a natural decomposition. Apattern p of k
microdomainsis a loop of k lettersof A–C modulo translation. Note that unlike in the previous section, k will
now denote a positive integer. Any two adjacent letters must be distinct. The first and the last letter are considered
adjacent. For example, p = CABABA is a pattern of six subdomains. Note that ACABAB is by definition the same
pattern because they differ just by a translation. As explained above each member of(4.32)has a particular pattern
p, and(4.32)is the disjoint union of the sets

{u ∈ (4.32) :uhas the pattern p} (4.33)

that are labeled by p. Between letters of a pattern we have interfaces. For p = CABABA, there is a CA interface
between the first two letters, an AB interface between the second letter and the third letter, etc. We also have another
CA interface between the last letter and the first letter.

We are now ready to defineQ. For eachu in (4.32),

Q(u) = τABNAB + τBCNBC + τCANCA + γ

2

∫ 1

0
〈J(−))−1/2(u− ū), (−))−1/2(u− ū)〉dx. (4.34)

HereNAB (andNBC, NCA) is the number of AB (BC and CA, respectively) interfaces.τAB, τBC, andτCA are
positive constants called surface tensions. For example,τAB is the surface tension of an AB interface, and is given
by (cf. Lemma 4.5and[1])

τAB = inf
η

{√
2
∫ 1

0

√
W(η(t))〈Kη′(t), η′(t)〉dt : η ∈ C1[0,1], η(0) = (1,0,0), η(1) = (0,1,0)

}
. (4.35)

In this definitionη is a curve in the planeuA + uB + uC = 1 connecting the A-state and the B-state. The surface
tensionsτBC andτCA are similarly defined. HereK andWare given respectively by(3.27) and (3.29). One readily
checks that the infimum forτAB is obtained whenη(t) = (1,0,0)T(1− t) + (0,1,0)Tt, and hence

τAB =
(∫ 1

0

√
(1− t)t dt

)√(
1

a
+ 1

b

)
χAB = π

8

√(
1

a
+ 1

b

)
χAB,

where the Flory–Huggins AB parameter is given by

χAB := βVAB − β

2
(VAA + VBB).
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Similarly, one has

τAC = π

8

√(
1

a
+ 1

c

)
χAC and τBC = π

8

√(
1

b
+ 1

c

)
χBC,

where

χAC := βVAC − β

2
(VAA + VCC) and χBC := βVBC − β

2
(VBB + VCC).

All three Flory–Huggins parametersχAB, χAC andχBC are assumed a priori to be strictly positive.
With these functionals in hand, we now turn toward their local minima. First we note that the 2× 2 matrix[

JAA JAB

JAB JBB

]
= 3

2

[
a−2 −(ab)−1

−(ab)−1 b−2

]
(4.36)

has an eigenvalue 0 whose associated eigenvector is (a, b) and a positive eigenvalue 1/a2 + 1/b2 whose associated
eigenvector is (b,−a).

Next we note that the nonlocal part ofIε andQ can be greatly simplified by introducing the variables

φ := buA − auB, ψ := auA + buB, (4.37)

together withw andzwhere

− w′′ = φ in T 1, w̄ = 0; −z′′ = ψ − (a2 + b2) in T 1, z̄ = 0. (4.38)

Recall thatw̄ denotes the average ofw overT 1. To this end, ifv = (vA, vB, vC) is given by

−v′′m = um − ūm in T 1, v̄m = 0, for m = A,B,C. (4.39)

then

w = bvA − avB, z = avA + bvB; vA = az+ bw

a2 + b2
, vB = bz− aw

a2 + b2
. (4.40)

The nonlocal part ofIε andQ can be rewritten as∫ 1

0
〈J(−))−1/2(u− ū), (−))−1/2(u− ū)〉dx

=
∫ 1

0
〈Jv′, v′〉dx

= 1

(a2 + b2)2

∫ 1

0
[JAA (az′ + bw′)2 + 2JAB(az′ + bw′)(bz′ − aw′) + JBB(bz′ − aw′)2] dx

= 1

(a2 + b2)2

∫ 1

0
(b2JAA − 2abJAB + a2JBB)(w′)2 dx = 3

2a2b2

∫ 1

0
(w′)2 dx. (4.41)

Hence in what follows, we focus on

Q̃(u) =
∫ 1

0
(w′)2 dx. (4.42)



R. Choksi, X. Ren / Physica D 203 (2005) 100–119 113

We now consider a particular pattern CABAB. . .ABA and show that a functionu of such a pattern exists as a
local minimizer ofQ. We letx1, x2, . . . , xk ∈ (0,1) be the interfaces. Collectively we setx = (x1, x2, . . . , xk). The
intervals (0, x1) and (xk,1) are occupied by C-monomers. Since under the periodic boundary condition, 0 and 1 are
identified, we should regard (0, x1) ∪ (xk,1) as a single interval of C-monomers. The A-monomers occupy the inter-
vals (x1, x2), (x3, x4),. . . , (xk−1, xk); and the B-monomers occupy the intervals (x2, x3), (x4, x5),. . . , (xk−2, xk−1).
Note thatk is even and there is one C-macrodomain,k/2 A-microdomains, and (k/2)− 1 B-microdomains. We
view Q̃ as a function ofx. Since the functionφ is

φ(x) =




0 if x ∈ (0, x1)

b if x ∈ (x1, x2)

−a if x ∈ (x2, x3)
...

−a if x ∈ (xk−2, xk−1)

b if x ∈ (xk−1, xk)

0 if x ∈ (xk,1)

, (4.43)

we sometimes writeφ(x; x) to emphasize thatφ depends onx. Similarly we may writew(x; x).
There exist constraints onx. In particular,φ̄ = 0 andūC = c imply respectively that

b(x2 − x1) − a(x3 − x2) + · · · + b(xk − xk−1) = 0, xk − x1 = 1− c. (4.44)

Lemma 4.1. If x = (x1, x2, . . . , xk) is a critical point ofQ̃ under the constraints(4.44), then

2(x2 − x1) = x4 − x3 = · · · = xk−2 − xk−3 = 2(xk − xk−1) = 2a

k − 2
, (4.45)

x3 − x2 = x5 − x4 = · · · = xk−1 − xk−2 = 2b

k − 2
. (4.46)

Proof. We calculate the derivatives ofQ̃.

∂Q̃

∂x2
= ∂

∂x2

∫ 1

0
wφ dx = ∂

∂x2

[
b

∫ x2

x1

wdx− a

∫ x3

x2

wdx+ · · ·
]
= (a+ b)w(x2; x) +

∫ 1

0
φ(x; x)

∂w(x; x)

∂x2
dx.

Denoting the Green function of−∆ byGwe find that

∂w(x; x)

∂x2
= ∂

∂x2

∫ 1

0
G(x− y)φ(y; x) dy = ∂

∂x2

[
b

∫ x2

x1

G(x− y) dy − a

∫ x3

x2

G(x− y) + dy · · ·
]

= (a+ b)G(x− x2).

Now we return to find

∂Q̃

∂x2
= (a+ b)w(x2; x) + (a+ b)

∫ 1

0
G(x− x2)φ(x; x) dx = 2(a+ b)w(x2; x).

Similar calculations applied tox3, x4, . . . , xk−1 yield that

∂Q̃

∂xj
= 2(−1)j(a+ b)w(xj; x), j = 2,3, . . . , k − 1. (4.47)
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Small differences appear wheñQ is differentiated with respect tox1 andxk. We find that

∂Q̃

∂x1
= −2bw(x1; x),

∂Q̃

∂xk
= 2bw(xk; x). (4.48)

Every critical pointx of Q̃, or ofQ, must satisfy the equations

2(a+ b)w(xj; x) + (a+ b)λ = 0 (j = 2,3, . . . , k − 1),

2bw(x1; x) + bλ+ µ = 0, and 2bw(xk; x) + bλ+ µ = 0
(4.49)

whereλ andµ are the Lagrange multipliers from the constraints(4.44).
Sincew solves−w′′ = φ andw ∈ C1[0,1], the fact thatw(xj; x) is the same forj = 2,3, . . . , k − 1 implies that

all the B-microdomains are of the same length and all the A-microdomains, excluding the first one and the last one,
are also of the same length. Alsow(x1; x) = w(xk; x) andw′′ = 0 on the C-macrodomain imply thatw′(x; x) = 0 on
the C-macrodomain and particularlyw′(x1; x) = w′(xk; x) = 0. The length of the first and the last A-microdomains
is exactly half of the length of the other A-microdomains. Therefore, the length of each A-microdomain, excluding
the first and the last, is 2a/(k − 2); and the length of each B-microdomain is 2b/(k − 2). �

We remark why the pattern we consider is CABAB. . .ABA, not CABAB . . .AB. If instead we study the
CABAB . . .AB pattern, thenk is odd and the second equation in(4.48)becomes

∂Q̃

∂xk
= −2aw(xk; x). (4.50)

Also we have−a in front of (xk − xk−1) in (4.44)and the last equation in(4.49)is changed to

− 2aw(xk; x) − aλ+ µ = 0. (4.51)

Thenw(x1; x) �= w(xk; x) andw′ �≡ 0 on (0, x1) ∪ (xk,1). We can still prove that

x3 − x2 = x5 − x4 = · · · = xk−2 − xk−3, x4 − x3 = x6 − x5 = · · · = xk−1 − xk−2. (4.52)

However,x2 − x1 is not half of the second quantity in(4.52)andxk − xk−1 is not half of the first quantity in(4.52).
The exact values of(4.52), x2 − x1 andxk − xk−1 may be determined froma, b andk in a way more complex than
(4.45, 4.46).

We use an indirect argument to show that the solution(4.45, 4.46)is a strict local minimizer, modulo translation.
Forx associated with anyu in the admissible set(4.32), we defineQ̂ by

Q̂(x2, . . . , xk−1) =
∫ xk

x1

(ŵ′)2 dx, (4.53)

whereŵ is the solution of

− ŵ′′ = φ in (x1, xk), ŵ(x1) = ŵ(xk), ŵ
′(x1) = ŵ′(xk),

∫ xk

x1

ŵ dx = 0. (4.54)

Note that in the construction of̂Q, we have deleted theC-macrodomain, identified the pointsx1 andxk, and solved
(4.54). ClearlyQ̂ depends onx2, x3, . . . , xk−1.

Lemma 4.2. For x = (x1, x2, . . . , xk) of every u in(4.32)we haveQ̃(x1, x2, . . . , xk) ≥ Q̂(x2, x3, . . . , xk−1). If
x = (x1, . . . , xk) is a critical point ofQ̃, thenQ̃(x1, . . . , xk) = Q̂(x2, . . . , xk−1).

Proof. Recallw = bvA − avB defined on (0,1). Let ŵ be given in(4.54) which is defined on (x1, xk). Since
w′′ = ŵ′′ on (x1, xk) there exists a constantD so thatw = ŵ+D on (x1, xk). Then
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Q̃(x1, x2, . . . , xk) =
∫ 1

0
(w′)2 dx ≥

∫ xK

x1

(w′)2 dx =
∫ xk

x1

(ŵ′ +D)2 dx

=
∫ xk

x1

(ŵ′)2 dx+ 2D
∫ xk

x1

ŵ′ dx+ (xk − x1)D2

= Q̂(x2, . . . , xk−1) + (1− c)D2 ≥ Q̂(x2, . . . , xk−1)

since
∫ xk
x1

ŵ′ dx = ŵ(xk) − ŵ(x1) = 0.

If x is a critical point ofQ̃, the argument in the proof ofLemma 4.1shows thatw′ = 0 on the C-macrodomain.
Because

∫ 1
0 w′ dx = ∫ xk

x1
ŵ′ dx = 0 by the periodicity ofw and ŵ andw′ = ŵ′ +D on (x1, xk), we deduce that

w′ = ŵ′ on (x1, xk). Therefore,Q̃(x1, . . . , xk) = Q̂(x2, . . . , xk−1). �

Lemma 4.3. Anyx given by(4.45, 4.46)is a strict local minimum of̃Q, modulo translation.

Proof. Because ofLemma 4.2, we will show that (x2, . . . , xk−1) of anyx of (4.45, 4.46)is a strict global minimum
of Q̂ modulo translation. The lemma then follows easily.

To study Q̂ at x associated with anyu in (4.32), we translatex so that x1 = 0 and xk = 1− c. Then
x2, x3, . . . , xk−1 ∈ (0,1− c) andŵ is defined on (0,1− c). The techniques used in[25] to study a diblock copoly-
mer system can be applied here becauseQ̂ is really a diblock copolymer problem. As in the proof ofLemma
4.1

∂Q̂

∂xj
= 2(−1)j(a+ b)ŵ(xj), j = 2,3, . . . , k − 1. (4.55)

Moreover, if (x2, . . . , xk−1) is a critical point ofQ̂, then

1− c − xk−1 + x2 = x4 − x3 = · · · = xk−2 − xk−3 = 2a

k − 2
, (4.56)

x3 − x2 = x5 − x4 = · · · = xk−1 − xk−2 = 2b

k − 2
, (4.57)

andŵ′ is given explicitly by

ŵ′(x) =




−b

(
x− x2 + xk−1 − 1+ c

2

)
if x ∈ (0, x2)

a

(
x− x2 + x3

2

)
if x ∈ (x2, x3)

−b

(
x− x3 + x4

2

)
if x ∈ (x3, x4)

...

a

(
x− xk−2 + xk−1

2

)
if x ∈ (xk−2, xk−1)

−b

(
x− xk−1 + x2 + 1− c

2

)
if x ∈ (xk−1,1− c).

(4.58)
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At this (x2, . . . , xk−1) we obtain from(4.56) to (4.58)that

Q̂(x2, . . . , xk−1) =
∫ 1−c

0
(ŵ′)2 dx

=
(
k

2
− 1

)[
a2
∫ x3

x2

(
x− x2 + x3

2

)2

dx+ b2
∫ x4

x3

(
x− x3 + x4

2

)2

dx

]

= a2b2(a+ b)

3(k − 2)2
. (4.59)

If the global minimizer ofQ̂ is not achieved at a point given by(4.56, 4.57), then it must be on the boundary
since every (interior) critical point of̂Q is given by(4.56, 4.57). A boundary point can be viewed as a point
(x′2, x

′
3, . . . , x

′
k′−1) for some evenk′ < k. We are now dealing with a diblock copolymer problem withk′ − 2

interfaces. We ask whether in thisk′ − 2 interface problem the global minimizer ofQ̂ is achieved at an interior
point. If so, at such a global minimizer (x′2, . . . , x

′
k′−1),

Q̂(x′2, . . . , x
′
k′−1) = a2b2(a+ b)

3(k′ − 2)2
. (4.60)

This is a contradiction because of(4.59, 4.60)and (a2b2(a+ b)/3(k′ − 2)2) > (a2b2(a+ b)/3(k − 2)2). Otherwise
we continue the induction process. Eventually we end up with the diblock copolymer problem with only two
interfacesx′′2 andx′′3. Therex′′3 − x′′2 = b, Q̂ is constant. Moreover every (x′′2, x

′′
3) is an interior point and is trivially

a global minimizer. This proves the lemma.�
We are now ready to show that the original problemIε has a local minimizer which is close to the local minimizer

of Q given by(4.45, 4.46). We measureclosenessby theL2(T 1) norm which is denoted by‖ · ‖2.

Theorem 4.4. For every positive even integer k whenε is small, there exists a local minimizer ofIε with the
CABAB . . . ABA pattern of k microdomains. More precisely letu0 ∈(4.32)be given by(4.45, 4.46).For sufficiently
smallε there exists a local minimizeruε of Iε such that

‖uε − u0‖2 → 0 and ε−1Iε(uε) → Q(u0) asε → 0.

Theorem 4.4is proved using the notion ofΓ -convergence (cf.[8,21,4,15]). The proof will easily follow from
the following lemmas. The domains of the functionalsIε andQ are trivially extended to the same set

{u = (uA, uB, uC) : um ∈ L2(T 1)(m = A,B,C), uA + uB + uC = 1, ūA − a = ūB − b = ūC − c = 0}(4.61)

by settingIε(u) = ∞ if u is in (4.61)but not in(4.31), andQ(u) = ∞ if u is in (4.61)but not in(4.32).

Lemma 4.5. IεΓ -converges to Q in the sense that.

1. For uε and u in(4.61)with lim
ε→0

‖uε − u‖2 = 0, lim inf
ε→0

ε−1Iε(uε) ≥ Q(u).

2. For every u in(4.61)there existuε in (4.61)such thatlim
ε→0

‖uε − u‖2 = 0 and lim sup
ε→0

ε−1Iε(uε) ≤ Q(u).

Proof. We viewε−1Iε as the sum of a local part and a nonlocal part. The local part is

u →
∫ 1

0

[
ε

2
〈Ku′, u′〉 + 1

ε
W(u)

]
dx; (4.62)
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the nonlocal part is

u → γ

2

∫ 1

0
〈J(−))−1/2(u− ū), (−))−1/2(u− ū)〉dx; (4.63)

It was proved in[1] that the local partΓ -converges to the functional

u −→ τABNAB + τBCNBC + τCANCA (4.64)

which is the local part ofQ. The nonlocal part(4.63)appears in bothIε andQ. It is considered as a continuous
(with respect to theL2(T 1) norm) perturbation of the local parts(4.62, 4.64). It follows from the definition of
Γ -convergence that theJ-convergence property is not affected by such a perturbation. Henceε−1Iε Γ -converges
toQ. �

In order to exploit theΓ -convergence, we needε−1Iε andQ to satisfy the following compactness condition, the
proof of which may be found in[25].

Lemma 4.6. Letεj be a sequence of positive numbers converging to 0, and{uj} a sequence in(4.61). If ε−1
j Iεj (uj)

is bounded above in j, then{uj} is relatively compact in(4.61)with respect to theL2(T 1) norm, and its cluster
points belong to(4.32).

The next lemma is proved in[15]. Because of the translation invariance in our problem, the statement here is a
bit different. Define a manifold of translates ofu0

M(u0) := {u ∈ (4.61) :u(·) = u0(· − y), y ∈ T 1} (4.65)

and a tube like neighborhood ofM(u0)

Nδ(u0) := {u ∈ (4.61) : ‖u(·) − u0(· − y)‖2 < δ, for somey in T 1}. (4.66)

Lemma 4.7. Let δ > 0 andu0 in (4.61)be such thatQ(u0) < Q(u) for all u ∈ Nδ(u0)\M(u0). Then there exist
ε0 > 0anduε ∈ Nδ/2(u0) for all ε < ε0 such thatIε(uε) ≤ Iε(u) for all u ∈ Nδ/2(u0). In addition under theL2(T 1)
norm, uε → u0 up to translation asε → 0.

In Lemma 4.7above,Q is defined on(4.61). Lastly, one can show as in[25] that we may instead only consider
Q in each(4.33):

Lemma 4.8. If u0 in (4.33)is a strict local minimizer,modulo translation, of Q restricted to(4.33), thenu0 is also
a strict local minimizer, modulo translation, of Q defined in(4.61).

We are now ready to proveTheorem 4.4.

Proof of Theorem 4.4. The existence of a local minimizeruε follows fromLemmas 4.3, 4.7 and 4.8. Lemma 4.7
also shows that under theL2(T 1) normuε → u0 modulo translation. The convergenceε−1Iε(uε) → Q(u0) follows
from Lemma 4.5and the fact thatuε minimizesε−1Iε in a neighborhood ofu0. �

By (4.34, 4.41, 4.42), Lemma 4.2, and(4.59), the reduced free energy ofu0 given by(4.45, 4.46)is

Q(u0) = 2τCA + (k − 2)τAB + γ

2

3

2a2b2
Q̂(u0) = 2τCA + (k − 2)τAB + γ(a+ b)

2(k − 2)2
. (4.67)

If we minimize(4.67)with respect tok, we find the optimal number of AB interfaces:

(k − 2) ∼
(
γ(a+ b)

τAB

)1/3

. (4.68)
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We conclude by noting that we are not able to characterize the global minimizers ofIε. TheΓ -convergence
theory asserts that asε → 0, any global minimizer ofIε converges (after translation), under theL2(T 1) norm, to
a global minimizer ofQ. One would like to show that any global minimizer ofQ is given by(4.45, 4.46)with k
being the optimal value given in(4.67, 4.68). If every C-macrodomain of a global minimizer ofQ is adjacent to
either two A-microdomains or two B-microdomains, we may argue as in the proof ofLemma 4.1and conclude that
on each C-macrodomainw′ = 0. It follows that the global minimizer has only one C-macrodomain and is given by
(4.45, 4.46). Unfortunately, we have to worry about the possible appearance of. . .ACB . . . like combinations. As
discussed in(4.50, 4.51)they lead to conditions that are not easily analyzed.

Appendix A. General reduction to two order parameters

Finally we mention a simple reduction to two order parameters associated with the form of the nonlocal interaction
term used in[24,18]. Because of the incompressibility condition, i.e.uA + uB + uC = 1, only two of the densities
are required to fully describe the system. Ohta and Ito noted in[24] that the choice of5

φ = uA − uB and ψ = uA + uB = 1− uC,

is particularly useful in that the statistics ofψ capture the macrophase separation into homopolymer and copolymer-
rich domains, while that ofφ capture the microphase separation within the copolymer-rich domains. The spatial
averages̄φ andψ̄ are some fixed number in [−1,1] and [0,1], respectively. Using these variables, one may readily
check that the long-range interaction term (i.e. the second term in(3.22)) takes the form∫

Ω

∫
Ω

G(x, y)[α(φ(x) − φ̄)(φ(y) − φ̄) + β(φ(x) − φ̄)(ψ(y) − ψ̄) + γ(ψ(x) − ψ̄)(ψ(y) − ψ̄)] dx dy,

whereG denotes the Green’s function of the Laplacian with Neumann boundary conditions, and from(3.27), the
coefficientsα, β andγ are related to the polymerization indices as follows

α ∼
(

1

NA
+ 1

NB

)2

, β ∼
(

1

N2
A

− 1

N2
B

)
, γ ∼

(
1

NA
− 1

NB

)2

.

This agrees with the model adopted in[24,18].
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