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Introduction: the Lambek Program

C. Casadio, P.J. Scott, R.A.G. Seely

A categorical grammar of a language may be viewed as consisting of the syntactic calculus freely generated from a finite set \( \{S, N, \ldots\} \) of basic types together with a dictionary which assigns to each word of the language a finite set of types composed from the basic types and 1 by the three binary operations. ... The question now arises, given types \( A \) and \( B \), when is \( A \rightarrow B \) a theorem, that is, when is there a proof \( f: A \rightarrow B \)? (Lambek 1988, 304)

Applying logic to grammar is a fundamental issue in philosophy, propounded by such eminent philosophers as Leibniz, Bolzano, Frege and Husserl. Categorial grammars and type logical grammars occupy a central place in this line of investigation, although they have received less attention than well-known linguistic theories such as transformational grammar or lexical-functional grammar. But during the latter part of the twentieth century they have attracted the interest of a select, indeed growing, group of scholars so that now, at the beginning of the twenty-first century, type logical grammars are promising models of reasoning and computation.

Categorial grammars are interesting for the analysis of natural language, both for their elegance and simplicity and for the straightforward relation they establish between a lexically based syntax (essentially consisting of the morpho-phonological properties of the lexical items along with their combinatorial properties) and a compositional semantics. Classical categorial grammars, known as Ajdukiewicz/Bar-Hillel (AB) grammars, are weakly equivalent to context-free phrase structure grammars (CF-PSG). In the latter, the information encoded
by the PS-rules is directly expressed in terms of the relations holding between basic and functorial category symbols listed in the categorial lexicon. These models are inadequate for analyzing many relevant linguistic facts, such as long distance dependencies, generalized conjunction or elliptical constructions. These are the same inadequacies shared by all immediate constituent systems.

Traditional categorial grammars have been extended along two main lines: (i) allowing a finer definition of the category symbols as complex signs consisting, e.g., of sets of features and of level indices; (ii) allowing a richer and more flexible set of categorial rules. In the standard model these latter are limited to the rule of functional application of a functor category to its argument(s) and the possible specification of the direction of combination (AB grammar). Starting from Ades and Steedman (1982), the properties of many types of combinatory rules have been studied, allowing the treatment of a wide range of unbounded dependencies and constituent conjunction constructions, as shown in Oehrle et al. (1988) and Moortgat (1988).

However, a more flexible approach to categorial grammar was already available in Bar-Hillel’s time, defining the set of categorial rules (including functional application and composition, type raising, and Geach’s rule) within an elegant algebraic theory. This is the calculus of syntactic types developed by Joachim Lambek (Lambek 1958, 1961). This calculus, widely known as the Lambek calculus, has been studied from many points of view: logical, linguistic, mathematical, computational. It has been investigated as a particular kind of resource-sensitive substructural logic and, as such, forms a distinguished fragment of intuitionistic non-commutative linear logic (or bilinear logic, as defined by Lambek himself).

Non-commutative linear logic is an attractive field in its own right, both from the theoretical viewpoint and for its linguistic applications. The properties of classical non-commutative linear logic have been studied in a number of papers (e.g. Abrusci 1991, 1995, 1996), while intuitionistic non-commutative linear logic, restricted to the multiplicative fragment, was first introduced in Lambek’s syntactic calculus (SC). In fact, the basic connectives of SC, the tensor product “□”, the left division “\”, and the right division “/”, respectively correspond to the multiplicative conjunction and the two implications of non-commutative intuitionistic linear logic (NIL). The two implications: “¬□¬” (linear post-implication) and “¬□” (linear retro-implication), are the result of the exclusion of Gentzen’s structural rule of exchange. This restriction is needed in the analysis of processes in which, as in ordinary linguistic communication, the order of the premises and of the conclusions is
relevant. In particular, SC corresponds to the multiplicative fragment of NILL.

It is worth noting that Lambek (1999, 2000, 2001) recently developed a new system, called compact bilinear logic, generated by an ordered monoid (a pregroup in the sense of Grishin 1983) in which each element has both a left and a right adjoint, whose properties are similar to the two negations of classical non-commutative linear logic. The reader may refer to Casadio and Lambek (2002) for a detailed comparison of the syntactic calculus with classical non-commutative linear logic (or classical bilinear logic) and compact bilinear logic.

0.1 The Syntactic Calculus

Introduced at the beginning of the 1960's, Lambek's syntactic calculus was crucial for the development of the algebraic side of Ajdukiewicz and Bar-Hillel (AB)-grammars. The calculus gives an effective procedure, or algorithm, to distinguish sentences from nonsentences in both formal as well as natural languages. Lambek's system is particularly suited to the formal analysis of natural languages and may be applied to several fields: (i) linguistics, in which it provides a rigorous formulation of the grammar of a given language, based on purely logical-mathematical properties. In particular, it allows an effective definition of the notion of well-formed formulas (grammatical sentences); (ii) computation, in which it provides a theory for parsing and diagrammatic strategies; (iii) automatic translation, in which it offers an effective analytical procedure such that, starting with the source language as input, will yield as output grammatical strings of the target language.

The syntactic calculus is a formal deductive system \( L \) consisting of a set of types, or categories\(^2\), closed under the three binary operations

---

\(^1\) Lambek presented his calculus in two well-known papers: The mathematics of sentence structure [Lambek 1958], and On the calculus of syntactic types [Lambek 1961]. As pointed out in Lambek (2002), the arithmetic notation, connecting the tensor product with a right and a left division, resulted from discussions with the mathematician G. Findlay, during his post-doctoral stay at McGill University. The calculus, with the inclusion of the two basic types \( n \) and \( s \), was also influenced by Church's theory of types [Church 1940], as an alternative to the "heavy" type hierarchy of Principia Mathematica. A further incentive in applying category theory to linguistic analysis came from the discovery of Bar-Hillel's paper in Language [Bar-Hillel 1953], who independently developed similar ideas, and used the two divisions, although not the product. See Lambek (1988), (2002).

\(^2\) It appeared that the word categorical should only refer to the categories introduced by Eilenberg and Mac Lane in their pioneering article [Eilenberg and Mac Lane, 1945], while categorical refers to the categories in the sense of types. Sam Eilenberg assures me that their choice of the words category and functor was not influenced by the occurrence of these words in the Polish school of logic. To avoid
A • B, C/B, A\C (to be read as: A times B, C over B, A under C), together with certain axioms and rules of inference to be described below.

The syntactic calculus generates certain relations (called sequents) between linguistic expressions. Formally, a sequent is written \( X \rightarrow Y \), where \( X \) and \( Y \) are types. Intuitively, those sequents derivable within the calculus represent a kind of syntactic transformation which, starting from a linguistic expression of type \( X \) produces an expression of type \( Y \). Alternatively, we may view \( X \rightarrow Y \) as saying “type \( Y \) is derivable from type \( X \)”, where we now think of the types themselves as kinds of formulas of a logical system.

Initially we consider the following axiom schema and rules of inference for generating sequents; later we shall see several alternate presentations.

**Axioms**

\[ A \rightarrow A \]
\[ (A \bullet B) \bullet C \rightarrow A \bullet (B \bullet C) \]
\[ A \bullet (B \bullet C) \rightarrow (A \bullet B) \bullet C \]

**Rules of Inference**

\[ A \bullet B \rightarrow C \text{ if and only if } A \rightarrow C/B, \]
\[ A \bullet B \rightarrow C \text{ if and only if } B \rightarrow A\backslash C, \]
\[ \text{if } A \rightarrow B \text{ and } B \rightarrow C \text{ then } A \rightarrow C. \]

There are a number of sequents easily derived from these axioms via these inference rules, including the following.

1. \( (A/B) \bullet B \rightarrow A \)
2. \( A \bullet (A/B) \rightarrow B \)
3. \( B \rightarrow (A/B)\backslash A \)
4. \( B \rightarrow A/(B\backslash A) \)
5. \( (A\backslash B)/C \leftrightarrow A\backslash (B/C) \)
6. \( (A/B)/C \leftrightarrow A/(C \bullet B) \)
7. \( (A/B) \bullet (B/C) \rightarrow (A/C) \)
8. \( A/B \rightarrow (A/C)/(B/C) \)

Models of the syntactic calculus may be constructed from any set \( M \) equipped with a multiplication operator (denoted by \( \bullet \)), by interpreting the types as sets of elements of \( M \) and interpreting the operators of \( L \) as follows.

---

any possibility of confusion, I shall here use type in place of category in the latter sense." Lambek (1988, 297-298).
\[ A \bullet B = \{ x \cdot y \in M \mid x \in A \land y \in B \} \]
\[ C / B = \{ x \in M \mid \forall y \in B, x \cdot y \in C \} \]
\[ A \setminus C = \{ y \in M \mid \forall x \in A, x \cdot y \in C \} \]

By appropriately interpreting sequents, such models are both sound and complete for the system \( \Lambda \). Thus we can discuss the Lambek calculus either in terms of derivations within the deductive system \( \Lambda \) (what logicians would call its “proof theory”) or in terms of its models, i.e. multiplicative systems \((M, \cdot)\) satisfying the axioms and rules.

Notice that the second and third axioms above form the \textit{associative law}, which plays a crucial role with respect to the generative capacity of the syntactic calculus. In fact, there is some room for variation here: we could suppose that the multiplicative system \((M, \cdot)\) need not necessarily be associative. If the associative law holds, \( M \) is a \textit{semigroup} allowing unbracketed strings, characterizing a strong notion of constituency\(^3\); if associativity is dropped, then only bracketed strings are allowed corresponding to standard grammatical constituents, but the types then increase in number and complexity\(^4\). \( M \) is a \textit{monoid} if it is a semigroup with a unit element \( 1 \); letting \( I = \{ 1 \} \) we also get a unit in the induced syntactic model of \( \Lambda \), since both \( I \bullet A \rightarrow A \) and \( A \rightarrow A \bullet I \) are derivable. For the present discussion, we shall consider the associative syntactic calculus, taking advantage of the full set of theorems (1)–(8) above.

Theorems (1)–(2) correspond to the cancellation rules (\textit{functional application}) of \( AB \) grammar. However, further operations can be performed within the syntactic calculus, such as (7) which allows one to combine two adjacent functorial categories. The content of this rule, known as \textit{functional composition}, from the analogy with the mathematical operation, is that a function from \( A \) to \( B \) combines with a function from \( B \) to \( C \), to give a function from \( A \) to \( C \); the rule is given for the right implication \( A / B \), but also holds in the other direction: \( A \setminus B \). The theorems (3) and (4) introduce the (left and right) rules to expand monadic types known as \textit{type raising} or \textit{type lifting} rules, and the expansion rule in (8) corresponds to the rule for expanding implicational types \( A / B \) advocated by Geach (the same holds for the other implication \( A \setminus B \)). The rule (6) is derivable on the basis of (5), which states that, according to associativity, parentheses may be omitted. Associativity is required also for the rules (7) and (8).

As pointed out by Lambek\(^5\), when applying this notation to a natural

\(^3\)This is the associative syntactic calculus introduced in Lambek [1958].
\(^4\)The non-associative syntactic calculus is introduced in Lambek [1961].
language, such as English or Italian, we are thinking of the multiplicative system, semigroup or monoid, freely generated by the words of the language under concatenation (expressed by the tensor product). Which of these three kinds of algebraic systems is relevant depends on whether one is interested in bracketed strings (i.e. trees), or unbracketed strings, or whether one wants to take the empty string into consideration.

We may think of the syntactic calculus (as a free multiplicative system, or semigroup or monoid, generated by the words of a language) as a universal system of rules in which a language-specific dictionary is embedded. Sets of strings of words will be called (syntactic) types. We will write $S$ for the type of declarative sentences, and $N$ for the type of names such as Mary, John. Starting from these basic types and the rules of the syntactic calculus, we can derive the types of the other sentential constituents.

For instance, taking the set $B$ of basic categories given in (a), we can deduce the complex types for the English expressions in (b)–(d), so that the expressions obey the theorems derived above.

\begin{enumerate}
\item $B = \{N, NP, S\}$
\item if $\text{Mary} \to NP$ and $\text{Mary works} \to S$, then $\text{works} \to NP\backslash S$;
\item if $\text{apple} \to N$ and $\text{an apple} \to NP$, then $\text{an} \to NP/N$;
\item if $\text{Mary ate an apple} \to S$ and $\text{Mary} \to NP$, then $\text{ate an apple} \to NP\backslash S$;
\item if $\text{an apple} \to NP$, then $\text{ate} \to (NP\backslash S)/NP$.
\end{enumerate}

The syntactic calculus will assign the type $S$ (sentence) to a given string of words if and only if the dictionary assigns a type $B_t$ to each word and the sequent $B_1 \cdot \cdots \cdot B_n \to S$ is a theorem of the syntactic calculus; that is, the combination of the assigned types multiply to the single type $S$, on the basis of the axioms and inference rules of the system.

0.2 Linguistic limitations: unbounded dependencies

Lambek grammar allows a relatively powerful system of rules, but several questions are still open in particular with reference to the treatment of long distance dependencies and constituent conjunction. These
phenomena may involve an inversion or permutation of the functor-argument order, a fact that does not follow directly from the syntactic calculus and has to be postulated as an additional axiom or rule. Permutations of the kind⁶:

\[
\begin{align*}
X/Y \; Y &\rightarrow \; Y \; X/Y \; \text{Permutation I: /} \\
X \; X/Y &\rightarrow \; X/Y \; \text{X \; Permutation II: \}/}
\end{align*}
\]

are in fact excluded by the axioms and inference rules of the syntactic calculus, which only allows the derivation of the (left and right)-oriented constituent structures: \(X/Y \; Y\) and \(X \; X/Y\); to obtain the required inversion it is necessary to explicitly add a new inference rule of permutation⁷. As an example involving a simple sentence, consider Figure 1 where the locative PP occurs between the subject and the predicate:

a. Maria sul tavolo mette una tovaglia nuova.
   \(\text{Mary, on the table, is putting a new table cloth.}\)

b. \(\text{(sul tavolo) mette (una tovaglia nuova)}\)

\[
\begin{array}{c}
\frac{PP}{PP} \\
\frac{(VP/PP)/NP}{NP} \frac{VP/PP}{NP} / \frac{VP}{VP/PP} \frac{NP}{NP} \frac{VP}{VP/PP} \frac{VP}{NP} / ?
\end{array}
\]

\text{FIGURE 1 Syntaxe calculus: Permutation}

(In this and subsequent figures, we have represented the evident derivation by a corresponding natural deduction style proof tree. We shall leave to the reader the simple exercise of translating this to the sequent style presentation of the syntactic calculus given earlier.) At the stage of the derivation in which the argument PP must combine with the corresponding predicate we are faced with two options, both implying an extension going beyond the expressive power of the syntactic calculus: either we need a rule that if \(PP \bullet VP/PP \rightarrow VP\), then \(PP \rightarrow VP/(VP/PP)\), or we need an axiom \(PP \bullet VP/PP \rightarrow VP\) (under permutation).

⁶We frequently drop evident occurrences of the ‘times’ \(\bullet\), treating a string of types as their ‘product’.

⁷See van Benthem (1988), (1991), Moortgat (1988), (1997); the syntactic calculus is in fact non-commutative.
In the first case, a complex type is derived from the basic type $PP$ which, inverting the functor-argument order, allows the combination with the predicate. Such a strategy is costly since the number of (left or right)-expanded types associated to the initial categories can indefinitely increase. Moreover, we lose the important relation holding between a functional head, such as a ditransitive verb $V = (VP/PP)/NP$ and its subcategorized arguments ($PP$ and $NP$). The second solution consists in admitting some kind of permutation rule within the L grammar. Since this solution increases the generative power of the grammar, such rules need to be restricted to specific structural positions.

A typical environment in which we are faced with the difficulty mentioned above is represented by the structural configurations known as unbounded dependencies. Consider the examples below and the derivations presented in Figure 2 and Figure 3:

a. Gianni ha detto che Maria ha perso il treno.
   *Gianni said that Mary had missed the train.*

b. Che cosa hai detto che Maria ha perso?
   *What did you say that Mary had missed?*

\[
\begin{align*}
\text{Gianni} & \quad \text{ha detto} \quad \text{che} \quad \text{Maria} \quad \text{ha perso} \quad \text{il treno} \\
& = S \quad (NP/S) \quad S \quad (NP/\)NP \quad NP \\
& = S \quad NP \quad S \quad NP \quad \)NP \\
& = S \quad \)NP \quad S \quad NP \quad \)NP \\
& = S \\
\end{align*}
\]

*FIGURE 2 Syntactic calculus: Unbounded dependency 1*

The direct object of the embedded clause in the declarative sentence (a) occurs in initial sentence position within the corresponding Wh-question (b). Generative grammar analyzes this contrast as an effect of the transformation of Wh-movement. From the point of view of

---

8See Gazdar and Pullum (1982), Gazdar et al. (1985), and Morrill (1994).

9See e.g. Chomsky (1965), (1973).
The decision problem for the syntactic calculus consists in determining the set of strings that are theorems. By this we mean to find an effective algorithm for deciding whether a sentence, corresponding to a string of types, is deducible from the axioms and inference rules of the syntactic calculus.

As remarked by Lambek\footnote{However the addition of these to the axiomatic base has the critical effect of making the calculus L collapse into its permutation closed variant LP; see Moortgat (1988, 90-91).}, in the systems of Ajdukiewicz and Bar-Hillel the corresponding question was easily answered, since there were

\footnote{\textit{See} Lambek (1988, 304), (2002).}
only the contraction rules \((A/B) \bullet B \rightarrow A\) and \(A \bullet (A/B) \rightarrow B\), and of course the implicit associativity. The syntactic calculus, on the other hand, contains not only contraction rules, but also expansion rules, such as the type lifting rules and the division rules discussed above (III-VI in Table 1).

The decision problem was solved by Lambek by applying to the freely generated syntactic calculus an adaptation of the decision procedure discovered by Gentzen for intuitionistic propositional calculus\(^{12}\). It is not surprising that a similar procedure should work, since the syntactic calculus is essentially Heyting’s intuitionistic propositional calculus from which the three structural rules of Gentzen: weakening, contraction, and exchange (see Table 2) have been excluded.

The formulation of axioms and inference rules of the syntactic calculus within Gentzen’s two-sided sequent calculus is given in Table 3, where capital Greek letters stand for finite sequences \(A_1, \ldots, A_n\)\(^{13}\). In

---

\(^{12}\)Gentzen (1934), Kleene (1952, XV).

\(^{13}\)All one has to do is to replace arrows \(f: A \rightarrow B\) with multi-arrows...
CONTRACTION \[ \Gamma, A, A, \Delta \rightarrow B \] \quad \text{(c)} \quad \text{WEAKENING} \quad \Gamma, \Delta \rightarrow B \quad \text{(w)} \quad \text{EXCHANGE} \quad \Gamma, B, A, \Delta \rightarrow C \quad \text{(e)}

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Gentzen’s Structural Rules</th>
</tr>
</thead>
</table>

a cut-free Gentzen-style system, it is clear whether a sequent \( \Gamma \rightarrow S \) is derivable or not. But in general, formal proofs make use of the cut rule, which considerably complicates proof search. However, following Gentzen, one can prove that cuts can be eliminated\(^\text{14}\). “The proof of the cut elimination theorem for the syntactic calculus is easier and, in a sense, purer than the corresponding proof for the intuitionistic propositional calculus, because of the complete absence of Gentzen’s so-called structural rules” (Lambek 1988, 306).

As an illustration, in Table 4 we show the proofs of the Associative rule (in one direction), and of the introduction of Right Application, presented in Lambek (1958), and the proofs of the Identity rule, with cut and without cut, given in Lambek (1988). In the proofs, the sequences \( \Gamma \) and \( \Delta \) are assumed to be empty, and the tensor product is denoted, as we did earlier, by simple juxtaposition.

0.4 Generative capacity of Lambek grammars

The hierarchy of grammars defined by Chomsky suggests an interesting question: what is the status of the Lambek calculus within this hierarchy? Chomsky himself conjectured the weak equivalence of product-free

\[ f: A_1, A_2, \ldots, A_n \rightarrow B. \text{Leaving out the letter } f \text{ we obtain what Gentzen calls a sequent.” } \text{Lambek (1988, 304-305).} \]

The equivalence of the full sequent calculus formulation of the syntactic calculus with the earlier presentation above arises by identifying a general sequent \( A_1, A_2, \ldots, A_n \rightarrow B \) with the sequent \( A_1 \bullet A_2 \bullet \ldots \bullet A_n \rightarrow B \).

\(^\text{14}\)The proof of the cut elimination theorem can be done by induction on the occurrences of connectives within the principal formula of the cut rule. For systems without the symbol \( I \), this was done in Lambek (1958). The inclusion of \( I \) was shown to cause no difficulty in Lambek (1969), where the proof was lifted to the categorical level, interpreting the sequents as multilinear operations. The proof is reconsidered in “Logic without Structural Rules: (Another Look at Cut Elimination)”, Lambek (1993), and becomes more transparent by using terms, inductively defined, in place of operations.
AXIOM & CUT

\[
\begin{align*}
A \to A & \quad \text{(Axiom)} \\
\Gamma \to A & \quad \Delta, A, \Delta' \to B \\
\hline
\Delta, \Gamma' \to B & \quad \text{(Cut)}
\end{align*}
\]

\[\Gamma, A, B, \Gamma' \to C \quad (L, \bullet)\]
\[\Gamma, A \bullet B, \Gamma' \to C \quad (R, \bullet)\]

\[\Gamma \to B \quad \Delta, A, \Delta' \to C \quad (L, /)\]
\[\Gamma, B \to A \quad \Delta, A \bullet B, \Delta' \to C \quad (R, /)\]

\[\Gamma \to A \quad \Delta, B, \Delta' \to C \quad (L, \backslash)\]
\[\Gamma, A \to B \quad \Delta, A \backslash B, \Delta' \to C \quad (R, \backslash)\]

I RULES

\[\Gamma, \Delta \to A \quad (I)\]
\[\Gamma, I, \Delta, \to A \quad \to I\]

Table 3 Syntactic calculus: Gentzen Presentation

Lambek grammars and context-free grammars\textsuperscript{15}. Before this, an important result was obtained by Gaifman, who proved the weak equivalence of Bar-Hillel categorial grammar (AB grammar) with context free grammars (CFG)\textsuperscript{16}. Following Chomsky’s suggestion, Cohen\textsuperscript{17} gave a proof of the equivalence of product-free Lambek grammars and CFG’s, but, as shown by Zielonka and Buszkowski, his reasoning was in fact incorrect. A new proof of the weak equivalence of the left-division and product-free Lambek grammar with CFG’s was then given by

\textsuperscript{15}Chomsky (1963); the term Lambek grammar is used here for syntactic calculus.
\textsuperscript{16}Bar-Hillel, Gaifman and Shamir (1960).
\textsuperscript{17}Cohen (1967).
PROOF OF ASSOCIATIVITY
\[ A \rightarrow A \quad B \rightarrow B \quad C \rightarrow C \]
\[ A, B, C \rightarrow A(BC) \]
\[ (AB)C \rightarrow A(BC) \]

PROOF OF RIGHT APPLICATION
\[ A \rightarrow A \quad B \rightarrow B \quad A, B \rightarrow AB \]
\[ A \rightarrow (AB)/C \]
\[ (AB)/C, B \rightarrow C \]
\[ A \rightarrow C/B \]

PROOF OF IDENTITY WITH CUT
\[ A \rightarrow A \]
\[ A, I \rightarrow A \]
\[ A I \rightarrow A \]
\[ A I \rightarrow I A \]
\[ A I \rightarrow A \]
\[ A I \rightarrow I A \]

CUT-FREE PROOF OF IDENTITY
\[ A \rightarrow A \]
\[ A, I \rightarrow A \]
\[ A I \rightarrow I A \]
\[ A I \rightarrow A \]

TABLE 4 Proofs in Intuitionistic Sequent Calculus

Buszkowski\textsuperscript{18}.

On the basis of these results we know that context-free grammars are weakly equivalent to Lambek grammars, but the converse, corresponding to Chomsky’s conjecture, is not trivial. A definitive answer was given by Pentus\textsuperscript{19}, who proved that the languages generated by Lambek grammars are exactly the context-free languages. We summarize the results concerning the generative power of the Lambek grammar in Table 5, where \( L(G) \) is the language of the grammar \( G \).

As shown by Buszkowski (1993), the Gaifman theorem, establishing the equivalence of AB grammars (ABG) and CFG’s, is the conjunction of two statements: (i) each ABG is equivalent to some CFG; (ii) each CFG is equivalent to some ABG, whose initial type assignment uses at most types of the form \( p, p/q, (p/q)/\tau \) (where \( p, q, \tau \) are atomic types). The direction involved in each of these statements has been extended also to the Lambek grammars in several steps concluded by the Pentus theorem. The last line of the table introduces the important result of Kanazawa (1992), (1994), concerning the extensions of the Lambek calculus with additional connectives, in particular additive connectives.

\textsuperscript{18}See Zielenka (1981), Buszkowski (1985), (1986); see also Buszkowski (1997).

Two grammars G and H are weakly equivalent iff \( L(G) = L(H) \).

**Gaifman theorem** (1960): The languages recognized by basic CGs (ABG) are the context-free languages; ABG's are weakly equivalent to CFG's.

**Chomsky conjecture** (1963): The languages recognized by Lambek CG are the context-free languages; Lambek CGs are (weakly) equivalent to CFG's.

**Buszkowski proof** (1985), (1988): Unidirectional Lambek CGs are (weakly) equivalent to context-free grammars.

**Kandulski proof** (1988): Equivalence of non-associative Lambek CGs and context-free grammars.

**Pentus proof** (1993), (1997): Lambek CGs generate only context-free languages, thus, Lambek CGs are (weakly) equivalent to context free grammars and also to basic CGs.

**Buszkowski proof** (1993): for any product-free Lambek CG there is an equivalent basic CG (ABG).

**Kanazawa** (1992): CGs based on the Lambek calculus with additive conjunction surpass the recognizing power of context-free grammars.

---

**Table 5** Lambek Grammars: Generative Capacity

### 0.5 Lambek calculus and non-commutative linear logic

There is an interesting prefiguration of linear logic in the literature, namely Lambek's *syntactic calculus*, introduced in 1958 to cope with certain questions of linguistics ... This system is based on a non-commutative \( \otimes \) which in turn induces two linear implications. There would be no problems to enrich the system with additives \& and \( \oplus \), but the expressive power remains extremely limited. The missing items are exponentials and negation ... (Girard 1995, 6)  

Lambek's syntactic calculus corresponds to the multiplicative fragment of non-commutative intuitionistic linear logic (NLL). In fact the basic connectives of the syntactic calculus, the tensor product

---

\(^{20}\)The problem of adding exponentials to Lambek CG's is discussed in this volume by P. de Groote
“•”, the left division “\” and the right division “/”, correspond respectively to the multiplicative conjunction ⊗ and the two implications of (NILL), “→” (linear post-implication) and “←” (linear retro-implication) which result from the exclusion of the structural rule of exchange.

Here are some examples of the logical types of the syntactic calculus and of their translations into non-commutative intuitionistic linear logic, starting from the basic types NP (noun phrase) and S (sentence):

<table>
<thead>
<tr>
<th>Intransitive verb:</th>
<th>IV</th>
<th>NP\S</th>
<th>NP ← S</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transitive verb:</td>
<td>TV</td>
<td>(NP\S)/NP</td>
<td>(NP → S) ← NP</td>
</tr>
<tr>
<td>Ditransitive verb:</td>
<td>DTV</td>
<td>[(NP\S)/PP]/NP</td>
<td>[(NP → S) ← PP] ← NP</td>
</tr>
<tr>
<td>Determiner phrase\rangle</td>
<td>Q1</td>
<td>S/(NP\S)</td>
<td>S ← (NP → S)</td>
</tr>
<tr>
<td>Determiner phrase:</td>
<td>Q2</td>
<td>(S/NP)/S</td>
<td>(S ← NP) ← S</td>
</tr>
<tr>
<td>Intransitive adverb:</td>
<td>IVA</td>
<td>(NP\S)/(NP\S)</td>
<td>(NP → S) ← (NP ← S)</td>
</tr>
<tr>
<td>Preposition:</td>
<td>P</td>
<td>PP/NP</td>
<td>PP ← NP</td>
</tr>
</tbody>
</table>

In the framework of intuitionistic non-commutative linear logic, the fact that a string of words of a language is a sentence of that language may be represented by writing a sequent with conclusion\rangle S; e.g. the string of English words (the, children, eat, apples) corresponds to the sequent:

The children: NP, eat: TV, apples: NP → S

that formalizes the empirical observation that a transitive verb gives a sentence, when it is preceded and followed by a noun phrase. The corresponding type for the transitive verb is derivable by the logical rules of introduction of the two implications:

eat: (NP ← S) ← NP

From this simple example it is easy to see that non-commutative linear logic is basically resource sensitive: the number of the linguistic resources and the order in which they are produced or consumed is always taken into account. In fact, non-commutative linear logic pays attention to the direction of the linguistic processes and does not try to avoid the obstacles met in communication (e.g. changing the word order by means of suitable transformations), but finds new ways of communication by changing the points of view from which the linguistic environments are considered.

\[Q_1\] denotes determiner phrases in subject position and \[Q_2\], determiner phrases in object position.

\[Sequent\]s of intuitionistic non-commutative linear logic allow just one formula in the conclusions.
0.6 The papers in this volume

This volume offers a series of contributions to the perspectives on linguistics arising from the Lambek program\textsuperscript{23}. Its intended audience is specialists: researchers, graduate students who already know about type-logical approaches to grammar, computer scientists and logicians who know about type theory and are interested in high-quality natural language applications. Although we hope this introductory essay will help the reader place this material in context, it will be clear that the subsequent papers will require expertise beyond what we have covered here. Beginners new to this framework will want to consult the papers in the various bibliographies, and will probably find the material challenging, but worth further investigation.

At the core of the volume is the continuing mathematical research on the syntactic calculus and its extensions, and with the corresponding fragments of linear logic. This is pursued here in several papers which appear in Section 2, “Grammar”. M. Pentus considers conditions characterizing atomicity (whether a type is equivalent to an atomic type) in the Lambek calculus (allowing empty premises) as well as in constant-free noncommutative multiplicative linear logic. W. Buszkowski studies the (associative and non-associative) Lambek calculi enriched with “non-logical axioms”, and gives a (new) proof that the former are undecidable, whereas the latter are decidable in polynomial time, and generate context-free languages.

As was mentioned in the quotation above by J-Y Girard, in linear logic one may re-introduce the structural rules in a controlled manner via the “exponential” modalities ! (“of course!”) and ? (“why not?”). P. de Groote considers the corresponding extension of the product-free associative Lambek calculus, and shows any recursively enumerable language can be described by a categorial grammar based on this system (which in particular shows the system to be undecidable). Next, the paper by M. Fadda and G. Morrill develops a calculus combining features of the two variants Lambek originally presented in 1958 and 1961, one based on expressions as strings (i.e. as flat trees), the other based on expressions as binary-bracketed strings (i.e. as binary trees). Their new calculus configures expressions as bracketed strings in general (i.e. as general trees); they give a completeness theorem for this system in terms of pre-ordered bracketed monoids, and a correctness theorem in terms of a notion of “bracketed” proof nets (similar to those of linear

\textsuperscript{23}In order to give readers the historical background, as well as a survey of important research in the field, at the end of this section we have provided an extended list of references, not all of which are referred to in the introduction.
logic).

Recently Lambek has introduced the notion of pregroup as a vehicle for understanding the grammars of natural languages: Buszkowski has shown that languages based on free pregroups are context-free. We end this section with three papers dealing with these pregroups. First, a paper by Lambek introduces the notion with examples of its use in categorial grammar. A short paper by M. Barr studies a family of examples of these pregroups (this paper is entirely mathematical). And finally, Moortgat and Oehrle consider combining the simple computational properties of pregroup grammars with the linguistic expressiveness of type logical grammar, which usually is rather more complex computationally.

This mathematical core section is framed by two sections. The first section, “Language”, consists of two papers which offer an exploration of the fundamental subjects involved in the formal analysis of language. J. van Benthem considers the “fit” between the logical and mathematical machinery and the natural languages it attempts to analyse. His conclusion that “the love match brokered by Lambek between categorial grammar and natural language still has some romance to it, even though there are lots of interesting twists, misunderstandings and subplots to go before the happy ending” is a theme of this entire volume.

E. Keenan studies some entailment patterns in English and their semantic generalizations, giving a formal framework for their analysis. This paper illustrates the spirit of the program: while it does not draw directly on Lambek’s work, it is inspired by his mix of linguistic observation and mathematical formulation.

The third section, “Language and Grammar”, concludes the volume with some papers which we think reflect a synthesis of the concepts behind the program. A. Lecomte’s paper represents a transition between Section 2 and Section 3. He draws a connection between categorial grammar and minimalist grammar, in which syntax and semantics interact via two proof systems (one for each), so that syntactic operations are converted into semantical ones, and semantics acts as a correctness check for syntactic derivations.

B.S. Gillen offers a more traditionally presented paper on subject predicate order in classical Sanskrit. D. Bargelli gives a computational approach to the noun in Burushaski, using techniques developed by Lambek and his coauthors for other languages, from French to Arabic. M. Kandulski presents a survey of tree languages generated by categorial grammars, providing a context for many of the key technical results discussed in this introduction.

Finally G. Morrill illustrates the potential for geometry of language
and linguistic circuitry characterizing the syntactic structures of Lambek categorial grammar as proof nets of linear logic. With that paper, we end the volume, but clearly work within and around the Lambek program continues to enrich our understanding of language and grammar.
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