
COMMUNICATIONS ON doi:10.3934/cpaa.2012.11.1775
PURE AND APPLIED ANALYSIS
Volume 11, Number 5, September 2012 pp. 1775–1807

STABILITY OF STATIONARY WAVES FOR FULL

EULER-POISSON SYSTEM IN MULTI-DIMENSIONAL SPACE

Ming Mei

Department of Mathematics, Champlain College Saint-Lambert
Quebec, J4P 3P2, Canada

and

Department of Mathematics and Statistics, McGill University
Montreal, Quebec, H3A 2K6, Canada

Yong Wang

Institute of Applied Mathematics, Academy of Mathematics and System Science
Chinese Academy of Sciences, Beijing, 100190, China

(Communicated by Alain Miranville)

Abstract. This paper is concerned with the nonisentropic unipolar hydrody-
namic model of semiconductors in the form of multi-dimensional full Euler-

Poisson system. By heuristically analyzing the exact gaps between the original

solutions and the stationary waves at far fields, we ingeniously construct some
correction functions to delete these gaps, and then prove the L∞-stability of

stationary waves with an exponential decay rate in 1-D case. Furthermore,

based on the 1-D convergence result, we show the stability of planar stationary
waves with also some exponential decay rate in m-D case.

1. Introduction. In this paper, we study the multi-dimensional full Euler-Poisson
system 

nt + div(nu) = 0,

(nu)t + div(nu⊗ u) +∇p(n, θ) = n∇ω − nu

τp
,

θt + u∇θ +
2

3
θdivu =

2

3

κ

n
∆θ +

2τw − τp
3τwτp

|u|2 − θ − θ0

τw
,

∆ω = n− b(x),

(1)

for (x, t) ∈ Rm × R+, with the initial data
n(x, 0) = n0(x)→ n±,

u(x, 0) = u0(x)→ u± := (u±, 0, · · · , 0),

θ(x, 0) = θ0(x)→ θ±,

as x1 → ±∞, (2)

and the boundary condition at far field

lim
x1→−∞

∇ω(x, t) = lim
x1→−∞

(∂x1
ω, ∂x2

ω, · · · , ∂xm
ω) = E− := (E−, 0, · · · , 0). (3)
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Such a system describes the nonisentropic unipolar hydrodynamical model of semi-
conductor device, see [17, 28, 39] for details on the applications in semiconductors
and in plasma physics. Here n = n(x, t), u = (u1, · · · , um)(x, t), θ = θ(x, t) and
ω = ω(x, t) represent the electron density, the electron velocity, the temperature and
the electrostatic potential, respectively. The coefficients τp, τw and κ are positive
constants, which represent the momentum relaxation time, the energy relaxation
time and the thermal conductivity, respectively. Without loss of generality, we
assume τp = 1 and τw = 1 throughout this paper. The positive constant θ0 is
the lattice temperature of semiconductor device. n±, u±, θ± and E− are the ini-
tial constant states for the electron density n(x, 0), the electron velocity u(x, 0),
the temperature θ(x, 0) and the electric field ∇ω(x, 0) as x → ±∞. The func-
tion b(x) > 0 stands for the density of fixed, positively charged background ions.
p = p(n, θ) is the pressure function, and physically it is given by

p(n, θ) = nθ. (4)

Notice that, we assign the unknown function ω with the Neumann boundary
condition (3), rather than with an initial value condition ω(x, 0), because ω satisfies
the Poisson equation (1)4. Later on, we will give a more detailed explanation that
the boundary condition (3) is necessary and natural. Otherwise, the system will be
ill-posed.

The main purpose of this paper is to investigate the large-time behavior of solu-
tions to the system (1) equipped with the initial data (2) and the far-field boundary
condition (3). We expect that the solutions of the Euler-Poisson system (1)-(3)
converge to their corresponding planar stationary waves, the stationary solutions
to the corresponding steady-state equations, even if the system is in the switch-on
case, namely, the state constants on the current and the electric field are non-zero.

Let us first investigate the 1-D system of (1) and its corresponding steady-state
equations. For sake of simplification, we denote

J := nu and E := ωx1 (5)

as the current for the electrons, and the electric field in 1-D system of (1), re-
spectively. Thus, the 1-D nonisentropic Euler-Poisson system of (1) is written as
follows 

nt + Jx1
= 0,

Jt +
(J2

n
+ p(n, θ)

)
x1

= nE − J,

θt +
J

n
θx1 +

2

3

(J
n

)
x1

θ =
2

3

κ

n
θx1x1 +

1

3

J2

n2
− (θ − θ0),

Ex1
= n− b(x1),

(6)

equipped with the initial conditions
n(x1, 0) = n0(x1)→ n± > 0,

J(x1, 0) = J0(x1)→ J±,

θ(x1, 0) = θ0(x1)→ θ±,

as x1 → ±∞, (7)

and the boundary condition at far field x1 = −∞

lim
x1→−∞

E(x1, t) = E−. (8)
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It must be pointed out that, the boundary condition (8), or replacing it by

lim
x1→+∞

E(x1, t) = E+, (9)

is necessary and natural. Otherwise, as we analyze below in Section 3 for the
behavior of the solutions (n, J, θ, E)(x1, t) at the far fields x = ±∞, the functions
J(±∞, t) and E(±∞, t) will be underdetermined, which will cause the system to
be ill-posed.

Notice also that the initial value of E(x1, 0) is not necessary to be assigned, but
will be automatically determined by the system (6). In fact, integrating (6)4 with
respect to x1 over (−∞, x1] and applying (8), we have

E(x1, t) = E− +

∫ x1

−∞
[n(y1, t)− b(y1)]dy1.

So, the initial data for E(x1, t) is given by

E|t=0 = E− +

∫ x1

−∞
[n0(y1)− b(y1)]dy1 =: E0(x1). (10)

For 1-D nonisentropic Euler-Poisson equations (6), the corresponding steady-
state equations are

J̃ = constant,( J̃2

ñ
+ p(ñ, θ̃)

)
x1

= ñẼ − J̃ ,

J̃

ñ
θ̃x1

+
2

3

( J̃
ñ

)
x1

θ̃ =
2

3

κ

ñ
θ̃x1x1

+
1

3

J̃2

ñ2
− (θ̃ − θ0),

Ẽx1 = ñ− b(x1),

(ñ, J̃ , θ̃, Ẽ)(x1)→ (n±, J̃ , θ̃±, Ẽ±), as x1 → ±∞,

(11)

with

J̃ := n−E−, Ẽ− := E−, Ẽ+ :=
n−E−
n+

, θ̃± := θ0 +
J̃2

3n2
±
. (12)

Such steady-state solutions (ñ, J̃ , θ̃, Ẽ)(x1), the so-called stationary waves to (6),
can be similarly proved to uniquely exist by the energy method and the fixed point
theorem as in [2, 3, 4, 22, 27, 42] in the case of subsonic flow. The steady-state

solutions (ñ, J̃ , θ̃, Ẽ)(x · e) is called the planar stationary waves for the m-D full
Euler-Poisson system (1), where e is the basis of the space Rm. Without loss of
generality (by rotating the coordinates), we may take e = e1 = (1, 0, · · · , 0). So,
in this case, the planar stationary waves becomes the 1-D steady-state solutions of
(11) and (12): (ñ, J̃ , θ̃, Ẽ)(x · e1) = (ñ, J̃ , θ̃, Ẽ)(x1).

When the state constants for the initial electric current are zero, namely,

J− = J+ = 0, equivalently,

∫ ∞
−∞

[n0(x1)− ñ(x1)]dx1 = 0, (13)

it physically stands for the switch-off case (no electric current). In this case, the so-
lution (n, J, θ, E)(x, t) for the nonisentropic unipolar hydrodynamic model of semi-
conductor (1) was shown to converge time-asymptotically to the stationary wave

(ñ, J̃ , θ̃, Ẽ)(x1) by Ali, Bini and Rionero [2], and Zhu and Hattori [42] in 1-D case,
and by Ali [1] in m-D case, respectively.
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However, when the state constants of the initial electric current are non-zero,
namely,

J+ 6= J+, or equivalently,

∫
R

[n0(x1)− ñ(x1)]dx1 6= 0, (14)

it is the physical switch-on case, and this case is more interesting and practical but
more difficult and challenging. The stability of (planar) stationary waves in this case
remains open so far, because, as we heuristically analyze later in Section 3, there
are some L2-gaps between the original solutions and the corresponding stationary
waves. Precisely saying, the original 1-D solutions of (6) at the far fields behave as

(n, J, θ, E)|x1=−∞ = (n−, J̃ +O(1)e−ν0t, θ̃− +O(1)e−ν0t, Ẽ−),

(n, J, θ, E)|x1=+∞ = (n+, J̃ +O(1)e−ν0t, θ̃+ +O(1)e−ν0t, Ẽ+ +O(1)e−ν0t)

for some ν0 > 0, and the steady-state solutions at the far fields are

(ñ, J̃ , θ̃, Ẽ)(±∞) = (n±, J̃ , θ̃±, Ẽ±),

where J̃ , θ̃± and Ẽ± are defined in (12). So there are some gaps between the original
1-D solutions and the stationary waves at the far fields

(J − J̃ , θ − θ̃)|x=−∞ 6= (0, 0), and (J − J̃ , θ − θ̃, E − Ẽ)|x=+∞ 6= (0, 0, 0).

These imply that the perturbations of 1-D solutions around the corresponding
steady-state solutions are not in L2-space:

J(x1, t)− J̃(x1) 6∈ L2(R), E(x1, t)− Ẽ(x1) 6∈ L2(R), and θ(x1, t)− θ̃(x1) 6∈ L2(R).

To delete these gaps, the correction functions usually need to be introduced. Howev-
er, the technique for constructing the correction functions introduced first by Hsiao
and Liu [11] for the linear damping case cannot be applied to our case anymore
due to the complicated nonlinearity of the system (6). In order to overcome such
a difficulty, inspired by our recent works [13, 14, 15, 16] for the unipolar/bipolar
semiconductor models (indeed, the unipolar model case considered in [15, 16] can be
regarded as a special application of this work), we first make a heuristic analysis on
the solutions at far fields and see what the exact gaps in L2-space are between the 1-
D isentropic solutions and the corresponding stationary waves at far filed x1 = ±∞,
then we try to ingeniously construct some correction functions to delete those L2-
gaps (this is a crucial step), finally we prove the stability of stationary waves by
using the technical energy method. More precisely, when the perturbations around
the stationary waves with a suitable setting up are small enough, we prove that the
solutions of (6) converge exponentially to the corresponding stationary waves in the
form

‖(n− ñ, J − J̃ , E − Ẽ, θ − θ̃)(t)‖L∞ = O(1)e−µt, (15)

for some constant µ > 0.
Furthermore, for multi-dimensional (1), we will first prove that, the m-D solu-

tions of (1) converge to the 1-D solutions of (6) when the corresponding initial
perturbations are small enough, then based on the crucial convergence result of
the 1-D solutions of (6) to the stationary waves, we will further show that the
m-D solutions of (6) converge also to the corresponding planar stationary waves
time-exponentially. This is our second goal in this paper.

Notice that, the authors [42] claimed that, in the switch-off case (13), the 1-D so-
lutions for the full Euler-Poisson system converge to their corresponding stationary
waves; while in the switch-on case (14), the stationary waves are unstable, and the
1-D solutions for full Euler-Poisson system will converge to the other asymptotic
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profile. However, this is not completely true. Because, although there are some
L2-gaps between the 1-D solutions and the corresponding steady-state solutions,
which seems to lead that the 1-D solutions (n, J, θ, E)(x1, t) don’t converge to the

stationary waves (ñ, J̃ , θ̃, Ẽ)(x1) in L2-sense, but the 1-D solutions of (6) will still
converge to the stationary waves in L∞-sense. For details, see Theorem 3.2 and
Corollary 1 below.

Regarding other significant studies on the unipolar or bipolar hydrodynamic
system for semiconductor devices, we refer to [3]-[30] and [35]-[41] and the references
therein.

This paper related to the nonisentropic full Euler-Poisson system (1) can be
regarded as an extension of our recent studies [13, 14, 15, 16] on the stability of
stationary/diffusion waves for the unipolar/bipolar hydrodynamic models of semi-
conductors. The new technique originally introduced in [13] then developed in [15]
for constructing the correction functions is applied in this paper, and also plays a
key role in the proof of stationary wave stability. The rest of this paper is arranged
as follows. In Section 2, we give some well-known results on the stationary solution-
s. Section 3 is devoted to the convergence to the stationary waves in 1-D case. In
Section 4, the main afford is to prove the convergence to the planar stationary waves
in m-D case. The crucial step is to prove the convergence of the m-D solutions to
the 1-D solutions, when the initial perturbations are small enough. Then based on
the convergence result obtained in Section 3, we can immediately gain the stability
of planar stationary waves in m-D case.

Notation. Through out this paper, the stationary waves are denoted by (ñ, J̃ , θ̃,

Ẽ)(x), and the correction functions are denoted by (n̂, Ĵ , θ̂, Ê)(x, t). C0, Ci, et al
always denote some specific positive constants, and C denotes the generic positive
constant. L2(Rm) is the space of square integrable real valued function defined on
Rm with the norm ‖·‖, and Hk(Rm) (Hk without any ambiguity) denotes the usual
Sobolev space with the norm ‖ · ‖k, especially ‖ · ‖0 = ‖ · ‖.

2. Stationary waves. In this section, we are going to introduce the well-known
results on the stationary solutions to the corresponding steady-state equations of
(6), the so-called nonlinear stationary waves:

J̃ = constant,( J̃2

ñ
+ p(ñ, θ̃)

)
x1

= ñẼ − J̃ ,

J̃

ñ
θ̃x1

+
2

3

( J̃
ñ

)
x1

θ̃ =
2

3

κ

ñ
θ̃x1x1

+
1

3

J̃2

ñ2
− (θ̃ − θ0),

Ẽx1
= ñ− b(x1),

(16)

with

lim
x1→−∞

(ñ, Ẽ)(x1) = (n−, E−), lim
x1→+∞

ñ(x1) = n+. (17)

Notice that, (16)2 is equivalent to((
p′n(ñ, θ̃)− J̃2

ñ2

)
ñx1

)
x1

= ñẼ − J̃ − p′θ(ñ, θ̃)θ̃x1
.

In order to keep the uniform ellipticity of the above equation, we need

p′n(ñ, θ̃)− J̃2

ñ2
> 0, (18)
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that is

|ũ| (velocity) =
∣∣∣ J̃
ñ

∣∣∣ <√p′n(ñ, θ̃) =: c(ñ, θ̃) (the sound speed).

This means that the system under consideration in this paper is a full subsonic flow.
Let

b∗ = inf
x1∈R

b(x1) > 0, and b∗ = sup
x1∈R

b(x1) > 0, (19)

and 
b(x1) ∈ C3(Rm) and limx1→±∞ b(x1) = n±,∫ 0

−∞
[b(x1)− n−]2dx1 +

∫ ∞
0

[b(x1)− n+]2dx1 ≤ C0,
(20)

for some positive constant C0. Then we state the existence and uniqueness of the
stationary wave for the steady-state equations (16) and (17) as follows.

Proposition 1 ([2, 42]). Assume that b′(x) ∈ L1(R)∩H4(R) and b∗
√
p′n(b∗, θ0) >

|n−E−|, then there exists δ0 > 0, such that if

|E−| ≤ δ0, |n+ − n−| ≤ δ0, and ‖b′‖L1 + ‖b′‖H4 ≤ δ0, (21)

then (16) exists a unique smooth solution (ñ, J̃ , θ̃, Ẽ)(x) of (16) and (17), which
satisfies

b∗ ≤ ñ ≤ b∗, (22)

J̃ = n−E−, (23)

Ẽ(+∞) =
n−E−
n+

, (24)

θ̃(±∞) = θ0 +
1

3

J̃2

n2
±

(25)

‖ñ− b‖2H4 ≤ C1(α1 + |n+ − n−|), (26)

|Ẽ|+
4∑
i=1

|∂ixñ|+ |∂ixẼ|+ |∂ixθ̃| ≤ C2α2, (27)

where Ci = Ci(n−, E−, b∗, b
∗) > 0 and αi = αi(δ0) > 0 are some constants for

i = 1, 2, and αi satisfies

αi = αi(δ0)� 1 as δ0 � 1. (28)

Remark 1. To guarantee the system to be subsonic, namely, to hold the condition
(18) when δ0 � 1, we need the sufficient condition b∗

√
p′n(b∗, θ0) > |n−E−|. Since

p(n, θ) = nθ, then b∗
√
p′n(b∗, θ0) > |n−E−| is equivalent to b∗

√
θ0 > |n−E−|.

3. Stability of stationary waves in 1-D space. For sake of simplification,
throughout this section, we still denote the 1-D spatial variable x1 as x ∈ R without
confusion.

In order to prove the stability of stationary waves, inspired by [13, 14, 15, 16] for
semiconductor models, and initially by [34, 26] for hyperbolic p-system, we need to
make a heuristic analysis on the behaviors of the solutions to (6)-(8) at the far fields
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x = ±∞. Then we may understand how big the gaps are between the solutions and
the stationary solutions at the far fields. Let

n±(t) := n(±∞, t),
J±(t) := J(±∞, t),
θ±(t) := θ(±∞, t),
E±(t) := E(±∞, t).

(29)

From (6)1, since ∂xJ |x=±∞ = 0, it can be easily seen that

n±(t) = n(±∞, t) ≡ n±. (30)

Taking x→ ±∞ to (6)2 and (6)3, we get four ODEs, i.e.
d

dt
J±(t) = n±E

±(t)− J±(t),

d

dt
θ±(t) =

1

3

(J±(t))2

n2
±

− (θ±(t)− θ0),
(31)

and differentiating (6)4 with respect to t and using (6)1, we have

Ext = (n− b(x))t = nt = −Jx.

Integrating it with respect to x over (−∞,+∞), we then have

d

dt
E+(t)− d

dt
E−(t) = −J+(t) + J−(t). (32)

Notice that, these five equations in (31) and (32) will under-determine six unknown
functions J±(t), θ±(t) and E±(t), which will cause the system (6) to be ill-posed.
Thus, naturally we need an extra boundary condition for E(x, t) either at x = −∞
or x = +∞. This indicates the boundary condition (8) (or replacing it with (9)) is
necessary and proper.

From (8), we have

E−(t) = E−. (33)

Then, from (6)2, (6)3 and (33), we can easily get

J−(t) = (J− − n−E−)e−t + n−E−, (34)

θ−(t) = (θ0 +
J̃2

3n2
−

) + (θ− − θ0 − J̃2

3n2
−

)e−t

−2J̃(J− − J̃)

3n2
−

te−t +
(J− − J̃)2

3n2
−

(e−t − e−2t). (35)

From (6)2, we further have
d

dt
J+(t) = n+E

+(t)− J+(t),

J+(0) = J+,
(36)

and from (6)4 and (8), we obtain

E+(t) = lim
x→+∞

E(x, t) =

∫
R
(n(x, t)− b(x))dx+ E−. (37)

Differentiating (37) with respect to t, and using (6)1 and (34), we obtain

d

dt
E+(t) = −

∫
R
Jx(x, t)dx = −J+(t) + (J− − n−E−)e−t + n−E−. (38)
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From (37), we have

E+(t)|t=0 =

∫
R

(n0 − b)(x)dx+ E− := E+. (39)

Combining (36), (38) and (39), we obtain

d

dt
J+(t) = n+E

+(t)− J+(t),

d

dt
E+(t) = −J+(t) + (J− − n−E−)e−t + n−E−,

d

dt
θ+(t) =

1

3

(J+(t))2

n2
+

− (θ+(t)− θ0),

J+(0) = J+,

E+(0) = E+.

(40)

We find that (40)1, (40)2 is a closed system for J+(t) and E+(t), so we solve J+(t)
and E+(t) first, then we can easily obtain θ+(t) from (40)3.

Differentiating (40)1 with respect t, we obtain

d2

dt2
J+(t) = n+

d

dt
E+(t)− d

dt
J+(t), (41)

and substituting (40)2 into (41), then we can reach
d2

dt2
J+(t) +

d

dt
J+(t) + n+J

+(t) = n+n−E− + n+(J− − n−E−)e−t,

J+(0) = J+,
d
dtJ

+(0) = n+E+ − J+.

(42)

Notice that, the eigenvalues of the second order ODE of (42) are

λ1 =
−1−

√
1− 4n+

2
and λ2 =

−1 +
√

1− 4n+

2
. (43)

Thus, according to the signs of 1 − 4n+, we can directly but tediously solve the
equations (40) and (42) for J+(t) and E+(t) as follows.

Case 1: When 1− 4n+ > 0, then

J+(t) = A1e
λ1t +A2e

λ2t + (J− − n−E−)e−t + n−E−, (44)

E+(t) =
1

n+

[
A1(1 + λ1)eλ1t +A2(1 + λ2)eλ2t + n−E−

]
, (45)

where

A1 = J+ − J− −A2, (46)

A2 = − 1

1− 4n+

[
(1 + λ1)(J+ − J−)− n+E+ + n−E−

]
. (47)

Case 2: When 1− 4n+ = 0, then

J+(t) = A3e
− 1

2 t +A4te
− 1

2 t + (J− − n−E−)e−t + n−E−, (48)

E+(t) =
1

n+

[
(A4 +

1

2
A3)e−

1
2 t +

1

2
A4te

− 1
2 t + n−E−

]
, (49)

where

A3 = J+ − J−, (50)

A4 = n+E+ − n−E− −
1

2
(J+ − J−). (51)
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Case 3: When 1− 4n+ < 0, then

J+(t) =

(
A5 cos(

√
4n+ − 1

2
t) +A6 sin(

√
4n+ − 1

2
t)

)
e−

1
2 t

+(J− − n−E−)e−t + n−E−, (52)

E+(t) =
n−E−
n+

+
1

2n+

[
(A5 +

√
4n+ − 1A6) cos(

√
4n+ − 1

2
t)

+(A6 −
√

4n+ − 1A5) sin(

√
4n+ − 1

2
t)

]
e−

1
2 t, (53)

where

A5 = J+ − J−, (54)

A6 =
2√

4n+ − 1

(
n+E+ − n−E− −

1

2
(J+ − J−)

)
. (55)

Using (40)3 and (44)-(53), we can obtain

θ+(t) = θ0 +
J̃2

3n2
+

+ (θ+ − θ0 − J̃2

3n2
+

)e−t +O(1)e−µt (56)

From (8), (30), (34), (44)-(55) and Proposition 1, we have

|n(±∞, t)− ñ(±∞)| = 0,

|J(+∞, t)− J̃ | = O(1)e−µt,

|J(−∞, t)− J̃ | = O(1)e−t,

|θ(±∞, t)− θ̃(±∞)| = O(1)e−µt,

E(−∞, t) = E−,

|E(+∞, t)− n−E−
n+
| = O(1)e−µt,

(57)

for some constant 0 < µ < 1
2 .

From the above analysis, we find that there are some gaps between J(±∞, t) and

J̃ = n−E−, E(+∞, t) and Ẽ(+∞) = n−E−
n+

, and θ(±∞, t) and θ̃(±∞) = θ̃±, which

lead

J(x, t)− J̃ , E(x, t)− Ẽ(x) and θ(x, t)− θ̃(x) 6∈ L2(R). (58)

To delete these gaps, we need to introduce the correction functions (n̂, Ĵ , θ̂, Ê)(x, t).
After solving (J+, E+)(t) from (40)1 and (40)2, we then can solve (40)3 for θ+(t).

Inspired by this, we are going to construct the correction functions (n̂, Ĵ , θ̂, Ê)(x, t)

in two steps. First of all, we construct (n̂, Ĵ , Ê)(x, t) from the following system of

equations, then we construct θ̂(x, t) later.

Let (n̂, Ĵ , Ê)(x, t) be the solutions to the following linear equations

n̂t + Ĵx = 0,

Ĵt = n̆Ê − Ĵ ,
Êx = n̂,

Ĵ(x, t)→ J±(t)− n−E− as x→ ±∞,
Ê(x, t)→ 0 as x→ −∞,
Ê(x, t)→ E+(t)− n−E−

n+
as x→ +∞.

(59)
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In order to get (n̂, Ĵ , Ê)(x, t) to (59), we consider the following linear system with

some tricky selection on n̆ = n̆(x), Ĵ(x, t) and Ê(x, 0)

Ĵt(x, t) = n̆(x)Ê(x, t)− Ĵ(x, t),

Êt(x, t) = −Ĵ(x, t) + (J− − n−E−)e−t,

Ĵ(x, 0) = (J−(0)− n−E−) + (J+ − J−)(0)

∫ x

−∞
m0(y)dy,

Ê(x, 0) = (E+(0)− n−E−
n+

)

∫ x

−∞
m0(y)dy,

(60)

where m0(x) and n̆(x) are also ingeniously selected as
m0(x) ≥ 0, m0 ∈ C∞0 (R), supp m0 ⊆ [−L0, L0],

∫
R
m0(y)dy = 1

n̆(x) = n− + (n+ − n−)

∫ x+2L0

−∞
m0(y)dy

(61)

with some constant L0 > 0.
When x < −L0, we have Ê(x, 0) ≡ 0. So, it can be easily seen that (60) possesses

the particular solutions

Ĵ(x, t) = (J− − n−E−)e−t, Ê(x, t) = 0, for −∞ < x < −L0. (62)

When x ≥ −L0, we have n̆(x) ≡ n+. Similarly to the previous but complicated
calculation, we can solve (60) as the following. However, we can verify that these so-
lutions imply also the solutions given in (62) for x < −L0. Therefore, we summarize
them as follows.

Case 1: When 1− 4n+ > 0, then, for x ∈ R

Ĵ(x, t) =

(
A1e

λ1t +A2e
λ2t

)∫ x

−∞
m0(y)dy + (J− − n−E−)e−t, (63)

Ê(x, t) =
1

n+

(
A1(1 + λ1)eλ1t +A2(1 + λ2)eλ2t

)∫ x

−∞
m0(y)dy, (64)

thus, we define

n̂(x, t) =
1

n+

(
A1(1 + λ1)eλ1t +A2(1 + λ2)eλ2t

)
m0(x). (65)

Then we can verify that (n̂, Ĵ , Ê)(x, t) satisfy (59) for (x, t) ∈ R× R+.
Case 2: When 1− 4n+ = 0, then, for x ∈ R

Ĵ(x, t) =

(
A3e

− 1
2 t +A4te

− 1
2 t

)∫ x

−∞
m0(y)dy + (J− − n−E−)e−t, (66)

Ê(x, t) =
1

n+

(
(A4 +

1

2
A3)e−

1
2 t +

1

2
A4te

− 1
2 t

)∫ x

−∞
m0(y)dy, (67)

thus, we define

n̂(x, t) =
1

n+

(
(A4 +

1

2
A3)e−

1
2 t +

1

2
A4te

− 1
2 t

)
m0(x). (68)

Then we can verify that (n̂, Ĵ , Ê)(x, t) satisfy (59) for (x, t) ∈ R× R+.
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Case 3: When 1− 4n+ < 0, then, for x ∈ R

Ĵ(x, t) =

(
A5 cos(

√
4n+ − 1

2
t) +A6 sin(

√
4n+ − 1

2
t)

)
e−

1
2 t

∫ x

−∞
m0(y)dy

+(J− − n−E−)e−t, (69)

Ê(x, t) =
1

2n+

(
(A5 +

√
4n+ − 1A6) cos(

√
4n+ − 1

2
t)

+(A6 −
√

4n+ − 1A5) sin(

√
4n+ − 1

2
t)

)
e−

1
2 t

∫ x

−∞
m0(y)dy, (70)

thus, we define

n̂(x, t) =
1

2n+

(
(A5 +

√
4n+ − 1A6) cos(

√
4n+ − 1

2
t)

+(A6 −
√

4n+ − 1A5) sin(

√
4n+ − 1

2
t)

)
e−

1
2 tm0(x). (71)

Then we can verify that (n̂, Ĵ , Ê)(x, t) satisfy (59) for (x, t) ∈ R× R+.

Now we are going to construct the correction function θ̂(x, t). In order to delete

the gap θ(x, t)− θ̃(x), we denote

θ̂±(t) = θ±(t)− θ̃(±∞), (72)

and from (6)3 and (11)3, it satisfy
dθ̂±(t)

dt
=

(
(J±(t))2

3n2
±
− J̃2

3n2
±

)
− θ̂±(t),

θ̂±(t)|t=0 = θ± − θ̃(±∞) = θ± − θ0 − J̃2

3n2
±
.

(73)

Let

θ̂(x, t) = θ̂−(t)

(
1−

∫ x

−∞
m0(y)dy

)
+ θ̂+(t)

∫ x

−∞
m0(y)dy, (74)

then θ̂(x, t) satisfies

∂

∂t
θ̂±(x, t) = −θ̂±(x, t) +

(
1−

∫ x

−∞
m0(y)dy

)(
(J−(t))2

3n2
−
− J̃2

3n2
−

)
+

(
(J+(t))2

3n2
+

− J̃2

3n2
+

)∫ x

−∞
m0(y)dy

=: −θ̂±(x, t) + h(x, t). (75)

From (68)-(71) and (74), we realize that these correction functions decay time-
exponentially as follow.

Lemma 3.1. There hold

‖(n̂, Ĵ , θ̂, Ê)(t)‖L∞(R) ≤ Cσe−ν0t (76)

and

supp n̂ = supp m0 ⊆ [−L0, L0] (77)

for σ := |J+|+ |J−|+ |E−|+ |E+|+ |θ− − θ0|+ |θ+ − θ0| and 0 < ν0 <
1
2 .



1786 MING MEI AND YONG WANG

Now we are going to make a perturbation of (6) to the steady equations (16).
Noticing (6), (16), (59) and (75), we have

(n− n̂− ñ)t + (J − Ĵ − J̃)x = 0,

(J − Ĵ − J̃)t + (p(n, θ)− p(ñ, θ̃))x

= nE − ñẼ − n̆Ê − (J − Ĵ − J̃)−
(J2

n
− J̃2

ñ

)
x
,

(θ − θ̃ − θ̂)t + (
J

n
θx −

J̃

ñ
θ̃x) +

2

3
[(
J

n
)xθ − (

J̃

ñ
)xθ̃]

=
2κ

3
(
θxx
n
− θ̃xx

ñ
) +

(
J2

3n2
− J̃2

3ñ2
− h(x, t)

)
− (θ − θ̃ − θ̂),

(E − Ê − Ẽ)x = n− n̂− ñ,

(78)

with zero-perturbations (the gaps are removed by the constructed correction func-
tions)

n(±∞, t)− n̂(±∞, t)− ñ(±∞) = 0,

J(±∞, t)− Ĵ(±∞, t)− J̃(±∞) = 0,

θ(±∞, t)− θ̂(±∞, t)− θ̃(±∞) = 0,

E(±∞, t)− Ê(±∞, t)− Ẽ(±∞) = 0,∫
R

[n(x, t)− n̂(x, t)− ñ(x)]dx =

∫
R
[n0(x)− n̂(x, 0)− ñ(x)]dx = 0.

(79)

Thus, let 
φ := n− n̂− ñ,
ψ := J − Ĵ − J̃ ,
ζ := θ − θ̂ − θ̃,
e := E − Ê − Ẽ,

(80)

namely, {
ex = n− n̂− ñ = φ,

−et = J − Ĵ − J̃ = ψ,
(81)

we deduce (78) intoett + et − (θ̃ex + ñζ)x + ñe = R1x −R2 +R3x,

ζt + ζ =
2κ

3ñ
ζxx +R4 +R5 +R6 +R7,

(82)

where 

R1 = exζ + exθ̂ + n̂θ + ñθ̂,

R2 = (ex + n̂)(e+ Ẽ + Ê) + (ñ− n̆)Ê,

R3 =
J2

n
− J̃2

ñ
,

R4 =
2κ

3
[ θ̂xx

ñ −
ex + n̂

nñ
(ζxx + θ̃xx + θ̂xx)],

R5 = −(
J

n
θx −

J̃

ñ
θ̃x),

R6 = −2

3
[(
J

n
)xθ − ( J̃ñ )xθ̃],

R7 =
J2

3n2
− J̃2

3̃n2
− h(x, t),

(83)
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with initial data 
e(x, 0) = E0(x)− Ê(x, 0)− Ẽ(x),

ex(x, 0) = n0(x)− n̂(x, 0)− ñ(x),

et(x, 0) = −J0(x) + Ĵ(x, 0) + J̃(x),

ζ(x, 0) = θ0(x)− θ̃(x, 0)− θ̂(x, 0),

(84)

where E0(x) is defined by

E0(x) =

∫ x

−∞
(n0(y)− b(y))dy + E−. (85)

Theorem 3.2. Let δ := |n+ − n−|+ |J+|+ |J−|+ |E−|+ |E+|+ |θ+ − θ0|+ |θ− −
θ0| + α1 + α2, Φ0 := ‖e(0)‖H3(R) + ‖(et, ζ)(0)‖H2(R), then, there is a δ̃0 > 0 such

that when δ+ Φ0 < δ̃0, the solutions (n, J, θ, E) of IVP (6) and (7) are unique and
globally exist, and satisfy

‖e(t)‖H3(R) + ‖(et, ζ)(t)‖H2(R) ≤ C(δ + Φ0)
1
2 e−νt (86)

where ν is a positive constant.

From (80) and (81), applying Sobolev inequality H3(R) ↪→ C2(R) to (86) in
Theorem 3.2, we have

‖(n− n̂− ñ, J − Ĵ − J̃ , θ − θ̂ − θ̃, E − Ê − Ẽ)(t)‖L∞(R) ≤ C(δ + Φ0)
1
2 e−νt.

Thanks also to (76) in Lemma 3.1, namely, ‖(n̂, Ĵ , θ̂, Ê)(t)‖L∞(R) ≤ Cσe−ν0t, we
then immediately obtain the convergence of 1-D solution (n, J, θ, E)(x, t) to its

corresponding steady-state solution (ñ, J̃ , θ̃, Ẽ)(x) as follows.

Corollary 1 (Stability of Stationary Waves). Under the conditions of Theorem
3.2, we have 

‖(n− ñ)(t)‖L∞(R) ≤ C(δ + Φ0)
1
2 e−µ̂t,

‖(J − J̃)(t)‖L∞(R) ≤ C(δ + Φ0)
1
2 e−µ̂t,

‖(θ − θ̃)(t)‖L∞(R) ≤ C(δ + Φ0)
1
2 e−µ̂t,

‖(E − Ẽ)(t)‖L∞(R) ≤ C(δ + Φ0)
1
2 e−µ̂t,

(87)

where µ̂ = min{ν, ν0} > 0.

Remark 2. Our stability of stationary waves holds for the more general case
(switch-on case), which significantly improves and develops the existing stability
results [1, 2, 42] in the switch-off case.

3.1. A priori estimates. It is known that Theorem 3.2 can be proved by the
classical energy method with the continuation argument based on the local existence
and the a priori estimates (c.f. [31, 32, 33]). Since the local existence of the solutions
of (82), (84) can be proved in the standard iteration method together with the energy
estimates, so the main effort in this subsection is to establish the a priori estimates
for the solutions, which is usually technical and crucial in the proof of stability.

Let T ∈ (0,+∞], we define the solution space, for 0 ≤ t ≤ T ,

X(T ) =
{

(e, ζ)(x, t)
∣∣∣∂jt e ∈ C(0, T ;H3−j(R)), ζ ∈ C(0, T ;H2(R)), j = 0, 1,

}
with the norm

N(T )2 := sup
0≤t≤T

{
‖e(t)‖2H3(R) + ‖(et, ζ)(t)‖2H2(R)

}
. (88)
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Let N(T )2 ≤ ε2, where ε is sufficiently small which will be determined later. It is
noted that, (88) with Sobolev inequality ‖∂kxf‖L∞(R) ≤ C‖∂kxf‖1/2‖∂k+1

x f‖1/2 gives

2∑
k=0

‖∂kxe(t)‖L∞(R) +

1∑
k=0

‖∂kx(et, ζ)(t)‖L∞(R) ≤ Cε. (89)

It is easy to verify from (81) and the conditions of Theorem 3.2 that, there exists a
positive constant c such that

0 <
1

c
≤ n = ex + n̂+ ñ ≤ c. (90)

Now we are going to establish the a priori estimates.

Lemma 3.3. Let µ1 be constant and suitably large, then it holds that

d

dt
F1(t) + C1F1(t) + C1‖ζx(t)‖2 ≤ C(δ + ε)‖(exx, ext)(t)‖2 + Cδe−ν0t, (91)

whereF1(t) =
d

dt

∫
R

(
eet +

1

2
e2 +

µ1

2
(e2
t + ñe2 + θ̃e2

x) +
3µ1ñ

2

4θ̃
ζ2

)
dx

C11‖(ζ, e, ex, et)(t)‖2 ≤ F1(t) ≤ C12‖(ζ, e, ex, et)(t)‖2
(92)

provided ε+ δ � 1.

Proof. Multiplying (82) by e and integrate it over (−∞,+∞), we obtains

d

dt

∫
R

(1

2
e2 + ete

)
dx+

∫
R
ñe2dx+

∫
R
θ̃e2
xdx

= ‖et‖2 −
∫
R
ñexζdx+

∫
R
(R1x −R2 +R3x)edx. (93)

It is easily to obtain

−
∫
R
ñexζdx ≤

1

4

∫
R
θ̃e2
xdx+ C‖ζ(t)‖2. (94)

Noticing Proposition 1 and Lemma 3.1, then by Cauchy’s inequality, we obtain∫
R
R1xedx =

∫
R

(exζ + exθ̂ + n̂θ + ñθ̂)xedx

= −
∫
R

(exζ + exθ̂ + n̂θ)exdx+

∫
R
(ñxθ̂ + ñθ̂x)edx

≤ C(δ + ε)‖(e, ex)(t)‖2 + Cδe−ν0t. (95)

From (20) and Proposition 1, one can prove∫
R

(ñ− n̆)2dx ≤ C. (96)

Thus using (96), one then has

−
∫
R
R2edx = −

∫
R

(
(ex + n̂)(e+ Ẽ + Ê) + (ñ− n̆)Ê

)
edx

≤ C(δ + ε)‖(e, ex)(t)‖2 + Cδe−ν0t, (97)
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and ∫
R
R3xedx = −

∫
R

(
J2

n
− J̃2

ñ

)
exdx

= −
∫
R

(
e2
t − 2et(J̃ + Ĵ)

n
+

2J̃ Ĵ + Ĵ2

n
− J̃2(

1

n
− 1

ñ
)

)
exdx

≤ C(δ + ε)‖(et, ex)(t)‖2 −
∫
R

(
2J̃ Ĵ + Ĵ2

n

)
x

edx+ Cδe−ν0t

≤ C(δ + ε)‖(e, et, ex)(t)‖2 + Cδe−ν0t. (98)

Substituting (95), (97), (94) and (98) into (161), one finally obtains

d

dt

∫
R

(
eet +

1

2
e2

)
dx+ 2C0‖(e, ex)‖2

≤ ‖et(t)‖2 + C‖ζ(t)‖2 + C(δ + ε)‖(e, et, ex)(t)‖2 + Cδe−ν0t. (99)

Multiplying (82) by et and integrating it over (−∞,+∞), one obtains

1

2

d

dt

∫
R

(
e2
t + ñe2

)
dx+ ‖et(t)‖2 −

∫
R
(θ̃ex + ñζ)xetdx

=

∫
R
(R1x −R2 +R3x)etdx. (100)

The third term of left hand side can be estimated as

−
∫
R

(θ̃ex + ñζ)xetdx

=

∫
R
θ̃exextdx−

∫
R
(ñxζ + ñζx)etdx

≥ 1

2

d

dt

∫
R
θ̃e2
xdx−

∫
R
ñζxetdx− C(δ + ε)‖(et, ζ)(t)‖2 − Cδe−ν0t. (101)

By using the fact
∫
R ñ

2
xdx ≤ C and (96), we estimate the right hand side of (100)

as follows∫
R
R1xetdx =

∫
R

(exζ + exθ̂ + n̂θ + ñθ̂)xetdx

= −
∫
R
(exζ + exθ̂ + n̂θ)extdx+

∫
R

(ñxθ̂ + ñθ̂x)etdx

≤ C(δ + ε)‖(e, et, ex)(t)‖2 + Cδe−ν0t, (102)

and

−
∫
R
R2etdx = −

∫
R

(
(ex + n̂)(e+ Ẽ + Ê) + (ñ− n̆)Ê

)
etdx

≤ C(δ + ε)‖(e, ex, et)(t)‖2 + Cδe−ν0t. (103)
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and

∫
R
R3xetdx =

∫
R

(
J2

n
− J̃2

ñ

)
x

etdx

=

∫
R

(
2J

n
(−ext + Ĵx)− J2

n
(ex + n̂x)

+O(1)ñx(et + Ĵ + ex + n̂)

)
etdx

≤ C(δ + ε)‖(et, ex, ext, exx)(t)‖2 + Cδe−ν0t. (104)

Substituting (101)-(104) into (100), one gets

1

2

d

dt

∫
R

(
e2
t + ñe2 + θ̃e2

x

)
dx+

7

8
‖et(t)‖2 −

∫
R
ñζxetdx

≤ C(δ + ε)‖(e, et, ex, ext, exx, ζ)(t)‖2 + C‖ζx(t)‖2 + Cδe−ν0t. (105)

Multiplying (82)2 by 3ñ2

2θ̃
ζ and integrating the resultant equation with respect to

x, over (−∞,+∞), we obtain

d

dt

(∫
R

3ñ2

4θ̃
ζ2dx

)
+ C0‖ζ‖2 ≤

∫
R

κñ

θ̃
ζxxζdx+

∫
R

(R4 +R5 +R6 +R7)ζdx. (106)

Integrating by parts and using Cauchy’s inequality and noticing Proposition 1 and
Lemma 3.1, then the right hand side terms of (106) can be estimates as follows

∫
R

κñ

θ̃
ζxxζdx ≤ −

∫
R

κñ

θ̃
ζ2
xdx+ C(δ + ε)‖(ζ, ζx)(t)‖2, (107)

and

∫
R
R4

3ñ2

2θ̃
ζdx = −2κ

3

∫
R
(ζxx + θ̃xx + θ̂xx)ζ

ex + n̂

nñ

3ñ2

2θ̃
dx

≤ C(δ + ε)‖(ζ, ζx, ex)(t)‖2 + Cδe−ν0t, (108)

and

∫
R
R5

3ñ2

2θ̃
ζdx = −

∫
R

(J
n
θx −

J̃

ñ
θ̃x

)3ñ2

2θ̃
ζdx

= −
∫
R

J

n
(ζx + θ̂x)

3ñ2

2θ̃
ζdx−

∫
R

(J
n
− J̃

ñ

)
ζθ̃x

3ñ2

2θ̃
dx

≤ C(δ + ε)‖(ζ, ζx, ex, et)(t)‖2 + Cδe−ν0t, (109)



FULL EULER-POISSON SYSTEM IN MULTI-DIMENSIONAL SPACE 1791

and

∫
R
R6

3ñ2

2θ̃
ζdx

= −2

3

∫
R

[(J
n

)
x
θ −

( J̃
ñ

)
x
θ̃

]
ζ

3ñ2

2θ̃
dx

= −2

3

∫
R

[(J
n

)
x
(ζ + θ̂)ζ −

(J
n
− J̃

ñ

)
x
ζθ̃

]
3ñ2

2θ̃
dx

≤ C
∫
R
(|ext|+ |Ĵx|+ |exx|+ |ñx|+ |n̂x|)|(ζ + θ̂)ζ|dx+

∫
R

ñ2

n
extζdx

−C
∫
R

(
|Ĵxζ|+ |J(exx + n̂x)ζ|+ |ñxζ(et + Ĵ + ex + n̂)|

)
dx

≤ −
∫
R
ñetζxdx+ C(δ + ε)‖(ζ, ζx, ex, et, exx, ext)(t)‖2 + Cδe−ν0t. (110)

In order to estimate the last term of the right hand side of (106), we need the
following estimates, noticing that for |x| ≥ L0, we have

Ĵ2 + 2Ĵ J̃ = (1− g(x))((J−(t))2 − J̃2) + g(x)((J+(t))2 − J̃2), (111)

with g(x) :=
∫ x
−∞m0(y)dy, and further have

∫
R

3ñ2

2θ̃

( Ĵ2

n2
+

2Ĵ J̃

n2
− h(x, t)

)
ζdx

=
{∫ −L0

−∞
+

∫ −∞
L0

+

∫ L0

−L0

}3ñ2

2θ̃

( Ĵ2

n2
+

2Ĵ J̃

n2
− h(x, t)

)
ζdx

=

∫ −L0

−∞

3ñ2

2θ̃
ζ(Ĵ2 + 2Ĵ J̃)

( 1

n2
− 1

n2
−

)
dx

+

∫ −L0

−∞

3ñ2

2θ̃
ζ(Ĵ2 + 2Ĵ J̃)

( 1

n2
− 1

n2
+

)
dx

+

∫ L0

−L0

3ñ2

2θ̃
ζ

[
Ĵ2 + 2Ĵ J̃

n2
− (1− g(x))

n2
−

((J−(t))2 − J̃2)

−g(x)

n2
+

((J+(t))2 − J̃2)

]
dx

≤ Cδ‖(ζ, ex)(t)‖2 + Cδe−ν0t
∫ −L0

−∞
(ñ− n−)2dx

+Cδe−ν0t
∫ ∞
L0

(ñ− n+)2dx+ Cδe−ν0t

≤ Cδ‖(ζ, ex)(t)‖2 + Cδe−ν0t. (112)
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Using (112), we obtain∫
R
R7ζ

3ñ2

2θ̃
dx =

∫
R

(
(−et + Ĵ + J̃)2

n2
− J̃2

ñ2
− h(x, t)

)
ζ

3ñ2

2θ̃
dx

=

∫
R

3ñ2

2θ̃
ζ

(
e2
t

n2
− 2et(J̃ + Ĵ)

n2

)
dx+

∫
R

3ñ2

2θ̃
ζJ̃2

(
1

n2
− 1

ñ2

)
dx

+

∫
R

3ñ2

2θ̃

( Ĵ2

n2
+

2Ĵ J̃

n2
− h(x, t)

)
ζdx

≤ Cδ‖(ζ, ex, et)(t)‖2 + Cδe−ν0t. (113)

Substituting (107)-(110) and (113) into (106), we obtain

d

dt

(∫
R

3ñ2

4θ̃
ζ2dx

)
+ 2C0‖(ζ, ζx)(t)‖2 −

∫
R
ñetζxdx

≤ C(δ + ε)‖(e, ex, et, exx, ext)(t)‖2 + Cδe−ν0t. (114)

Combining (99)+µ1(×(105)+(114)), and taking µ1 suitably large, we obtain Lemma
3.3.

Lemma 3.4. Let µ2 be constant and suitably large, then it holds that

d

dt
F2(t) + C2F2(t) + C2‖ζxx(t)‖2 ≤ C‖(ζ, e, ex, et)(t)‖2 + Cδe−ν0t, (115)

where 
F2(t) =

d

dt

∫
R

(
extex +

1

2
e2
x +

µ2

2

[
e2
xt + ñe2

x +
(
θ̃ +

J2

n2

)
e2
xx

]
+

3µ2ñ
2

4θ̃
ζ2
x

)
dx

C21‖(ζx, ex, exx, ext)(t)‖2 ≤ F2(t) ≤ C22‖(ζx, ex, exx, ext)(t)‖2

(116)

provided ε+ δ � 1.

Proof. Similarly to Lemma 3.3, integrating

(82)1x × (ex + µ2ext) + (82)3x ×
3µ2ñ

2

2θ̃
ζx

over (−∞,+∞), where µ2 is a suitably large constant, one easily obtains

d

dt

∫
R

(
extex +

1

2
e2
x +

µ2

2

[
e2
xt + ñe2

x +
(
θ̃ +

J2

n2

)
e2
xx

]
+

3µ2ñ
2

4θ̃
ζ2
x

)
dx

+C0‖(exx, ext, ζx, ζxx)(t)‖2

≤ C‖(e, ex, et, ζ)(t)‖2 + Cδe−ν0t, (117)

where µ2 suitably large, then we obtain Lemma 3.4.

Lemma 3.5. It holds that

d

dt
F3(t) + C3F3(t) + C3‖ζxxx(t)‖2

≤ C‖(ζ, e, ex, ζx, et, exx, ext)(t)‖2 + Cδe−ν0t, (118)
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where
F3(t) =

d

dt

∫
R

(
exxtexx +

1

2
e2
xx

+
λ3

2

[
e2
xxt + ñe2

xx +
(
θ̃ + ζ + θ̂ +

J2

n2

)
e2
xxx +

3ñ2

4θ̃
ζ2
xx

])
dx

C31‖(ζxx, exx, exxx, exxt)(t)‖2 ≤ F3(t) ≤ C32‖(ζxx, exx, exxx, exxt)(t)‖2

(119)

provided ε+ δ � 1.

Proof. Similarly to Lemma 3.3, (82)1xx × exx over (−∞,+∞), one easily obtains

d

dt

∫
R

(
exxtexx +

1

2
e2
xx

)
dx+ C0‖(exx, exxx)(t)‖2

≤ C‖(e, ex, ζx, et, exx, ext, exxt)(t)‖2 + C‖(ζ, ζx, ζxx)‖2 + Cδe−ν0t. (120)

Integrating (82)1xx × exxt over R, one easily obtains,

d

dt

∫
R

1

2
e2
xxtdx+ ‖exxt(t)‖2 −

∫
R
(θ̃ex + ñζ)xxxexxtdx+

∫
R

(ñe)xxexxtdx

=

∫
R

(R1xxx −R2xx +R3xxx)exxtdx. (121)

The third term of left hand side can be estimated as

−
∫
R

(θ̃ex + ñζ)xxxexxtdx

=
d

dt

∫
R

1

2
θ̃e2
xxxdx−

∫
R
(2θ̃xexx + θ̃xxex)xexxtdx

−
∫
R

(ñxxxζ + 2ñxxζx + 2ñxζxx + ñζxxx)exxtdx

≥ d

dt

∫
R

1

2
θ̃e2
xxxdx−

1

16
‖exxt(t)‖2 − C(δ + ε)‖(exxx, ζxx)(t)‖2

−C‖(ζ, ex, exx, ζx)(t)‖2 −
∫
R
ñζxxxexxtdx− Cδe−ν0t, (122)

and ∫
R

(ñe)xxexxtdx

=

∫
R

(ñxxe+ 2ñxex + ñexx)exxtdx

≥ d

dt

∫
R

1

2
ñe2

xxdx−
1

32
‖exxt(t)‖2 − C‖(e, ex)(t)‖2 − Cδe−ν0t. (123)

Noticing (82)2, we have

|ζt| ≤ C|ζxx|+ C(δ + ε). (124)

Using (124) and Cauchy’s inequality, we obtain∫
R
R1xxxexxtdx =

∫
R

[ex(ζ + θ̂) + n̂θ + ñθ̂]xxxexxtdx

≤ − d

dt

∫
R

1

2
(ζ + θ̂)e2

xxxdx+
1

64
‖exxt‖2

+C(δ + ε)‖(ζxx, ζxxx, exxx)‖2 + Cδe−ν0t. (125)
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It is easy to obtain∫
R
(−R2xx +R3xxx)exxtdx ≤ −

d

dt

∫
R

J2

2n2
e2
xxxdx+

1

64
‖exxt‖2 + C(δ + ε)‖exxx‖2

+C‖(e, ex, et, exx, ext)(t)‖2. (126)

Substitute (122), (123), (125) and (126) into (121), we obtain

1

2

d

dt

∫
R

(
e2
xxt + ñe2

xx + (θ̃ + ζ + θ̂ +
J2

n2
)e2
xxx

)
dx

+
7

8
‖exxt(t)‖2 −

∫
R
ñζxxxexxtdx

≤ C(δ + ε)‖(exxx, ζxxx)(t)‖2 + C‖(e, ex, et, exx, ext)(t)‖2

+C‖(ζ, ζx, ζxx)(t)‖2 + Cδe−ν0t. (127)

Integrating (82)2xx ×
3ñ2

2θ̃
ζxx with respect to x over R, we obtain

1

2

d

dt

∫
R

(
3ñ2

2θ̃
ζ2
xx

)
dx+ C0‖ζxx(t)‖2

= −
∫
R

( 2

3ñ
ζxx

)
x

(3ñ2

2θ̃
ζxx

)
x
dx

−
∫
R

(R4x +R5x +R6x +R7x)
(3ñ2

2θ̃
ζxx

)
x
dx. (128)

The right hand side of (128) can be estimated as follows

−
∫
R

( 2

3ñ
ζxx

)
x

(3ñ2

2θ̃
ζxx

)
x
dx ≤ −

∫
R

ñ

θ̃
ζ2
xxxdx+ C(δ + ε)‖ζxx(t)‖2, (129)

and

−
∫
R

(R4x +R5x +R6x +R7x)
(3ñ2

2θ̃
ζxx

)
x
dx

≤ C(δ + ε)‖(ex, et, exx, ext, exxx, exxt, ζ, ζx, ζxx, ζxxx)(t)‖2

−
∫
R
ñζxxexxtdx+ Cδe−ν0t. (130)

Substitute (129) and (130) into (128), we obtain

1

2

d

dt

∫
R

(
3ñ2

2θ̃
ζ2
xx

)
dx+ C0‖(ζxx, ζxxx)(t)‖2 +

∫
R
ñζxxexxtdx

≤ C(δ + ε)‖(ex, et, exx, ext, exxx, exxt, ζ, ζx)(t)‖2 + Cδe−ν0t. (131)

Taking (127) + (130), we obtain

1

2

d

dt

∫
R

[
e2
xxt + ñe2

xx +
(
θ̃ + ζ + θ̂ +

J2

n2

)
e2
xxx +

3ñ2

2θ̃
ζ2
xx

]
dx

+C0‖(ζxx, ζxxx, exxt)(t)‖2

≤
∫
R

(
ñ− ñ2

n

)
ζxxexxtdx

+C(δ + ε)‖(ex, et, exx, ext, exxx, exxt, ζ, ζx)(t)‖2 + Cδe−ν0t

≤ C(δ + ε)‖(ex, et, exx, ext, exxx, exxt, ζ, ζx, ζxx)(t)‖2 + Cδe−ν0t, (132)
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namely,

1

2

d

dt

∫
R

[
e2
xxt + ñe2

xx +
(
θ̃ + ζ + θ̂ +

J2

n2

)
e2
xxx +

3ñ2

2θ̃
ζ2
xx

]
dx

+C0‖(ζxx, ζxxx, exxt)(t)‖2

≤ C(δ + ε)‖(ex, et, exx, ext, exxx, exxt, ζ, ζx)(t)‖2 + Cδe−ν0t. (133)

Let µ3 suitably large, and take (120) + µ3 × (133), we complete Lemma 3.5.

Proof of Theorem 3.2. Let N1, N2, N3 be suitably large, and take N1× (91) +N2×
(115) +N3 × (118), we obtain

d

dt
F (t) + C4F (t) + C4‖ζxxx(t)‖2 ≤ Cδe−ν0t, (134)

where 
F (t) = N1F1(t) +N2F2(t) +N3F3(t),

C41(‖e‖2H3 + ‖et‖2H2 + ‖ζ(t)‖2H2) ≤ F (t)

≤ C42(‖e‖2H3 + ‖et‖2H2 + ‖ζ(t)‖2H2).

(135)

Gronwall’s inequality and (134) imply

‖e‖2H3 + ‖et‖2H2 + ‖ζ(t)‖2H2 ≤ C(δ + Φ0)e−ν1t, (136)

where ν1 is a positive constant, then Theorem 3.2 is completed.

4. Convergence to planar stationary waves in m-D space. In this section,
for simplicity, we are going to study the 3-D nonisentropic Euler-Poisson equations
for the unipolar hydrodynamic model of semiconductors:

nt + div(nu) = 0,

(nu)t + div(nu⊗ u) +∇p(n, θ) = n∇ω − nu,

θt + u∇θ + 2
3θdivu = 2

3
κ
n∆θ + 1

3 |u|
2 − (θ − θ0),

∆ω = n− b(x1),

(137)

with the initial data
n(x, 0) = n0(x)→ n±,

u(x, 0) = u0(x)→ (u±, 0, 0),

θ(x, 0) = θ0(x)→ θ±,

as x1 → ±∞ (138)

and the boundary condition at far field

lim
x1→−∞

∇ω(x, t) = lim
x1→−∞

(∂x1
ω, ∂x2

ω, ∂x3
ω) = (E−, 0, 0). (139)

Here, we assume b(x) = b(x1) through out this section, because, by taking the
perturbation of the m-D equations around the 1-D steady-state equations, we need
b(x)− b(x1) = 0 under consideration of the stability of planar diffusion waves.

Let (n,u, ω)(x, t) be the solution of the multi-dimensional system (137), and

let ū(x1, t) = (ū(x1, t), 0, 0), Ē(x1, t) = (Ē(x1, t), 0, 0), where ū(x1, t) = J̄(x1,t)
n̄(x1,t)

,

and (n̄, J̄ , θ̄, Ē)(x1, t) be the scalar solution of (6) in 1-D with the following initial
boundary data{

(n̄, J̄ , θ̄)(x1, 0) = (n̄0, J̄0, θ̄0)(x1)→ (n±, J±, θ±) as x→ ±∞,
lim

x1→−∞
Ē(x1, t) = E−.

(140)



1796 MING MEI AND YONG WANG

Now we define 
φ(x, t) := n(x, t)− n̄(x1, t),

Ψ(x, t) := u(x, t)− ū(x1, t),

ζ(x, t) := θ(x, t)− θ̄(x, t).
(141)

From (6) and (1), we can reduce the system to

φt + div (n̄Ψ + φΨ + φū) = 0,

Ψt + Ψ +
1

n̄+ φ
∇(θ̄φ+ n̄ζ)− (∇ω − Ē) = −R1,

ζt + ζ =
2κ

3(n̄+ φ)
∆ζ +R2 −R3 −R4 +R5,

div(∇ω − Ē) = φ,

(142)

where 

R1 = (
1

n̄+ φ
− 1

n̄ )∇(n̄θ̄) + ū∇Ψ + Ψ∇ū + Ψ∇Ψ,

R2 =
2κ

3
(

1

n̄+ φ
− 1

n̄
)∆θ̄,

R3 = (ū + Ψ)∇ζ + Ψ∇θ̄,

R4 =
2

3
(θ̄ + ζ)divΨ +

2

3
ζdivū,

R5 = ΨΨ + 2ūΨ.

(143)

Notice that

curl(∇ω) = 0 and curl(Ē) = 0 which imply curl(∇ω − Ē) = 0, (144)

so there exists a function H(x, t) such that

∇H = ∇ω − Ē. (145)

Thus, we can reduce (142) into
φt + div (n̄Ψ + φΨ + φū) = 0,

Ψt + Ψ + 1
n̄+φ∇(θ̄φ+ n̄ζ)− (∇ω − Ē) = −R1,

ζt + ζ = 2κ
3(n̄+φ)∆ζ +R2 −R3 −R4 +R5,

∆H = φ,

(146)

with the initial data
φ(x, 0) = n0(x)− n̄0(x1, 0) =: φ0(x) ∈ H3(R3),

Ψ(x, 0) = u0(x)− ū0(x1, 0) =: Ψ0(x) ∈ H3(R3),

ζ(x, 0) = ζ0(x)− θ̄(x1, 0) =: ζ0(x) ∈ H3(R3),

(147)

and the boundary condition

|∇H(x, t)| → 0 as |x| → +∞. (148)

We also define {
∆H0(x) := n0(x)− n̄0(x1),

H0(x)→ 0, as |x| → +∞,
(149)

and {
η := ‖(φ0,Ψ0, θ0,∇H0)‖H3(R3),

δ1 := δ + ‖e(0)‖H6 + ‖(et, ζ)(0)‖H5(R3),
(150)
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where ē, ζ̄ is defined in (84) similarly.
Now we are ready to state the stability results for the planar stationary waves in

R3 as follows.

Theorem 4.1. Let b(x) = b(x1) satisfy (20). if δ1 + η � 1, where δ1 is defined
in (150). Then there exists a unique global smooth solution (n,u, θ,∇ω) for 3-D
unipolar hydrodynamic model for semiconductors system (137)(138) and satisfies

n− n̄,u− ū, θ − θ̄,∇ω − Ē ∈ C([0,∞), H3(R3)) (151)

and

‖(n− n̄,u− ū, θ − θ̄,∇ω − Ē)(t)‖H3(R3) ≤ C(δ1 + η)e−µ̃t (152)

for some constant µ̃ > 0.

From Theorem 4.1 and Corollary 1, one can immediately obtain the following
stability of the planar stationary wave.

Corollary 2 (Convergence to Planar Stationary Waves). Under the conditions of
Theorem 4.1, the solutions (n,u, θ,∇ω) for 3-D system (137) and (138) converges

to its planar stationary wave (ñ, ũ, θ̃, Ẽ)(x1) (the steady-state solution of (16) and
(17) ) as follows 

‖(n− ñ)(t)‖L∞(R3) ≤ O(1)e−µ̄t,

‖(u− ũ)(t)‖L∞(R3) ≤ O(1)e−µ̄t,

‖(θ − θ̃)(t)‖L∞(R3) ≤ O(1)e−µ̄t,

‖(∇ω − Ẽ)(t)‖L∞(R3) ≤ O(1)e−µ̄t,

(153)

where µ̄ is a positive constant, ũ(x1) = (ũ(x1), 0, 0), Ẽ(x1) = (Ẽ(x1), 0, 0).

4.1. A priori estimates. In order to prove Theorem 4.1 by the energy method
with the continuous extension argument, the crucial step is to establish the a priori
estimates for the solution. This will be our main target in this section.

Let T ∈ (0,+∞], we define the solution space, for 0 ≤ t ≤ T ,

X(T ) =
{

(φ,Ψ, ζ,∇H)(x, t)
∣∣∣(φ,Ψ, ζ,∇H)(x, t) ∈ C(0, T ;H3(R3)),

}
(154)

with the norm

N(T )2 =: sup
0≤t≤T

‖(φ,Ψ, ζ,∇H)(t)‖2H3(R3). (155)

Here, without confusion, we still denote the 3-D solution space by X(T ) and its
norm by N(T ).

Let N(T )2 ≤ ε2, where ε is sufficiently small which will be determined later. It
is noted that, (155) with Sobolev inequality ‖f‖L∞(R3) ≤ C‖f‖1/4‖∇2f‖3/4 gives

1∑
k=0

‖∇k(φ,Ψ, ζ,∇H)(t)‖L∞(R3) ≤ Cε. (156)

It is easy to verify from (29) and (156) that, there exists a positive constant c such
that

0 <
1

c
≤ n = φ+ n̄ ≤ c. (157)
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Remark 3. Before we deal with the a priori estimates, we can get an estimate
about H(x, t), which will be used later. Notice that ∆H(x, t),∇H(x, t) ∈ L2(R3),
we can easily obtain

|H(x, t)| =

∣∣∣∣ ∫
R3

1

|x− y|
φ(y, t)dy + C

∣∣∣∣
=

∣∣∣∣ ∫
R3

1

|x− y|
∆H(y, t)dy + C

∣∣∣∣
=

∣∣∣∣ ∫
R3

∇
(

1

|x− y|

)
∇H(y, t)dy + C

∣∣∣∣ ≤ C̃ < +∞. (158)

Now we are going to establish the a priori estimates.

Proposition 2 (A priori Estimate). It holds that

‖(∇H,φ, ζ,Ψ)(t)‖2H3(R3) ≤ C‖(∇H0, φ0, ζ0,Ψ0)‖2H3(R3)e
−µt, (159)

provided ε+ δ � 1.

In order to prove Proposition 2, we are going to establish the L2-energy esti-
mate for the solution first, then to establish for the first, the second, and the third
derivatives of the solution.

Now we prove our first L2-energy estimate. Multiplying (146)2 by −(n̄+ φ)∇H
and integrating the resultant equation over R3 with respect to x, we obtain

−
∫
R3

(n̄+ φ)Ψt∇Hdx−
∫
R3

(n̄+ φ)Ψ∇Hdx

−
∫
R3

∇(θ̄φ+ n̄ζ)∇Hdx+

∫
R3

(n̄+ φ)|∇H|2dx

=

∫
R3

(n̄+ φ)R1∇Hdx. (160)

Differentiating (146)4 with respect to t twice, and utilizing (38)1, we have

∆Htt = −div((n̄+ φ)Ψt + φtΨ + n̄tΨ + φtū + φūt). (161)

Next multiplying (161) by H and integrating it by parts with respect to x over R3

and using (158), we obtain

−
∫
R3

(n̄+ φ)Ψt∇Hdx

=

∫
R3

div((n̄+ φ)Ψt)Hdx

=

∫
R3

∇Htt∇Hdx+

∫
R3

(φtΨ + n̄tΨ + φtū + φūt)∇Hdx

≥ d

dt

(∫
R3

∇H∇Htdx

)
− ‖∇Ht(t)‖2

−C(δ + ε)‖(∇φ,∇Ψ,∇H,φ,Ψ)(t)‖2, (162)

where, in order to prove the last estimate in (162), namely,∫
R3

(φtΨ+ n̄tΨ+φtū+φūt)∇Hdx ≥ −C(δ+ ε)‖(∇φ,∇Ψ,∇H,φ,Ψ)(t)‖2, (163)
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we have used the Cauchy-Schwarz inequality |ab| ≤ 1
2a

2 + 1
2b

2, the a priori assump-
tion (156), and the following smallness

|∂it∂jx1
(n̄, ū)| ≤ Cδ, for i = 0, 1; j = 0, 1, 2, 3, 4, and i+ j ≤ 4, (164)

which will be frequently used later. Such a smallness (164) can be easily obtained
from Propositions 1 and Corollary 1. Here, in the estimate of (163), the following
estimate is needed too:

‖φt‖2 ≤ C‖∇Ψ‖2 + C(δ + ε)‖(∇φ, φ,Ψ)‖2, (165)

which can be easily obtained from (146)1 and (164).
Differentiating (146)4 with respect to t, and utilizing (146)1, we have

∆Ht = −div((n̄+ φ)Ψ + φū). (166)

Integrating (166) ·H by parts with respect to x over R3 and using (158), we obtain

−
∫
R3

(n̄+ φ)Ψ∇Hdx = −
∫
R3

∆HtHdx−
∫
R3

div(φū)Hdx

≥ d

dt

(∫
R3

|∇H|2

2
dx

)
− C(δ + ε)‖(φ,∇H)(t)‖2. (167)

Notice (146)4, we obtain

−
∫
R3

∇(θ̄φ+ n̄ζ)∇Hdx =

∫
R3

(θ̄φ+ n̄ζ)φdx

≥ 2C0‖φ(t)‖2 − C(δ + ε)‖ζ(t)‖2, (168)

and ∫
R3

(n̄+ φ)|∇H|2dx ≥ 2C0‖∇H(t)‖2. (169)

Using Cauchy inequality and (143)1 as well as the smallness results (164), we obtain∫
R3

(n̄+ φ)R1∇Hdx ≤ C(δ + ε)‖(∇Ψ,∇H,φ,Ψ)(t)‖2, (170)

then, substituting (162), (167)-(170) into (160) and noticing the smallness of δ and
ε, we obtain

d

dt

{∫
R3

(
∇H∇Ht +

|∇H|2

2

)
dx

}
+ C0‖(∇H,∇2H)(t)‖2

≤ ‖∇Ht(t)‖2 + C(δ + ε)‖(∇Ψ,∇φ, φ,Ψ)(t)‖2. (171)

From (146)4, we can easily obtain

‖∇2H(t)‖2 = ‖φ(t)‖2, (172)

and multiplying (166) by Ht and integrating it by parts, we obtain

‖∇Ht(t)‖2 ≤ C‖Ψ(t)‖2 + Cδ‖φ(t)‖2. (173)

Combining (172) and (173), we reduce (171) into

d

dt
M11(t) + C0‖(∇H,φ,∇2H)(t)‖2

≤ C‖(Ψ, ζ)(t)‖2 + C(δ + ε)‖(∇Ψ,∇φ)(t)‖2, (174)

where

M11(t) =

∫
R3

[
∇H∇Ht +

|∇H|2

2

]
dx. (175)
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On the other hand, by taking (n̄+φ)(146)2·Ψ and integrating the resultant equation,
we get ∫

R3

(n̄+ φ)ΨtΨdx+

∫
R3

(n̄+ φ)|Ψ|2dx

+

∫
R3

∇(θ̄φ+ n̄ζ)Ψdx −
∫
R3

(n̄+ φ)∇HΨdx

= −
∫
R3

(n̄+ φ)R1Ψdx. (176)

Furthermore, we can prove∫
R3

(n̄+ φ)ΨtΨdx ≥ d

dt

(∫
R3

1

2
(n̄+ φ)|Ψ|2dx

)
− C(δ + ε)‖Ψ(t)‖2, (177)

and ∫
R3

(n̄+ φ)|Ψ|2dx ≥ C0‖Ψ(t)‖2, (178)

and using (146)1, we obtain∫
R3

∇(θ̄φ+ n̄ζ)Ψdx ≥ −
∫
R3

θ̄

n̄+ φ
φdiv((n̄+ φ)Ψ)dx+

∫
R3

n̄∇ζΨdx

−C(δ + ε)‖(ζ, φ,∇φ,∇ζ,Ψ)‖2. (179)

Similarly to (167), we have

−
∫
R3

(n̄+ φ)Ψ∇Hdx ≥ d

dt

(∫
R3

|∇H|2

2
dx

)
− C(δ + ε)‖(φ,∇H)(t)‖2, (180)

and

−
∫
R3

(n̄+ φ)R1Ψdx ≤ C(δ + ε)‖(φ,Ψ)(t)‖2. (181)

Substituting (177)-(181) into (176) and noticing the smallness of δ and ε, we obtain

d

dt

{∫
R3

( |∇H|2
2

+
θ̄

2(n̄+ φ)
φ2 +

1

2
(n̄+ φ)|Ψ|2)

)
dx

}
+C0‖Ψ(t)‖2 +

∫
R3

n̄∇ζΨdx

≤ C(δ + ε)‖(∇ζ,∇H,∇φ,Ψ, φ)(t)‖2, (182)

Taking (n̄+ φ)(146)3 × 3(n̄+φ)

2θ̄
ζ and integrating the resultant equation, we get∫

R3

3(n̄+ φ)

2θ̄
ζtζdx+

∫
R3

3(n̄+ φ)

2θ̄
ζ2dx

=

∫
R3

κ

θ̄
ζ∆ζdx+

∫
R3

3(n̄+ φ)

2θ̄
(R2 −R3 −R4 +R5)ζdx. (183)

Furthermore, we can prove∫
R3

3(n̄+ φ)

2θ̄
ζtζdx ≥

d

dt

(∫
R3

3(n̄+ φ)

4θ̄
ζ2dx

)
− C(δ + ε)‖ζ(t)‖2, (184)

and ∫
R3

3(n̄+ φ)

2θ̄
ζ2dx ≥ C0‖ζ(t)‖2, (185)
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and ∫
R3

κ

θ̄
ζ∆ζdx ≤ −C0‖∇ζ(t)‖2 + C(δ + ε)‖ζ(t)‖2, (186)

and

−
∫
R3

3(n̄+ φ)

2θ̄
R4ζdx ≤

∫
R3

n̄∇ζΨdx+ C(δ + ε)‖(ζ,∇ζ)(t)‖2, (187)

and ∫
R3

3(n̄+ φ)

2θ̄
(R2 −R3 +R5)ζdx ≤ C(δ + ε)‖(ζ,∇ζ, φ,Ψ)(t)‖2. (188)

Substituting (184)-(188) into (183) and noticing the smallness of δ and ε, we obtain

d

dt

(∫
R3

3(n̄+ φ)

4θ̄
ζ2dx

)
+ C0‖(ζ,∇ζ)(t)‖2 −

∫
R3

n̄∇ζΨdx

≤ C(δ + ε)‖(ζ,∇ζ, φ,Ψ)(t)‖2. (189)

Then, from (174) and (182), we have established the first energy estimate as
follows.

Lemma 4.2. Let N1 be a positive and large number. By taking (174) +N1((182) +
(189)), we obtain

d

dt
M1(t) + C0‖(φ, ζ,Ψ,∇ζ,∇H,∇2H)(t)‖2 ≤ C(δ + ε)‖(∇φ,∇Ψ)(t)‖2, (190)

whereM1(t) = M11 +N1M12,

M12(t) =

∫
R3

[ |∇H|2
2

+
θ̄

2(n̄+ φ)
φ2 +

1

2
(n̄+ φ)|Ψ|2 +

3(n̄+ φ)

4θ̄
ζ2
]
dx

(191)

provided δ + ε� 1.

Now we are going to establish the energy estimates for the solution with the first
and second derivatives, the proofs are similar to Lemma 4.2, we omit the details for
the following two lemma.

Let β1 be nonnegative multi-index, and |β1| = 1. Taking∑
|β1|=1

∫
R3

∂β1
x ((n̄+ φ)(38)2)× (−∂β1

x ∇H)dx,

we have
d

dt
M21(t) + C0‖(∇φ, φ)(t)‖2 ≤ C‖(∇Ψ,∇ζ)(t)‖2 + C(δ + ε)‖(∇H,Ψ)(t)‖2, (192)

where

M21(t) =

∫
R3

[
∇2H∇2Ht +

|∇2H|2

2

]
dx. (193)

Taking
∑
|β1|=1

∫
R3 ∂

β1
x (146)3 × ∂β1

x Ψdx , we obtain

d

dt

{∫
R3

( θ̄

2(n̄+ φ)2
|∇φ|2 +

1

2
|∇Ψ|2

)
dx

}
+

3

4
‖∇Ψ(t)‖2

+
∑
|β1|=1

∫
R3

∇∂β1
x ζ∂β1

x Ψdx

≤ C‖φ(t)‖2 + C(δ + ε)‖(ζ,∇ζ,∇2ζ,∇φ,Ψ)(t)‖2. (194)
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On the other hand side, taking
∑
|β1|=1

∫
R3 ∂

β1
x (146)2 × 3

2θ̄
∂β1
x ζdx , we obtain

d

dt

(∫
R3

3

4θ̄
|∇ζ|2dx

)
+ C0‖(∇ζ,∇2ζ)(t)‖2 −

∑
|β1|=1

∫
R3

∇∂β1
x ζ∂β1

x Ψdx

≤ C(δ + ε)‖(φ,∇Ψ,∇ζ,∇2ζ)(t)‖2. (195)

Then, from (192), (195) and (194), we have established our second energy estimate
as follows.

Lemma 4.3. Let N2 be a positive and suitably large number. By taking (192) +
N2((194) + (195)), we obtain

d

dt
M2(t) + C0‖(φ,∇φ,∇ζ,∇Ψ,∇2ζ)(t)‖2 ≤ C(δ + ε)‖(φ,Ψ,∇H)(t)‖2, (196)

where M2(t) = M21(t) +N2M22(t),

M22(t) =

∫
R3

[ θ̄

2(n̄+ φ)2
|∇φ|2 +

1

2
|∇Ψ|2 +

3

4θ̄
|∇ζ|2

]
dx

(197)

provided δ + ε� 1.

Let β2 be nonnegative multi-index, and |β2| = 2. Taking∑
|β2|=2

∫
R3

∂β2
x ((n̄+ φ)(146)2)× (−∂β1

x ∇H)dx,

we have
d

dt
M31(t) + C0‖∇2φ(t)‖2

≤ C‖(∇2Ψ,∇2ζ,∇H,φ)(t)‖2 + C(δ + ε)‖(Ψ, ζ,∇φ,∇ζ,∇Ψ)(t)‖2, (198)

where

M31(t) =

∫
R3

[
∇3H∇3Ht +

|∇3H|2

2

]
dx. (199)

Taking ∑
|β2|=2

∫
R3

∂β2
x (146)3 × ∂β2

x Ψdx,

we obtain

d

dt

{∫
R3

( θ̄

2(n̄+ φ)2
|∇2φ|2 +

1

2
|∇2Ψ|2

)
dx

}
+

3

4
‖∇2Ψ(t)‖2 +

∑
|β2|=2

∫
R3

∇∂β2
x ζ∂β2

x Ψdx

≤ C‖∇φ(t)‖2 + C(δ + ε)‖(∇3ζ,∇2φ,∇2ζ,∇ζ,∇Ψ, φ,Ψ)(t)‖2. (200)

On the other hand side, taking
∑
|β2|=2

∫
R3 ∂

β2
x (38)3 × 3

2θ̄
∂β2
x ζdx , we obtain

d

dt

(∫
R3

3

4θ̄
|∇2ζ|2dx

)
+ C0‖(∇2ζ,∇3ζ)(t)‖2 −

∑
|β2|=2

∫
R3

∇∂β2
x ζ∂β2

x Ψdx

≤ C(δ + ε)‖(φ,Ψ, ζ,∇φ,∇Ψ,∇ζ,∇2φ,∇2Ψ,∇2ζ,∇3ζ)(t)‖2. (201)

Then, from (198), (200) and (201), we have established our third energy estimate
as follows.
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Lemma 4.4. Let N3 be a positive and suitably large number. By taking (198) +
N3((200) + (201)), we obtain

d

dt
M3(t) + C0‖(∇2φ,∇2ζ,∇2Ψ,∇3ζ)(t)‖2

≤ C‖(φ,Ψ, ζ,∇H,∇φ,∇ζ,∇Ψ)(t)‖2, (202)

where M3(t) = M31(t) +N3M32(t),

M32(t) =

∫
R3

[ θ̄

2(n̄+ φ)2
|∇2φ|2 +

1

2
|∇2Ψ|2 +

3

4θ̄
|∇2ζ|2

]
dx

(203)

provided δ + ε� 1.

Finally, we are going to establish the fourth energy estimates for the solution with
the third derivatives, and here we need to used the Gagliardo-Nirenberg inequality
to complete our proofs.

Let β3 be nonnegative multi-index, and |β3| = 3. Taking∑
|β3|=3

∫
R3

∂β3
x ((n̄+ φ)(146)2)× (−∂β3

x ∇H)dx,

we obtain

d

dt
M41(t) + C0‖∇3φ(t)‖2

≤ C‖(∇3Ψ,∇3ζ,∇2Ψ,∇2φ,∇2ζ,∇Ψ,∇φ,∇ζ,∇H,Ψ, φ, ζ)(t)‖2, (204)

where

M41(t) =

∫
R3

[
∇4H∇4Ht +

|∇4H|2

2

]
dx. (205)

Taking
∑
|β3|=3

∫
R3 ∂

β3
x (146)2 · ∂β3

x Ψdx , we obtain

d

dt

(∫
R3

|∇3Ψ|2

2
dx

)
+ ‖∇3Ψ(t)‖2

+
∑
|β3|=3

∫
R3

∂β3
x

(
1

n̄+ φ
∇(θ̄φ+ n̄ζ)

)
∂β3
x Ψdx−

∑
|β3|=3

∫
R3

∇∂β3
x H∂β3

x Ψdx

= −
∑
|β3|=3

∫
R3

∂β3
x R1∂

β3
x Ψdx. (206)

On the other hand, Cauchy inequality and Gagliardo-Nirenberg inequality imply
that ∑

|β3|=3

∫
R3

∂β3
x

(
1

n̄+ φ
∇(θ̄φ+ n̄ζ)

)
∂β3
x Ψdx

≥
∑
|β3|=3

∫
R3

∇∂β3
x φ∂β3

x Ψdx− C
∫
R3

|∇2φ|2|∇3Ψ|dx

−C
∫
R3

|∇2ζ∇2φ∇3Ψ|dx−
∑
|β3|=3

∫
R3

θ̄

n̄+ φ
∂β3
x φ∂β3

x divΨdx

−C(δ + ε)‖(∇3ζ,∇3φ,∇3Ψ,∇2φ,∇2Ψ,∇φ,∇Ψ, φ,Ψ)(t)‖2. (207)
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Gagliardo-Nirenberg inequality and Young inequality imply∫
R3

|∇2φ|2|∇3Ψ|dx ≤ C‖∇2φ‖2L4‖∇3Ψ‖L2

≤ C‖∇2φ‖ 1
2 ‖∇3φ‖ 3

2 ‖∇3Ψ‖
≤ Cε‖(∇3Ψ,∇3φ)‖2, (208)∫

R3

|∇2ζ∇2φ∇3Ψ|dx ≤ Cε‖(∇3Ψ,∇3φ,∇3ζ)‖2. (209)

We note that for index α, by using (146)1,

∂αx divΨ = − 1

n̄+ φ

{
∂αxφt +

|α|∑
|γ|=1,γ≤α

Cγ∂
γ
x n̄∂

α−γ
x divΨ

+

|α|∑
|γ|=1,γ≤α

Cγ∂
γ
xφ∂

α−γ
x divΨ

+∂αx [φ divū + ū∇φ+ Ψ∇n̄+ Ψ∇φ]

}
. (210)

Using (210) and Gagliardo-Nirenberg inequality again, we can control the fourth
term of right-hand side of (207) as follows:

−
∑
|β3|=3

∫
R3

θ̄

n̄+ φ
∂β3
x φ∂β3

x divΨdx

≥ d

dt

(∫
R3

θ̄

2(n̄+ φ)2
|∇3φ|2dx

)
−C(δ + ε)‖(∇3φ,∇3Ψ,∇2φ,∇2Ψ,∇φ,∇Ψ, φ,Ψ)(t)‖2. (211)

Applying (211), (208) and (209) into (207), we obtain∑
|β3|=3

∫
R3

∂β3
x

(
1

n̄+ φ
∇(θ̄φ+ n̄ζ)

)
∂β3
x Ψdx

≥ d

dt

(∫
R3

θ̄

2(n̄+ φ)2
|∇3φ|2dx

)
+
∑
|β3|=3

∫
R3

∇∂β3
x ζ∂β3

x Ψdx

−C(δ + ε)‖(∇4ζ,∇3ζ,∇3φ,∇3Ψ,∇2φ,∇2Ψ,∇φ,∇Ψ, φ,Ψ)(t)‖2, (212)

Since Cauchy inequality implies

−
∑
|β3|=3

∫
R3

∇∂β3
x H∂β3

x Ψdx ≤ 1

8
‖∇3Ψ(t)‖2 + C‖∇4H(t)‖2

=
1

8
‖∇3Ψ(t)‖2 + C‖∇2φ(t)‖2, (213)

and Cauchy inequality and Gagliardo-Nirenberg inequality imply that

−
∑
|β3|=3

∫
R3

∂β3
x R1∂

β3
x Ψdx

≤ C(δ + ε)‖(∇3φ,∇3Ψ,∇2φ,∇2Ψ,∇φ,∇Ψ, φ,Ψ)(t)‖2, (214)
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by substituting (212)-(214) into (206), and noticing the smallness of δ+ε, we obtain

d

dt

{∫
R3

(1

2
|∇3Ψ|2 +

θ̄

2(n̄+ φ)2
|∇3φ|2

)
dx

}
+

3

4
‖∇3Ψ(t)‖2 +

∑
|β3|=3

∫
R3

∇∂β3
x ζ∂β3

x Ψdx

≤ C‖∇2φ(t)‖2 + C(δ + ε)(‖∇4ζ‖2 + ‖(Ψ, φ, ζ)(t)‖2H3). (215)

On the other hand side, taking
∑
|β3|=3

∫
R3 ∂

β3
x (146)2 × 3

2θ̄
∂β3
x ζdx, then Cauchy

inequality and Gagliardo-Nirenberg inequality imply

d

dt

(∫
R3

3

4θ̄
|∇3ζ|2dx

)
+ C0‖(∇3ζ,∇4ζ)(t)‖2 −

∑
|β3|=3

∫
R3

∇∂β3
x ζ∂β3

x Ψdx

≤ C(δ + ε)‖(φ,Ψ, ζ,∇φ,∇Ψ,∇ζ,∇2φ,∇2Ψ,∇2ζ,∇3Ψ)(t)‖2. (216)

Thus, from (215), (204) and (216), we have established the fourth energy esti-
mates for the solution with the third derivatives as follows.

Lemma 4.5. Let N4 be a positive and suitably large number. By taking (204) +
N4((216) + (215)), we obtain

d

dt
M4(t) + C0‖(∇4ζ,∇3ζ,∇3φ,∇3Ψ)(t)‖2

≤ C‖(∇2Ψ,∇2φ,∇2ζ,∇Ψ,∇φ,∇ζ,∇H,Ψ, φ, ζ)(t)‖2, (217)

where M4(t) = M41(t) +N4M42(t),

M42(t) =

∫
R3

[ θ̄

2(n̄+ φ)2
|∇3φ|2 +

1

2
|∇3Ψ|2 +

3

4θ̄
|∇3ζ|2

]
dx

(218)

provided δ + ε� 1.

Proof of Proposition 2. Let δ+ε� 1 and λ1, λ2 and λ3 be suitably large numbers,
and apply Lemmas 4.2–4.5, we then obtain

d

dt

(
λ3

[
λ2(λ1F1(t) + F2(t)) + F3(t)

]
+ F4(t)

)
+C4‖(∇4H,∇3φ,∇3Ψ,∇3H,∇2φ,∇2Ψ,∇2H,∇φ,∇Ψ,∇H,φ,Ψ)(t)‖2

≤ 0 (219)

and

C51‖(∇H,φ,Ψ, ζ)(t)‖2H3(R3) ≤ λ3

[
λ2(λ1F1(t) + F2(t)) + F3(t)

]
+ F4(t)

≤ C52‖(∇H,φ,Ψ, ζ)(t)‖2H3(R3), (220)

where C51 and C52, and we have used (173) and

‖∇2Ht(t)‖2 ≤ C‖∇Ψ(t)‖2 + C(δ + ε)‖(∇φ, φ,Ψ)(t)‖2, (221)

and

‖∇3Ht(t)‖2 ≤ C‖∇2Ψ(t)‖2 + C(δ + ε)‖(∇2φ,∇φ,∇Ψ, φ,Ψ)(t)‖2, (222)

and

‖∇4Ht(t)‖2 ≤ C‖∇3Ψ(t)‖2 + C(δ + ε)‖(∇3φ,∇2φ,∇2Ψ,∇φ,∇Ψ, φ,Ψ)(t)‖2.
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Thus, applying Gronwall inequality to (219), we obtain

‖(∇H,φ,Ψ)(t)‖2H3(R3) ≤ C‖(∇H0, φ0,Ψ0)‖2H3(R3)e
−µ̃t (223)

for some positive constant µ̃ > 0, provided with δ + ε� 1.

Proof of Theorem 4.1. Theorem 4.1 is immediately proved from Proposition 2.
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