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Abstract. We present some new results on the asymptotic behavior of the

periodic solution to a 2×2 mixed-type system of viscosity-capillarity in a vis-
coelastic material. We prove that the solution converges to a certain stationary

solution as time approaches to infinity, in particular, when the viscosity is large

enough or the mean of the initial datum is in the hyperbolic regions, the so-
lution converges exponentially to the trivial stationary solution with any large

initial datum. The location of the initial datum and the amplitude of vis-

cosity play a key role for the phase transitions. Furthermore, we obtain the
convergence rate to the stationary solutions. Finally, we carry out numerical

simulations to confirm the theoretical predictions.

1. Introduction. The viscous-capillarity system in the viscoelastic material dy-
namics (resp. the compressible van der Waals fluids) can be written as a system of
2×2 viscous conservation laws of mixed type:

{
vt − ux = ε1vxx,

ut − σ(v)x = ε2uxx,
(x, t) ∈ R×R+. (1)

Here, we study the coupled system with the initial condition

(v, u)|t=0 = (v0, u0)(x), x ∈ (−∞,∞) (2)

and the 2L-periodic boundary condition

(v, u)(x, t) = (v, u)(x + 2L, t), (x, t) ∈ (−∞,∞)× (0,∞) (3)
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where L > 0 is a given constant. Note that from the compatibility condition, we
have

v0(x) = v0(x + 2L), u0(x) = u0(x + 2L), (4)

where v(x, t) is the strain (resp. specific volume), u(x, t) the velocity, ε1 > 0 and
ε2 > 0 the viscous constants, σ(v) the stress function (resp. pressure function),
which is assumed to be sufficiently smooth and non-monotonic. As a prototype,
σ(v) is given in the simplest form:

σ(v) = v3 − v. (5)

This function captures the basic features for the phase transition models. For such a
stress function σ(v), it has only two critical points ± 1√

3
such that σ′(± 1√

3
) = 0, and

σ′(v) > 0 for v ∈ (−∞,− 1√
3
) ∪ ( 1√

3
,∞), σ′(v) < 0 for v ∈ (− 1√

3
, 1√

3
). Physically,

this determines three phases, for example, water, gas, and water-gas mixture phases
in the van der Waals fluids, and soft-material, hard-material and soft-hard mixture
phases in the viscoelastic dynamics. Mathematically, Eq.(1) with ε1 = ε2 = 0 is
hyperbolic in (−∞,− 1√

3
) ∪ ( 1√

3
,∞) and elliptic in (− 1√

3
, 1√

3
), therefore, v = ± 1√

3

are the two phase boundaries. While in the case of the van der Waals fluids, the
pressure is exactly given by −σ(v) = Rθ

v−b − a
v2 with positive constants R, θ, a

and b satisfying Rθb/a < (2/3)3 and v > b. It is known that there are also two
critical points of σ(v), says v1 and v2, such that σ′(v1) = σ′(v2) = 0, σ′(v) > 0
for v ∈ (b, v1) ∪ (v2,∞) and σ′(v) < 0 for v ∈ (v1, v2). The region (b, v1) is the
water-region, (v2,∞) is the vapor-region, and (v1, v2) is the water-vapor mixture
region, c.f. [1, 6, 17, 25, 26].

Since the periodic solutions (v, u)(x, t) of (1)-(3) in the entire space (−∞,∞) can
be regarded as 2L-periodic extensions of that on [0, 2L], let us focus the system (1)
on the bounded interval [0, 2L]. Integrating (1) over [0, 2L] × [0, t] and using the
periodic boundary condition (3), we obtain

∫ 2L

0

v(x, t)dx =
∫ 2L

0

v0(x)dx,

∫ 2L

0

u(x, t)dx =
∫ 2L

0

u0(x)dx. (6)

Let

m0 :=
1

2L

∫ 2L

0

v0(x)dx, m1 :
1

2L

∫ 2L

0

u0(x)dx, (7)

then ∫ 2L

0

[v(x, t)−m0]dx = 0,

∫ 2L

0

[u(x, t)−m1]dx = 0. (8)

The corresponding stationary problem of (1)-(3) is given by




−Ux = ε1Vxx,

−σ(V )x = ε2Uxx,

(V, U)(x) = (V, U)(x + 2L),
1

2L

∫ 2L

0
V (x)dx = m0,

1
2L

∫ 2L

0
U(x)dx = m1,

(9)

where (V, U) = (V, U)(x). Substituting the first equation of (9) into the second
equation and integrating the resultant equation over [0, x], we obtain the stationary
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equation for V (x) as follows




ε1ε2Vxx = σ(V )− a

V (x) = V (x + 2L)
1

2L

∫ 2L

0
V (x)dx = m0,

(10)

where a = σ(V (0)) − ε1ε2Vxx(0) is a constant. In fact, integrating Eq. (10) over
[0, 2L] and noticing the periodic boundary condition V (x) = V (x+2L), one verifies

a =
1

2L

∫ 2L

0

σ(V (x))dx. (11)

The study of the phase transition problem has received considerable interests in
both the mathematics and physics communities, and it has been an active research
topic in recent years. For example, see [1]-[43] and the references therein. When
σ(v) is non-monotone, the system (1) without viscosity (i.e., ε1 = ε2 = 0) is ill-posed
due to the sign changes of σ′(v): in the elliptic region, one would have to specify the
value of v(t, x) at t = T as another “boundary” condition for some positive constant
T . To overcome this difficulty, non-zero viscosities ε1 > 0 and ε2 > 0 are introduced
into the system (1), so that the system is well-posed. Such an approach was also
employed in the previous studies, e.g. [1, 2, 10, 17, 43]. For the 2 × 2 viscous-
capillarity system in the compressible van der Waals fluids, Affouf and Caflisch [1]
and Hsien and Wang [17] numerically showed the phase transition solution to the
Cauchy problem and the periodic initial-boundary value problem, respectively. In
[7], Eden et al established the existence of the local attractors and the exponential
attractors of finite fractal dimension for the periodic initial-boundary value problem
to the van der Waals fluid model by means of semigroup method, and showed the
stability of trivial stationary solution in the weak sense. However, they required the
initial datum to be small sufficiently. In [30], Oh and Zumbrun used the method of
Evan function to study the spectral stability of the periodic traveling waves in the
stable regions for the p-system of viscosity-capillarity, and later in [31], they further
investigated the linearized stability of the periodic waves. The linear stability was
later nontrivially extended by D. Serre [32] to the case of the long-waves. The linear
orbital stability of the travelling wave-front to the Cauchy problem of p-system with
viscosity-capillarity was also obtained by Zumbrun in [43]. For the other study
with a strongly hyperbolic background, such as the construction of shock and wave
curves, as well as the vanishing viscosity approach, see [2]-[6], [9], [10], [13]-[18] and
[33]-[40] and the references therein.

Recently, as shown in [12, 41] for Cahn-Hilliard equation, we considered in [27]
the corresponding stationary system (9), and proved that when ε1ε2 > L2

π2 (1− 3
4m2

0),
there exists only one trivial stationary solution (m0,m1), and when ε1ε2 ≤ L2

π2 (1−
3m2

0), there exist multiple nontrivial solutions. These solutions (V, U)(x) may lead
to phase transitions. The number of these solutions is counted, which is related to
the size of m0. When L2

π2 (1 − 3m2
0) ≤ ε1ε2 ≤ L2

π2 (1 − 3
4m2

0), the stationary system
(9) may have only one trivial solution or multiple nontrivial solutions due to the
size of m0 ∈ [0, 2√

3
]. In [28], we further proved the existence, the uniqueness and

the uniform boundedness of the solution to (1)-(3) for any given initial datum, even
for the large initial datum. In this part, we study the relationship between the
original solution (v, u)(x, t) of (1)-(3) and the stationary solutions (V, U)(x) of (9).
We prove that, the solution (v, u)(x, t) converges to a certain stationary solution
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(V, U)(x), even if the viscosity ε1ε2 is very small and the initial datum (v0, u0)(x)
is in the elliptic region. In particular, when ε1ε2 > L2

π2 (1 − 3
4m2

0), for any given
initial datum, we show the stability of the trivial stationary solution (m0,m1), and
establish an exponential decay rate. This is a stability result for the large initial
perturbation. No phase transition for the solution occurs after a short initial time.
Finally, numerical simulations are carried to confirm the theoretical predictions.

Notation. Throughout the paper, C > 0 denotes a generic constant, while
Ci > 0 (i = 0, 1, 2, · · · ) represents a specific constant, R = (−∞,∞). Since solutions
(v, u)(x, t) of (2) and (3) are periodic, we introduce spaces of periodic functions.
Letting p = 2L denote the period, we introduce the Hilbert space L2

per(R) of locally
square integrable functions which are periodic with period p,

L2
per(R) =

{
v(x) | v(x) = v(x+p) for all x ∈ R, and v(x) ∈ L2(0, p) for x ∈ [0, p]

}
,

with the norm given by integral over [0, p] (or over any other interval of length p),
denoted by ‖ · ‖,

‖v‖ =
( ∫ p

0

v2(x)dx
)1/2

.

We define the Sobolev space Hk
per(R) (k ≥ 0) to be the space of functions v(x) in

L2
per(R) whose derivatives ∂i

xv, i = 1, · · · , k also belong to L2
per(R) with the norm

denoted by ‖ · ‖k,

‖v‖k =
( k∑

i=0

∫ p

0

|∂i
xv(x)|2dx

)1/2

,

where ‖v‖0 = ‖v‖. We use the simplified notation ‖(f, g)‖2 = ‖f‖2 + ‖g‖2 and
‖(f, g)‖2k = ‖f‖2k + ‖g‖2k. The periodic spaces L∞per(R) and Lk

per(R), where k is a
positive integer, are similarly defined. Let T > 0 be a number and B be a Ba-
nach space. We denote by C0([0, T ];B) the space of B-valued continuous functions
on [0, T ]. The corresponding spaces of B-valued functions on [0,∞) are defined
similarly.

2. Main results. Based on the study on the existence and the uniform bounded-
ness of the solution (v, u) of (1)-(3) and the stationary solution (V, U) of (9) already
reported in [27, 28], we now establish the convergence of (v, u) to the stationary
solutions (V, U) stated as follows.

Theorem 2.1 (Convergence). Let (v0, u0)(x) ∈ H2
per(R). Then the solution of

the periodic IBVP (1)-(3) converges to a certain stationary solution (V, U)(x) in
H1

per(R):
‖(v − V, u− U)(t)‖1 → 0, as t →∞. (12)

Remark 1. Theorem 2.1 implies that, even for very small viscosity ε1ε2 and the
initial average m0 in the elliptic region (− 1√

3
, 1√

3
), the solution (v, u)(x, t) of (1)-(3)

converges to a nontrivial stationary solution (V, U)(x) of (9) time-asymptotically.
As we remarked in [27], such a nontrivial stationary solution usually exhibits phase
transitions. Since (U, V )(x) is the asymptotic profile of the original solution (v, u)
(x, t), so the solution (v, u)(x, t) must also occur phase transitions after long time.

Theorem 2.2 (Convergence Rates). Let (v0, u0)(x) ∈ H2
per(R) and

ε1ε2 >
L2

π2
(1− 3

4
m2

0). (13)
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Then the solution of the periodic IBVP (1)-(3) converges to the trivial stationary
solution (m0,m1) with an exponential rate. Precisely,

1. If m0 is in the hyperbolic region (−∞,− 1√
3
) ∪ ( 1√

3
,∞), then

‖(v −m0, u−m1)(t)‖1 ≤ C1‖(v0 −m0, u0 −m1)‖1e−γ1t, t ≥ 0 (14)

where C1 > 0 is a constant, and

0 < γ1 <
π2

L2
min{ε1, ε2}. (15)

Moreover, there exists

t1 = max
{

0,
1
γ1

ln
C1‖(v0 −m0, u0 −m1)‖1

m0 − 1√
3

}

in the case m0 > 1√
3
, or

t1 = max
{

0,
1
γ1

ln
C1‖(v0 −m0, u0 −m1)‖1

|m0 + 1√
3
|

}

in the case m0 < − 1√
3
, such that, when t > t1, the solution v(x, t) stays in the same

hyperbolic region and no phase transition occurs, i.e.,

v(x, t) >
1√
3

(or < − 1√
3
) for t > t1. (16)

2. If m0 is in the elliptic region (− 1√
3
, 1√

3
), then

‖(v −m0, u−m1)(t)‖1 ≤ C2‖(v0 −m0, u0 −m1)‖1e−γ2t, t ≥ 0 (17)

where C2 > 0 is a constant, and

0 < γ2 <
π2

L2
min

{
(1− η)ε2, ε1 − L2(1− 3m2

0)
ηε2π2

}
, (18)

η is a positive constant satisfying

1 > η >
L2(1− 3m2

0)
ε1ε2π2

.

Moreover, there exists

t1 = max
{

0,
1
γ2

ln
C2‖(v0 −m0, u0 −m1)‖1

m0 + 1√
3

,
1
γ2

ln
C2‖(v0 −m0, u0 −m1)‖1

1√
3
−m0

}
,

such that, when t > t1, the solution v(x, t) stays in the elliptic region and no phase
transition occurs

− 1√
3

< v(x, t) <
1√
3

for t > t1. (19)

Remark 2. 1). The condition ε1ε2 > L2

π2 (1 − 4
3m2

0) means, either m0 is in the
hyperbolic regions (−∞,− 1√

3
)∪ ( 1√

3
,∞) and not close to the phase boundaries v =

± 1√
3

(in fact, m0 > 2√
3

or m0 < − 2√
3
), or m0 is in the elliptic region (− 1√

3
, 1√

3
) but

the viscosity ε1ε2 must be large enough (i.e., strong parabolicity for the equations
(1)).

2). Theorem 2.2 shows the stability of the trivial stationary solution (m0,m1)
as well as the exponential decay rates for any large initial perturbation. This is
different from the usual case of small initial perturbation.
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Theorem 2.3 (Improved Convergence Rates). For the viscosities ε1 and ε2 satis-
fying

L2

π2
(1− 3m2

0) < ε1ε2 ≤ L2

π2
(1− 3

4
m2

0), (20)

there exists a positive constant δ1, such that when ‖(v0 −m0, u0 −m1)‖1 ≤ δ1, the
convergence rates stated in Theorem 2.2 still hold.

Remark 3. Theorem 2.3 implies that, when L2

π2 (1− 3m2
0) < ε1ε2 ≤ L2

π2 (1− 3
4m2

0),
if the initial perturbation around the trivial stationary solution (m0,m1) is small
enough, then the solution (v, u)(x, t) is still exponentially convergent to (m0,m1).

3. Convergence and convergent rates. In this section, we present the proofs
for Theorems 2.1, 2.2 and 2.3.

3.1. Proof of Theorem 2.1. We first prove that, for any given initial datum in
H2

per(R), the solution will converge to a certain stationary solution in H1
per(R).

No restriction is imposed on the amplitude of the initial perturbation around the
stationary solution. The approach we adopt is the method of ω-limit (see [3] and
the references therein).

Thanks to Theorem 1.1 in [28], for any given (v0, u0) ∈ H2
per(R), the system (1)-

(3) admits a unique and global solution (v, u) ∈ C([0,∞),H2
per(R)), which defines

a strongly continuous nonlinear semigroup (v, u) = T (t)(v0, u0) in H2
per(R).

For the solution (v, u)(x, t) = T (t)(v0, u0), we define the ω-limit as follows

ω(v0, u0) = {(V, U)(x) | there exists tn, such that
T (tn)(v0, u0) → (V, U)(x) in H1

per(R)}. (21)

We recall a well-known result from the elementary topological dynamics as follows
(for example, see Proposition 2.1 and its proof in [3]).

Proposition 1 ([3]). Let T (t) be a continuous semigroup on H1
per(R). If the orbit

γ(v0, u0) := ∪t>0T (t)(v0, u0), through some point (v0, u0) ∈ H1
per(R), is relatively

compact in H1
per(R), then there exists one element (V, U)(x) ∈ ω(v0, u0) such that

lim
t→∞

‖(v, u)(·, t)− (V, U)(·)‖1 = 0, (22)

where ω(v0, u0) is a compact connected set of H1
per(R). Furthermore, ω(v0, u0) is

positive invariant under T (t), i.e., T (t)ω(v0, u0) ⊂ ω(v0, u0) for any t ≥ 0.

According to the definition of the ω-limit set, we have

Proposition 2. Each element (V, U)(x) in the ω-limit set ω(v0, u0) is a stationary
solution of (9).

Proof of Theorem 2.1. As we know, to prove the relatively compact of the or-
bit ∪t≥0T (t)(v0, u0) in H1

per(R), it suffices to prove the uniform boundedness of
(v, u)(x, t) in H2

per(R) for all time t ≥ 0. Thanks to Theorem 1.1 in [28], (v, u)(x, t)
is indeed uniformly bounded in H2

per. Thus, Proposition 1, and Proposition 2 imply
Theorem 2.1 immediately.
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Figure 1. (Case 1) Hyperbolic region ( 1√
3
,∞). (Case 2) Hyper-

bolic region (−∞,− 1√
3
).

3.2. Proof of Theorem 2.2. Let ε1ε2 > L2

π2 (1 − 3
4m2

0). For any given initial
datum (v0, u0) ∈ H2

per(R), from Convergence Theorem 2.1 we know that the solution
(v, u)(x, t) of (1)-(3) converges to a certain stationary solution (V, U)(x) in H1

per(R).
When ε1ε2 > π2

L2 (1− 3
4m2

0), according to Theorem 1.1 in [27], there exists only one
stationary solution (m0,m1). Therefore, the solution (v, u)(x, t) must converge only
to (m0,m1) in H1

per(R). Namely,

Lemma 3.1. It holds

lim
t→∞

‖(v −m0, u−m1)(t)‖1 = 0. (23)

According to Lemma 3.1, for a given small η0 > 0, there exists a sufficiently large
number t∗ > 0 such that

sup
x∈[0,2L]

|(v −m0, u−m1)(x, t)| ≤ η0 ¿ 1, for t ≥ t∗. (24)

Since t∗ is a finite number, we can easily have the following estimate

‖(v −m0, u−m1)(t)‖21 ≤ Ct∗‖(v0 −m0, u0 −m1)‖21e−2γ1t∗ , 0 ≤ t ≤ t∗, (25)

for example, we may take

Ct∗ =
sup0≤t≤t∗ ‖(v −m0, u−m1)(t)‖21e2λ1t∗

‖(v0 −m0, u0 −m1)‖21
.

Let v̄(x, t) := v(x, t)−m0 and ū(x, t) := u(x, t)−m1. With (8), the original problem
(1)-(3) is then rewritten as




v̄t − ūx = ε1v̄xx,

ūt − σ′(m0)v̄x = ε2ūxx + Fx, x ∈ (0, 2L), t > 0
v̄|t=0 = v0(x)−m0 =: v̄0(x), ū|t=0 = u0(x)−m1 =: ū0(x),
v̄(x, t) = v̄(x + 2L, t), ū(x, t) = ū(x + 2L, t),∫ 2L

0
v̄(x, t)dx = 0,

∫ 2L

0
ū(x, t)dx = 0,

(26)

where
F = σ(v̄ + m0)− σ(m0)− σ′(m0)v̄.

By the Taylor’s expansion, we have

|F | ≤ Cv̄2, |Fx| ≤ C|v̄v̄x| ≤ C(v̄2 + v̄2
x). (27)
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Case 1: m0 is in the hyperbolic region. In this case, we have σ′(m0) > 0.
Multiplying the first equation of (26) by σ′(m0)v̄e2γ1t and the second by ūe2γ1t,
then by adding and integrating over [0, 2L]× [t∗, t] (t > t∗), we obtain

e2γ1tσ′(m0)‖v̄(t)‖2 + e2γ1t‖ū(t)‖2 − 2γ1σ
′(m0)

∫ t

t∗
e2γ1τ‖v̄(τ)‖2dτ

−2γ1

∫ t

t∗
e2γ1τ‖ū(τ)‖2dτ + 2ε1σ

′(m0)
∫ t

t∗
e2γ1τ‖v̄x(τ)‖2dτ

+2ε2

∫ t

t∗
e2γ1τ‖ūx(τ)‖2dτ

= e2γ1t∗(σ′(m0)‖v̄(t∗)‖2 + ‖ū(t∗)‖2) + 2
∫ t

t∗

∫ 2L

0

Fxū(x, τ)e2γ1τ dxdτ. (28)

By |Fx| ≤ C(|v̄|2 + |v̄x|2) (Talyor’s formula, see (27) ) and (24), i.e., supt≥t∗
‖ū(t)‖L∞per

< η0 ¿ 1), we have

2
∫ t

t∗

∫ 2L

0

Fxū(x, τ)e2γ1τ dxdτ

≤ C

∫ t

t∗

∫ 2L

0

(|v̄(x, τ)|2 + |v̄x(x, τ)|2)|ū(x, τ)|e2γ1τ dxdτ

≤ C(sup
t≥t∗

‖ū(t)‖L∞per
)
∫ t

t∗
(‖v̄(τ)‖2 + ‖v̄x(τ)‖2)e2γ1τ dτ

≤ C3η0

∫ t

t∗
(‖v̄(τ)‖2 + ‖v̄x(τ)‖2)e2γ1τ dτ, (29)

for some positive constant C3. Note Lemma 2.4 (Poincaré inequalities) in [28], i.e.,

‖v̄‖ ≤ L

π
‖v̄x‖, ‖ū‖ ≤ L

π
‖ūx‖,

substituting (29) into (28) yields

e2γ1tσ′(m0)‖v̄(t)‖2 + e2γ1t‖ū(t)‖2

+A1(t)
∫ t

t∗
e2γ1τ‖v̄x(τ)‖2dτ + B1(t)

∫ t

t∗
e2γ1τ‖ūx(τ)‖2dτ

≤ e2γ1t∗ [σ′(m0)‖v̄(t∗)‖2 + ‖ū(t∗)‖2], (30)

where {
A1(t) := 2ε1σ

′(m0)− 2L2σ′(m0)
π2 γ1 − 2C3L2

2π2 η0 − 2C3
2 η0,

B1(t) := 2ε2 − 2L2

π2 γ1.
(31)

Let γ1 be such that

0 < γ1 <
π2

L2
min{ε1, ε2},

and η0 be small such that

0 < η0 < σ′(m0)
(
ε1 − L2γ1

π2

)/(C3L
2

2π2
+

C3

2

)
.

Thus, we have
A1(t) ≥ C4 > 0, B1(t) ≥ C5 > 0
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Figure 2. (Case 3) m0 is in the elliptic phase but with a big viscosity

for some positive constants C4 and C5. Therefore, (30) and (25) imply

e2γ1t‖(v̄, ū)(t)‖2 +
∫ t

t∗
e2γ1τ‖(v̄x, ūx)(τ)‖2dτ

≤ Ce2γ1t∗‖(v̄, ū)(t∗)‖2 ≤ C‖(v̄0, ū0)‖21, t ≥ t∗. (32)

Combining (25) and (32), we have

‖(v̄, ū)(t)‖ ≤ C‖(v̄0, ū0)‖e−γ1t, t ≥ 0. (33)

For a higher order estimate, differentiating the equations in (26) with respect
to x, multiplying the first equation by σ′(m0)e2γ1tv̄x and the second by e2γ1tūx,
by adding and integrating the resulting equation over [0, 2L] × [t∗, t], then using
‖v̄x‖2 ≤ L2

π2 ‖v̄xx‖2 and ‖ūx‖2 ≤ L2

π2 ‖ūxx‖2, the following estimate can be similarly
obtained

e2γ1t‖(v̄x, ūx)(t)‖2 +
∫ t

t∗
e2γ1τ‖(v̄xx, ūxx)(t)‖2dτ ≤ C‖(v̄0, ū0)‖21, t ≥ t∗. (34)

Combining (34) with (25) yields

‖(v̄x, ūx)(t)‖ ≤ C‖(v̄0, ū0)‖1e−γ1t, t ≥ 0. (35)

Thus, (33) and (35) give (14)

‖(v̄, ū)(t)‖1 ≤ C1‖(v̄0, ū0)‖1e−γ1t, t ∈ [0,∞)

for some C1 > 0.
Finally, it remains to prove (16), i.e., no phase transition after time t1. We only

prove the case m0 > 1√
3
, since the case m0 < − 1√

3
can be similarly treated. Using

the Sobolev’s inequality, we have

‖v̄(t)‖2L∞per
≤ 2‖v̄(t)‖‖v̄x(t)‖ ≤ ‖v̄(t)‖21 ≤ C2

1‖(v̄0, ū0)‖21e−2γ1t.
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This leads to

v(x, t) = m0 + (v(x, t)−m0) ≥ m0 − ‖v̄(t)‖L∞per

≥ m0 − C1‖(v̄0, ū0)‖1e−γ1t

=
1√
3

+
[
(m0 − 1√

3
)− C1‖(v̄0, ū0)‖1e−γ1t

]

≥ 1√
3
, for t ≥ t1,

where

t1 = max
{

0,
1
γ1

ln
C1‖(v̄0, ū0)‖1

m0 − 1√
3

}
.

Thus, this proves the first part of Theorem 2.2.

Case 2: m0 is in the elliptic region. In this case, σ′(m0) < 0. Multiplying the
first equation of (26) by |σ′(m0)|v̄e2γ2t and the second by ūe2γ2t, then by adding
and integrating over [0, 2L]× [t∗, t], we have

e2γ2t|σ′(m0)|‖v̄(t)‖2 + e2γ2t‖ū(t)‖2 − 2γ2|σ′(m0)|
∫ t

t∗
e2γ2τ‖v̄(τ)‖2dτ

−2γ2

∫ t

t∗
e2γ2τ‖ū(τ)‖2dτ − 4|σ′(m0)|

∫ t

t∗

∫ 2L

0

e2γ2τ v̄(x, τ)ūx(x, τ) dx dτ

+2ε1|σ′(m0)|
∫ t

t∗
e2γ2τ‖v̄x(τ)‖2dτ + 2ε2

∫ t

t∗
e2γ2τ‖ūx(τ)‖2dτ

= e2γ2t∗(|σ′(m0)|‖v̄(t∗)‖2 + ‖ū(t∗)‖2)

+2
∫ t

t∗

∫ 2L

0

Fxū(x, τ)e2γ2τ dxdτ, t ≥ t∗ (36)

Applying the Poincaré Lemma 2.4 in [28], i.e.,

‖(v̄, ū)(t)‖ ≤ L

π
‖(v̄x, ūx)(t)‖,

we can estimate

2γ2|σ′(m0)|
∫ t

t∗
e2γ2τ‖v̄(τ)‖2dτ ≤ 2L2γ2|σ′(m0)|

π2

∫ t

t∗
e2γ2τ‖v̄x(τ)‖2dτ, (37)

2γ2

∫ t

t∗
e2γ2τ‖ū(τ)‖2dτ ≤ 2L2γ2

π2

∫ t

t∗
e2γ2τ‖ūx(τ)‖2dτ. (38)

By |Fx| ≤ C(v̄2 + v̄2
x) and the Sobolev’s inequality

sup
t≥t∗

‖ū(t)‖L∞per
≤ sup

t≥t∗
‖ū(t)‖1 < η0

to the last term of (36), we have

2
∫ t

t∗

∫ 2L

0

Fxū(x, τ)e2γ2τ dxdτ

≤ C(sup
t≥t∗

‖ū(t)‖L∞per
)
∫ t

t∗
e2γ2τ [‖v̄(τ)‖2 + ‖v̄x(τ)‖2] dτ

≤ C6η0

(
1 +

L2

π2

) ∫ t

t∗
e2γ2τ‖v̄x(τ)‖2 dτ, t ≥ t∗, (39)
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for some positive constant C6. Similarly, we can control, for any η > 0

4|σ′(m0)|
∫ t

t∗

∫ 2L

0

e2γ2τ v̄(x, τ)ūx(x, τ) dx dτ

≤ 2ηε2

∫ t

t∗

∫ 2L

0

e2γ2τ ū2
x(x, τ)dxdτ +

2|σ′(m0)|2
ηε2

∫ t

t∗

∫ 2L

0

e2γ2τ v̄2(x, τ)dxdτ

≤ 2ηε2

∫ t

t∗
e2γ2τ‖ūx(τ)‖2dτ +

2L2|σ′(m0)|2
ηε2π2

∫ t

t∗
e2γ2τ‖v̄x(τ)‖2dτ. (40)

Substituting (37)-(40) into (36), we obtain

e2γ2t|σ′(m0)|‖v̄(t)‖2 + e2γ2t‖ū(t)‖2

+A2(t)
∫ t

t∗
e2γ2τ‖v̄x(τ)‖2dτ + B2(t)

∫ t

t∗
e2γ2τ‖ūx(τ)‖2dτ

≤ e2γ2t∗(|σ′(m0)|‖v̄(t∗)‖2 + ‖ū(t∗)‖2), t ≥ t∗, (41)

where{
A2(t) := 2ε1|σ′(m0)| − 2L2|σ′(m0)|2

ηε2π2 − 2L2|σ′(m0)|
π2 γ2 − C6L2

π2 η0 − C6η0,

B2(t) := 2(1− η)ε2 − 2L2

π2 γ2.
(42)

By the assumption (13), i.e.,

ε1 >
L2

ε2π2
(1− 3

4
m2

0) ≥
L2

ε2π2
(1− 3m2

0) =
L2

ε2π2
|σ′(m0)|,

let η be such that

1 > η >
L2

ε1ε2π2
|σ′(m0)|,

and γ2 be such that

0 < γ2 <
π2

L2
min

{
(1− η)ε2, ε1 − L2

ηε2π2
|σ′(m0)|

}
,

and η0 be sufficiently small, such that

0 < η0 <
(
2ε1|σ′(m0)| − 2L2|σ′(m0)|2

ηε2π2
− 2L2|σ′(m0)|

π2
γ2

)/(C6L
2

π2
+ C6

)
.

Thus, we have
A2(t) ≥ C > 0, B2(t) ≥ C > 0.

Therefore, (41) and (25) imply

e2γ2t‖v̄(t)‖2 + e2γ2t‖ū(t)‖2 +
∫ t

t∗
e2γ2τ [‖v̄x(t)‖2 + ‖ūx(t)‖2]dτ

≤ Ce2γ2t∗‖(v̄, ū)(t∗)‖2 ≤ C‖(v̄0, ū0)‖2, t ≥ t∗. (43)

Combing (43) and (25) yield

‖(v̄, ū)(t)‖ ≤ C‖(v̄0, ū0)‖e−γ2t, t ≥ 0. (44)

Similarly, we can show the energy estimate for the higher order derivatives of the
solution

‖(v̄x, ūx)(t)‖ ≤ C‖(v̄0, ū0)‖1e−γ2t, t ∈ [0,∞). (45)
The detail of the proof is omitted. Hence, (44) and (45) imply (17) for some positive
constant C2.
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Finally, the time t1 given in the second part of Theorem 2.2, as well as (19) for
no phase transition exhibiting after t1, can be also proved as shown in Case 1. We
omit the detail. Thus, the proof is complete.

3.3. Proof of Theorem 2.3. Let π2

L2 (1 − 3m2
0) < ε1ε2 ≤ π2

L2 (1 − 3
4m2

0). We now
prove that the sufficient condition for the convergence rates to the trivial solution
(m0,m1) can be relaxed to π2

L2 (1 − 3m2
0) < ε1ε2 ≤ π2

L2 (1 − 3
4m2

0). In this case,
unlike the previous study, there is no information from Theorem 2.1 to guarantee
the solution (v, u)(x, t) to converge to the trivial stationary solution (m0,m1) only.
However, if the initial perturbation (v0 −m0, u0 −m1) is small enough in H1

per(R),
we can prove that the solution (v, u)(x, t) still converges to (m0,m1) with the same
decay rate as shown in Theorem 2.2.

For any given T > 0, let (v̄, ū) ∈ C([0, T ];H1
per) be a solution of (26), and

N(t) = sup
x∈[0,2L]

‖(v̄, ū)(t)‖1.

As reported in [19, 21, 25], the key step is to establish the a priori estimates for the
solution.

When m0 is in the hyperbolic region, we multiply the first equation of (26)
by σ′(m0)v̄e2γ1t and the second by ūe2γ1t, then by adding and integrating over
[0, 2L]× [0, t], we get

e2γ1tσ′(m0)‖v̄(t)‖2 + e2γ1t‖ū(t)‖2

+A3(t)
∫ t

0

e2γ1τ‖v̄x(τ)‖2dτ + B3(t)
∫ t

0

e2γ1τ‖ūx(τ)‖2dτ

≤ σ′(m0)‖v̄0‖2 + ‖ū0‖2, t ≥ 0 (46)

where {
A3(t) := 2ε1σ

′(m0)− 2L2σ′(m0)
π2 γ1 − 2CL2

2π2 N(t)− 2C
2 N(t),

B3(t) := 2ε2 − 2L2

π2 γ1.
(47)

So, when π2

L2 (1 − 3m2
0) < ε1ε2 ≤ π2

L2 (1 − 3
4m2

0), let γ1 be chosen as before, and
N(t) ¿ 1, then

A3(t) ≥ C > 0, B3(t) ≥ C > 0.

Thus, we prove the first a priori estimate

Lemma 3.2. It holds

‖(v̄, ū)(t)‖2 ≤ C‖(v̄0, ū0)‖2e−2γ1t, t ≥ 0 (48)

provided N(t) ¿ 1.

Using (48) and Eq. (26), we further prove the second a priori estimate

Lemma 3.3. It holds

‖(v̄x, ūx)(t)‖2 ≤ ‖(v̄0, ū0)‖21e−2λ1t, t ≥ 0 (49)

provided N(t) ¿ 1.

It is known that, N(t) ¿ 1 implies the smallness of the initial datum ‖(v̄0, ū0)‖1
¿ 1, and by the continuity argument [19, 21, 25], the two a priori estimates (48)
and (49) can be used to guarantee Theorem 2.3 in the case of m0 in the hyperbolic
region for π2

L2 (1− 3m2
0) < ε1ε2 ≤ π2

L2 (1− 3
4m2

0).
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Figure 3. (Case 4) 3D-figure of v(x, t) and 2D-figure of v(t, x) at
different time: t = 0, 10, 100, 300, 600, and 1000

On the other hand, when m0 is in the elliptic region (− 1√
3
, 1√

3
), the convergence

rate in the second part of Theorem 2.2 can be similarly proved, if N(t) ¿ 1.

4. Numerical simulations. In this section, we carry out numerical simulations
to confirm the theoretical results presented in Section 2. The numerical scheme is
based on the explicit Euler scheme:

{
vj+1

i = vj
i + l

h (uj
i+1 − uj

i ) + ε1l
h2 (vj

i+1 − 2vj
i + vj

i−1)
uj+1

i = uj
i + l

h (σ(v)j
i+1 − σ(v)j

i ) + ε2l
h2 (uj

i+1 − 2uj
i + uj

i−1)
(50)

where h denotes the space step, l the time step. The i-index and the j-index are
for space and time, respectively, e.g. vj

i = v(x0 + ih, t0 + jl). Applying the Taylor
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Figure 4. (Case 5) 3D-figure of v(x, t) and 2D-figure of v(t, x) at
different time: t = 0, 10, and 1000

expansion at uj
i and vj

i in (50), we have

{
vt − ux = ε1vxx + h

2 uxx + O(l) + O(h2)
ut − σ(v)x = ε2uxx + h

2 σ(v)xx + O(l) + O(h2)
(51)

Therefore, the scheme is first order in time and space, and it introduces artificial
viscosities with coefficients given by h

2 . In the computation, the space step h must
be sufficiently small compared to ε1 and ε2 to ensure an accurate computed solution.

In order to investigate the stability condition, the system (50) is reformulated as

{
V j+1 = A(ε1)V j + BU j

U j+1 = A(ε2)U j −BV j + l
h (V 3)j

(52)

Here

A(ε1) =




1− 2r1 r1 0 · · · 0 r1

r1 1− 2r1 r1 · · · 0 0
...

...
...

...
...

r1 0 0 · · · r1 1− 2r1


 , r1 =

ε1l

h2
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A(ε2) is defined by replacing ε1 by ε2 in A(ε1),

B =
l

h




−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
...

...
...

...
...

1 0 0 · · · 0 −1


 , (V 3)j =




(vj
0)

3

(vj
1)

3

(vj
2)

3

...
(vj

n)3




.

V and U represent the vector variables for the partition points

V j =




vj
0

vj
1

vj
2
...

vj
n




, U j =




uj
0

uj
1

uj
2
...

uj
n




.

Combining the two vector variables, the numerical scheme can be expressed in the
matrix form (

V
U

)j+1

=
(

A(ε1) B
−B A(ε2)

)(
V
U

)j

+
(

0
l
hB(V 3)

)j

(53)

Therefore, the stability of the scheme is determined by the eigenvalues of the ma-

trix D =
(

A(ε1) B
−B A(ε2)

)
. The analysis of the eigenvalues leads to the stability

condition: r1 < 1
2 , r2 < 1

2 and β = l
h < min(r1 , r2). The considered stress

function is chosen as σ(v) = v3 − v, and the periodic boundary is chosen as
v(x − π, t) = v(x + π, t) (i.e., L = π). According to the sign of σ′(v), the phase is
divided to (−∞,− 1√

3
) as the hyperbolic region, (− 1√

3
, 1√

3
) as the elliptic region,

and ( 1√
3
,∞) as another hyperbolic region. The two phase boundaries are defined

by v = ± 1√
3
. To confirm the theoretical results, seven case studies are reported in

Table 1.
Table 1. Case Studies

Cases ε1 ε2 v0(x) u0(x) h l
1 0.07 0.07 0.8 + 0.5 sin x 0.01 sin 10x 10−3 10−6

2 0.07 0.07 −0.8 + 0.5 sin x 0.01 sin 10x 10−3 10−6

3 2.5 2.5 0.5 sin x 0.01 sin 10x 0.125 10−3

4 0.01 0.01 0.5 sin x 0.01 sin 10x 10−3 10−7

5 0.01 0.01 0.3 + 0.5 cos 2x 0.01 sin 10x 10−3 10−7

6 0.01 0.01 −0.3 0.01 sin 10x 10−3 10−7

7 0.01 0.01





−0.8 x ∈ (−π, −π/2)
0.8 x ∈ (−π/2, π/2)
−0.8 x ∈ (π/2, π)

0.01 sin 10x 10−3 10−7

The size of the time and space steps is crucial to ensure stable and accurate
numerical solutions. The computational scheme generated artificial viscosity must
be controlled so that the numerical viscosity is smaller than the model viscosity in
the original system. For simplification, the same values in the viscosities ε1 and ε2

are considered, i.e. ε1 = ε2 = ε and r1 = r2 = r. Assuming h = αε, we have l = βh,
r = εl/h2 = β/α, i.e. α = β/r. Therefore the stability condition β < r < 0.5 is easy
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Figure 5. (Case 6) 3D-figure of v(x, t) and 2D-figure of v(t, x) at
different time: t = 0, 0.1, 10, 300, 600, and 1000

to satisfy. However, to minimize the effects introduced by the numerical viscosity,
we require h ¿ ε, i.e. α should be very small. As l < h, the values of h and l have
to be very small if the model viscosity is small. The values of the space step h and
the time step l used in our computations for each case are given in Table 1.

In Case 1, some part of v0(x) is in the hyperbolic region ( 1√
3
,∞) and the

other part is in the elliptic region. But the average of the initial datum m0 =
1
2π

∫ π

−π
v0(x)dx = 0.8 > 1√

3
is in the hyperbolic region ( 1√

3
,∞). The numerical

solution for Case 1 is displayed in Figure 1: Case 1, where the solid straight line
denotes the average of the initial datum m0 = 0.8. The results demonstrates that,
although the viscosity ε1 = ε2 = 0.07 is very small, the average of the initial value
m0 = 0.8 implies automatically the condition (20), such a strong hyperbolicity of
the system ensures that the solution v(x, t) of (1)-(3) converges to the constant
m0 = 0.8, and stays in the same hyperbolic region ( 1√

3
,∞) after a short initial
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Figure 6. (Case 7) 3D-figure of v(x, t) and 2D-figure of v(t, x) at
different time: t = 0, 0.1, 10, 300, 600, and 1000

oscillation. This indicates the phenomenon of no phase transition. A similar nu-
merical result in another hyperbolic region (−∞,− 1√

3
) is displayed in Figure 1:

Case 2. The results in Figure 1 confirm Theorem 2.3 numerically.
In Case 3, both v0(x) and the average of its integral m0 = 0 are in the elliptic

region (− 1√
3
, 1√

3
). The viscosities ε1 = ε2 = 2.5, thus, the sufficient condition

(13) holds. Figure 2 shows that the solution v(x, t) converges to m0 = 0 time-
asymptotically. Since the viscous coefficients ε2 and ε1 are large, as shown in
Table 1, the system captures a strong decay feature of parabolic partial differential
equations. Naturally, we have the convergence of the solution v(x, t) to m0 = 0 in
the same elliptic region with no phase transition. This demonstrates Theorem 2.2
numerically.

The results for Cases 4-7 are displayed in Figures 3-6, respectively. With really
small viscous constants ε1 = ε2 = 0.01, such that the conditions (13) and (20) no
longer hold (i.e., ε1ε2 < π2

L2 (1− 3m2
0)). In these cases, the averages m0 of the initial
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datum are in the elliptic region, as shown in the Figures, the solutions v(x, t) are
oscillating with time. However, after certain time, they become stable and behave
as one of the standing waves (the stationary solutions), which are determined by the
given initial datum. In particular, they exhibit phase transitions crossing through
three phases in the long time. Case 7 is for the discontinuous initial data (Riemann
data) and the computed solution is illustrated in Figure 6. These results confirm
Theorem 2.1, namely, the solution converges to an oscillatory stationary solution
which exhibits phase transitions.
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