
Rearranging colimits: A categorical lemma due to Jacob Lurie

§1 Statement of the result

A: a locally presentable category.

A transfinite system of length α , or briefly, an α-system ( α : an ordinal), in A , is a functor

A : [α] ������� � A
where [α] is the ordered set of all ordinals β≤α , ordered in the usual way. We write Aβ
for A(β) , and A , or a , for A(γ≤β):A � � A . Of course, we haveγβ γβ γ β

� A = id (β≤α) ,ββ Aβ
A A Aδ γ γβ δβ� A ����������� � A ����������� � A = A ����������� � A (δ≤γ≤β≤α) ,δ γ β δ β

aγβThe system is continuous if, for every limit ordinal β , β≤α , (A ����������� � A ) is aγ β γ<β
aδ γcolimit cocone on the diagram A

�
[<β] ( =(A , A ����������� � A ) ) (it isγ δ γ δ≤γ<β

automatically a cocone).

Since we are interested only in continuous transfinite systems, henceforth, by "transfinite
system" we mean a continuous one.

aγ , γ+1The arrows A ����������������� � A are called the links of the system. The arrowγ γ+1
a :a ��� � a is the composite of the system.0α 0 α

We also write a for a (=A ) and a for a .β � βα βα ��� 0 �
Instead of ordinals, we may use elements of any well-ordered set to index transfinite systems,
without any essential change of the concept.

With I any class of arrows, 	 [I, α] is the class of all composites of continuous transfinite
systems of length α whose links are from the class I∪{all isomorphism arrows} .

DEF DEF
	 [I] = 	 [I,∞] = 
 ���
	 [I,α] .

α∈Ord

DEF
	 [I,<α] = 
 ����	 [I,β] .

β<α
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Note that 	 [ 	 [I]] = 	 [I] .

Po[I] is the class of all pushouts of arrows in I : the class of all arrows A � � B for which
there is a pushout diagram

A ��������������� � B� �� �� � �� �� �
X ��������������� � Y

with (X � � Y)∈I .

Remark: These concepts will be used in two contexts: in a (fixed) category called A , and the
Gfunctor category A , with a (fixed) (small) exponent category G . We may (but not always
Gwill) put A , or A , in a subscript position, such as 	 [I] , to indicate context.A

The combination 	 [PoI] is written � [I] .

p0 �Given an α-system A in the notation above, and an arrow A ����� � A , we can take the0 0
pushout of the system A along the arrow p , and get an α-system0

�a� � � γβ �A = (A , A ����������� � A ) :β γ β γ≤β≤α

� � � � �for any β≤α , we define the object A and the arrows a :A � � A , p :A � � A byβ 0β 0 β β β β
taking the pushout

A0βA ����������� � A0 β� �
p

� � �
p0 � � β

� �A ����������� � A .0 � βa0β

It follows that the square

AγβA ����������� � Aγ β� �
p

� � �
pγ � � β

� �A ����������� � Aγ � βAγβ
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�is a pushout square whenever γ≤β≤α ; from which both defining conditions for A being an
element of 	 [Po(I),α] (continuity at limit ordinals, and the links being pushouts of
I-arrows) follow.

Thus, 	 [Po(I),α] is closed under pushouts, Po( 	 [Po(I),α]) = 	 [Po(I),α] . In
fact,

� [ � [I]] = � [I] .

A class X of arrows in category A is � -closed if � [X]=X . An � -closed class X is
small- � -generated if there is a small set I such that � [I]=X ; a small- � -generated class is,
in particular, � -closed.

Consider a small- � -generated class X of arrows in the category A , and let G any small
Gcategory. The class 〈X, G 〉 of arrows in A is defined to be the class of all arrows

GF:U ��� � V (natural transformations) in A such that every component F :U(G) ����� � V(U)G
( G∈Ob(G) ) belongs to X . It is obvious that if X is � -closed (in A ), then 〈X, G 〉 is

G� -closed (in A ) as well.

Lemma (J. Lurie) Assume A is a locally presentable category, G a small
category. If X is a small- � -generated class of arrows in A , then so is the class 〈X, G 〉 in
GA .

I have found this interesting, since the proof seems to require something unexpected:
systematical rearranging of colimits, in particular, transfinite composites, into other types of
colimits.

§2 Rearranging colimits in general

CAT : the super-large category of possibly large categories (so that Set , the category of
small sets, in in CAT ). Let A be "normal" category (in CAT and locally small; later: locally

X
presentable). Form CAT/A , the comma-category (whose objects are � , and whose arrows

A
X ����������� � Y� �

are commutative triangles � ��� ). We have a pair of (partial) adjoints ( D is total, L���
A

is partial)

D��������������� �
A CAT/A L

�
D� ������������� ⊂

L
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A/A
D: A � � �

�
A��������������������������� �

A CAT/A ;� ������������������������� ⊂
L = colim

In more detail: D is defined by:

A ������������������������������� � CAT/A

A/A

A � ����������������� � �
d�

A
ΣaA/A ������������������� � A/A’� �

a � �
A ��� � A’ � ����� � � � �

d � � d���

A

X Σd x a axwhere d stands for "domain" ( � ������� � X ) , and (X ��� � A) � ������� � (X ��������� � A’) .
A

Indeed, the adjunction bijection

G f fL( � Γ) ������������� � A colimΓ ��������� � AA
����������������������������������� = �������������������������������

G γ� Γ ����������� � D(A) G ������������������� � A/Aγ � �
A � �

� � �
Γ � � d���

A

expresses that cocones with vertex A on diagram Γ are in a bijective correspondence with
arrows f:colimΓ ��� � A .

G
To say that A is small-cocomplete, is to say that L( � ) is defined for all small G .

A

Let us apply the fact that (partial) adjoints preserve colimits.

(For easier reading, we will write Colimit with a capital C when it is used in CAT or
CAT/A .)

What that means is that if in CAT/A we have a diagram Λ of objects at each of which L is
defined, and Colim(Λ) exists in CAT/A , then, in A , L(Colim(Λ)) is defined if and
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only if colim(L � Λ) exists, and they are the same:

Fact 1

L(Colim(Λ)) � colim(L � Λ)
[ � : Kleene's "complete equality" (IM p. 327). Here it means that if either side is defined, so
is the other, and the two values are isomorphic (rather than equal as in Kleene)].

In the applications of this fact, we also use that Colimits in CAT/A are computed as in
CAT : the forgetful functor CAT/A ��� � CAT preserves (in fact, creates) Colimits.

We will apply the above in the following "rearrangement" form.

Let A:P ��� � A be a diagram, and assume that A =colim A exists.�
Suppose

qf fQ:Q ������� � Cat (x∈Q � � Q , x ��� � y � � Q ����� � Q )x x y

is a diagram in Cat(⊂CAT) , and P=Colim Q in Cat , with coprojections q :Q ��� � P .x x
Let A:P ��� � A be a diagram in A , and let Γ � q :Q ��� � A be the restriction of Γ ( x∈Q ).x x
Assume that B = colim(Γ � q ) exists for all x∈Q ; let, for u∈Q ,x x x
b :Γq u ����� � B be the coprojection. We have a canonical arrow b :B � � B ,u � x x x ��� � y x yf
defined by the property

Γq u = Γq q ux y f �
b � � bu � � � q u� � � f� �
�

B ������������������������������������������� � Bx ybx ��� � yf

for all u∈Q . We have a diagram B:Q ����� � A , B(x)=B , B(x ��� � y)=b ;x x f x ��� � yf
this is what we call a rearrangement of the original diagram A .

Fact 2 The rearrangement has the same colimit as the original diagram, and in fact, one
colimit exists iff the other one does:

colim B � colim A

This is an application of Fact 1. Λ:Q ��� � CAT/A is given by
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Λ:Q ����������������������� � CAT /A

Qx

x � ��������������������� � � Γ � qx
A

qf fx ��� � y Q ��������������� � Qx � � y� �
� � �
� �
���

A

P Q

We have that ColimΛ = A � , the original diagram; L � Λ is the rearrangement B � ; the
AA

colimit ( L ) of the first is the same as the colimit of the second.

We will use Fact 2 in a certain special kind of situation.

Suppose A:P � � A is a diagram on the poset P . Let Q be a collection of subsets of P , and
consider Q to be the poset ordered by containment ( ⊆ ) . Define the diagram Φ:Q � � CAT
as "identity": Φ(X)=X (more precisely, the poset X with the order induced by that of P on
X ), with Φ(X⊆Y) = inclusion:X � � Y .

Assume that Colim Φ is P ; more precisely, assume that the family of inclusions

incl〈X ������������� � P 〉 is a colimit cocone in CAT . (*)X∈Q

inclNote that it is not enough to have a colimit in POSET ; POSET ��������������� � CAT does not
preserve all Colimits.

One case when (*) holds is when we have 1) and 2) as follows:

1) 
 ��� Q = 
 ��� X = P ;
X∈Q

2) Q is directed under the subset-ordering: if X, Y∈Q , then there is Z∈Q such
that X⊆Z and Y⊆Z .

Another case when (*) holds is this. We have subsets X and Y of P such that X∪Y=P , and
for x∈X-(X∩Y) , y∈Y-(X∩Y) , x and y are incomparable in the order on P ; we take
Q={X∩Y, X, Y} . In this case, with the posets meant to be the induced subposets of P , the
colimit Colim Φ is given by the diagram
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X ���� � ���
��� ���

��� ���� �
X∩Y � X∪Y=P��� ��� ���� ������ ���� �

Y

with all arrows inclusions, a Pushout in CAT .

Although the just stated case of rearrangement is one that is important for us, it might be noted
that it falls under the more general conditions, ensuring (*), which are 1) above, the condition
that each X∈Q is an initial segment of P , and the condition that X, Y∈Q imply X∩Y∈Q .

A third case when (*) holds is when R⊆P is an initial segment of P (x≤y∈R 	�
 x∈R) ,
⋅and, with x � ={y∈P:y≤x} , we have Q={R}∪{R∪x � :x∈P-R} . Note that, for

x, y∈P-R , R∪x � ⊆R∪y � iff x≤y ; and R is the bottom element of Q .

Of course, in all three cases, the verification of (*) is a routine check.

A collection Q⊆ � (P) satisfying the assumption (*) gives rise to a rearrangement of the
diagram A as follows.

Let, for each X∈Q , A denote a (choice of) colim(A
�
X) , with A

�
X:X � � A theX

restriction of A to X , with the ordering on X induced by that on P . Let
〈a :A � � A 〉 be the corresponding colimit cocone.xX x X x∈X

We stipulate that when X has a top (maximum) element w (that is, w∈X and for all x∈X ,
DEF

we have x≤w ), then A = A and a =a .X w xX xw

Whenever X⊆Y , X, Y∈Q , we have the canonical map a :A � � A for whichXY X Y
a � a =a (x∈X) . It is easy to see that we have a diagram A[Q]:Q � � A ,XY xX xY
A[Q]=(A , a ) .X XY X, Y∈Q , X⊆Y

The assertion is that, under the foregoing conditions,

Fact 3 colim(A[Q]) � colim(A) .

This is a special case of Fact 2: the diagram B of Fact 2 is A[Q] .

We make two, essentially equivalent, detailed assertions out of Fact 3, the "direct" and the
"converse" versions. The direct version says (in a detailed manner) that if colim(A) exists,
then so does colim(A[Q]) ; the "converse" version says the converse.
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(i)(direct) Let 〈a :A ��� � A 〉 be a colimit cocone on A , and define,x � x �
for X∈Q , a :A ��� � A byX � X �

Ax
a � � axX� � x �� �� � �
� �

A ������������������������� � AX a �X �
for all x∈X . Then 〈a 〉 is a colimit cocone on the diagram A[Q]:Q � � A .X � X∈Q

(ii)(converse) Let 〈a :A ��� � A 〉 be a colimit cocone on the diagramX � X � X∈Q
A[Q]:Q � � A , and define, for x∈P , a :A ��� � A as a =a � a with some/anyx � x � x � X � xX
X∈Q such that x∈X . (By 1), there is such X ; and by the directedness axiom 2), one sees that
a so defined is independent of the choice of X .) Then 〈a :A ��� � A 〉 is ax � x � x � x∈P
colimit cocone.

§3 Good diagrams

κ is an infinite regular cardinal.

In this section, we only assume of the category A that it is (locally small and
small-)cocomplete. Of course, it still make sense to say of an object that it is κ-presentable.

Let P=(P, ≤) be a partial order. < is the irreflexive version of ≤ . u, v, w, x, ... range
over P . x � = {y:y≤x} ; x � � = {y:y<x} .

We make two assumptions on P :

1) P has a least element � (for which � ≤x for all x ).
2) < is well-founded (no decreasing infinite sequence x >x >x >... ).0 1 2

- -Let x∈P . If x � � has a top (maximum) element x (such that y<x � 	�
 y≤x ), we call x
-isolated; x is the predecessor of x . Note that the notion of "successor" is not well-defined:

it may happen that different points have the same predecessor (unlike in the linearly ordered
case).

A point x which is not isolated, and which is unequal to � , is called a limit point. (We
could call a limit point "colimit point", in view of the role this notion is going to have.)

P is of κ-good if for all x∈P , #(x � )<κ .

A good diagram in A ,
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axyA= 〈A , A ����������� � A 〉 :P ��������� � Ax x y x,y∈P; x≤y

is a functor from a good poset P to the category A such that, for every limit point x , the
subdiagram A

�
(x � ) is a colimit diagram: the family γ= 〈a :A � � A 〉 is a colimityx y x y<x

cocone on the diagram A
�
(x � � ) (the fact that γ is a cocone on A

�
(x � � ) is already

given).

Note that, in the notation introduced for Fact 3, the goodness condition can be expressed by
saying that the arrow a :A ����� � A is an isomorphism whenever x is a limitx � � , x x � � x
point of P .

The good diagram is κ-good if the underlying poset is κ-good.

Let us denote the colimit colim(A) by A . We write a :A � � A for the colimit� x � x �
coprojection ( x∈P ). The composite of the good diagram A is the coprojection
a :A ��� � A ; the composite of the good diagram A is sometimes denoted��� � �
〈A 〉:A ��� � A .� �
Clearly, the notion of good diagram essentially generalizes that of transfinite system. The only
"difference" in the two concepts is that, in "transfinite system", we have included the
composite itself as data. More precisely, if A is a transfinite system of length α≥1, then
A
�
α = A

�
{β<α} is a good diagram, and its composite is isomorphic to the composite of A

(in the original sense of "composite" of a transfinite system).

The links of a good diagram are (using the notation above) the arrows a for the isolated-x x
points x .

Let � [J] be the class of composites of (small) good diagrams all whose links are in J . We
let � [J, (<κ)] denote the class of composites of κ-good diagrams all whose links are in
J .

For λ a cardinal number, � [J, λ] will denote the composites 〈A 〉 of good diagrams
A:P � � A such that #(P-{ � })=λ .

DEF
� [J, ≤λ] = 
 ����� [J, µ] , where µ ranges over cardinal numbers ≤λ .

µ≤λ

We use � [J,(<κ),λ] in the sense � [J, (<κ)]∩ � [J, λ] ; and similarly with ≤λ replacing
λ ; etc.

The first fact, 1. Proposition, that justifies the passage to the more general concept of good
diagram is that it shares the main property of transfinite systems. As a matter of fact, however,
1. Proposition will not be used for our technical purposes.

Let � and r be two arrows in the category A . We say that � is left-orthogonal to r ,
equivalently, r is right-orthogonal to � , in notation � � r , if
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g g⋅ ������������� � ⋅ ⋅ ������������� � ⋅�� � � � �� � � ��� �
for every � � � �

r , there is � � � �
r .� � � � k � �

� � � � �
⋅ ������������� � ⋅ ⋅ ������������� � ⋅h h

If R is a set of arrows, then � � R means ∀r∈R. � � r ; and similarly for other combinations.

1. Proposition Let r∈Arr(A) . Suppose that A is a good diagram and for every link
� in A , � � r . Then 〈A 〉 � r .

The proof is "the same" as for transfinite systems. For completeness, we outline it.

Let A be a good diagram; we use the notation above.

Let r:X � � Y . Let us fix g:A ����� � X and h=h :A ����� � Y such that� � �
g

A ������������������� � X� �� �� �
〈A 〉

� � �
r ;� �� �

� �
A ������������������� � Y� h �

we seek k :A ����� � X such that� �
g

A ������������������������� � X� ������ �� � ��� �� ��� �
-〈A 〉

� ��� �
r (1 )� ��� k

�� ��� � � �
� � �
A ������������������������� � Y� h �

By recursion on the well-founded relation < (the order on P ) (!), we define k :A � � Yx x
such that
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g gA ������������������� � XA ������������������������� � X �� ������ � � � �� � ��� �
a

�� ��� � � x � �
a

� ��� �
r , that is, � k (1)� x � ��� k

�
x� ��� x � �

A ������������������� � X� � � x
A ������������������������� � Y

� �
x a

� � �
rh = h a x � � �

x � x � � �
A ������������������� � Y� h �

(here, a is the structure map in the diagram A ; a is the colimit coprojection), with� x x �
the additional condition that the k are compatible: every time y<x , we havex

kyA ������������������� � Xy ��� �
a

� �
yx

� � : (2)�
� �
A ������������������� � Xx kx

in other words, 〈k :A � � X 〉 is a cocone with vertex X on the diagram A .x x x∈P

DEF
For x= � , k = g ; the assumption ensures that we are in the right for (1); (2) is vacuous.�
For x limit, use the cocone 〈k :A � � X 〉 on A

�
(x � � ) , to get the unique mapy y y<x

k :A (=colim(A
�
(x � � )) ����� � X that makes 〈k :A � � X 〉 into a cocone on thex x y y y≤x

diagram A
�
(x � ) ; we have ensured (2). (1) will be true because: the upper commutativity is

the cone property of 〈k :A � � X 〉 , tested with y = � <y =x , since g=h ; and fory y y≤x 1 2 ���� �
the lower commutativity, the two maps A Y that are to be shown equal are equal whenx ��� �
composed with a :A � � A (y<x) , and x is the colimit of A

�
(x � � ) .yx y x

For x isolated: use the assumption that a � r , to obtain a such that- xx x

h -xA ����������������������������� � X- ���x ������ �� � ��� �
a

� ��� �
-

� ��� �
rx x

� ��� k
�� ��� x � �

� � �
A ����������������������������� � Yx h = h ax � x �
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-You will see that both (1) and (2) will follow for the present x ; in case of (2), for y=x
first, and then for all y<x .

-(1 ) is shown as the inductive case for x limit (although " x= � " we cannot say).

This completes the proof.

Below, we will see that, in fact, the two operations 	 [Po[-]] and � [Po[-]] coincide
(in particular, if one accepts as known that 1. Prop. holds for 	 instead of � , then 1. Prop.
itself becomes superfluous). The point of the new � -operation lies in the parameter κ , in the
specific version � [-, (<κ)] , which has no direct counterpart for the 	 -operation.

For posets P and Q , we write P � Q if P is a non-empty initial segment of Q : P is an
(P) (Q)induced subposet of Q (for x, y∈P , x≤ y � 	�
 x≤ y ), and P is closed downward

(Q)in Q : x∈P and y≤ x imply that y∈P .

(For a subset X of a poset P , X � P means that X is a non-empty initial segment of the
poset P in the usual sense ( X is closed downward); for two subsets X, Y of P , we write
X � Y in the obvious appropriate sense.)

If Q is a good poset, and P≠∅ , P � Q , then P is good as well; if Q is κ-good, so is P .

(P) (Q)Let Q be a good poset. Let P � Q . Then for every x∈P , (x � � ) =(x � � ) . If
- (Q) - - (P)x =max((x � � ) ) exists, then x ≤x , thus x ∈P , and max((x � � ) ) =

(Q)max((x � � ) ) . We see that for x∈P , the concepts of "isolated point", "predecessor",
"limit point", are the same in P as in Q .

Therefore, if B:Q � � A is a good diagram, P≠∅ , P � Q , then B
�
P is a good diagram as

well; if B is κ-good, B
�
P is κ-good as well.

For good diagrams A:P � � A and B:Q � � A , we write A � B if P � Q and A=B
�
P . Note

that, in this case, we have the canonical arrow c=c[A, B]
=c[P � Q]:A � � B for which c � a =b for all x∈P . If A � B � C , then� � x � x �

B �c ��� � � ���
c��� � ���� �

A ��������������������� � C .� c �
Let A:P � � A be a κ-good diagram. Consider the family Q of all nonempty X � P such that
#X<κ . Q is ordered by containment ⊆ ; and Q is κ-directed: any union of initial segments
of P is an initial segment, and the union of κ-many ones is of cardinality <κ .

Fact 3, case one, is applicable: 1) holds by P being κ-good; 2) has been checked. In this
situation, we will use the "direct version" of Fact 3 , in the situation stated under 1) and 2)
there.

Let's record this special case as
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�Fact 4 Let A:P � � A be a κ-good diagram. Let P be the collection of all initial
segments of P cardinality less than κ .

�1) (P, ⊆) is a <κ-directed ( κ-filtered) poset

� � �2) P gives rise to a rearrangement A=A[P] of A (in the sense of Fact 3).

� �Note that A:P � � A can be treated as a subdiagram of A:P � � A , by identifying P with a
�subposets of P , under the identification of a with a � ; recall that we had A = A .x � x

�

Although its use is less essential, it is convenient to use P for the poset of all non-empty
� �

initial segments of P , ordered by inclusion, and A the rearrangement diagram for A on P .

The concept of "end-segment" and the facts about it, to be treated next, are obvious in the case
of transfinite systems; they are not hard, and they are also important, in the general case.

DEF
Let A:P � � A be a good diagram, R � P a non-empty initial segment of P ; P

�
R =

⋅{ � }∪(P-R) (here � is the bottom element of P ); P
�
R also denotes the induced subposet

of P .

The diagram A
�
R:Q � � A is defined thus:

A
�
R : P

�
R ����������� � A

x � ������� � AR∪x �
(x≤y) � ������� � aR∪x � , R∪y �

Fact 5 1) A
�
R is good, κ-good if A is, its links are pushouts of links of P , and

its composite 〈A
�
R 〉 equals the arrow a :A � � A .R � R �

2) In particular, a ∈ � [Po[I],λ] for λ=#(P-R) , I=the set of linksR �
of P .

More generally, for R � S � P , by the foregoing applied to A
�
S , we have

a ∈ � [Po[I],λ] for λ=#(S-R) .RS

DEF� �

3) (P
�
R) ≅ P � R = {X∈P:R � X & #(X-R)<κ} , by the map

� �

Y � � R∪Y . The diagram (A
�
R) is thereby identified with A

�
(P � R) , the restriction of the

13



� �

diagram A to the subposet P � R of P .

Proof of 1) The last fact about the composite is the "third case" of Fact 3 stated
above.

Temporarily, we write Q for P
�
R , and B for A

�
R .

⋅More generally, for any non-empty initial segment X of Q , by using Fact 3 for R∪X in
place of P , we can, and do, take B (=colim B ) to be A ⋅ , and b :B ��� � B toX x R∪X XY X Y
be a ⋅ ⋅ :A ⋅ ����� � A ⋅ ( � ∈X � Y � Q ).R∪X, R∪Y R∪X R∪Y

(Q) ⋅For any x∈Q-{ � } , (x � � ) = { � }∪(x � � -R) . Therefore, if x isolated for Q , then
the corresponding B-link

b - (Q)(x ) , xB ��������������������������� � B- (Q) x(x )

equals the arrow

aR∪x � � , R∪x �A = A ����������������������������� � A .- R∪x � � R∪x �R∪x �

Let x∈Q be isolated in P . Then x is isolated in Q as well: either x � � -R≠∅ , in which
- -case x , the P-predecessor of x , is in x � � -R (otherwise x ∈R , and since R is closed

- - (Q) -downward, x � =x � � ⊆ R , and x � � -R=∅ ), and (x ) =x ; or x � � -R=∅ and
- (Q)(x ) = � .

Let x∈P-R , and consider the diagram of inclusions:

R∪x � � ��������������� � R∪x �� �� �� �� � �� �� �
x � � ��������������� � x �

This is a Pushout in CAT , as in "case two" of Fact 3. Therefore,

14



aA ��������������� � AR∪x � � R∪x �� �� �
a

� �
a� � �� �� �

A ����������������� � Ax � � a x �
with each a being the corresponding " a-arrow", is a pushout in A .

If x is a limit point of P , the lower horizontal a is an isomorphism; if x is isolated in
P , the same is a link of A . Thus, the upper horizontal is always in Po[I] . Therefore, if
x∈Q is an isolated point of Q , the corresponding B-link, being the upper horizontal in the
last diagram, is in Po[I] .

Finally, if x is a limit point of Q , then (as we saw above) x is a limit point of P as well,
b aB ������� � B is A ������� � A , and the latter arrow, being a pushout of(Q) x R∪x � � R∪x �(x � � )

athe isomorphism A ������� � A , is an isomorphism itself.x � � x �
This completes the (overly fussy?) proof of Fact 5.

2. Proposition

(i) � [J] ⊆ 	 [Po[J]] . In fact, � [J, λ] ⊆ 	 [Po[J], λ] for any infinite
cardinal λ .

(ii) For any cardinal number (=initial ordinal number) λ≥κ ,

� [J,(<κ),≤λ] ⊆ 	 [Po[J],λ] .

[In other words: if A:P � � A is a κ-good diagram such that λ=#P≥κ , and the links of A
are in the class J , then there is a transfinite sequence B:[λ] � � A of length the initial
ordinal λ , whose links are in Po[J] , such that 〈A 〉= 〈B 〉 . ]

Proof We remind the reader of a well-known fact: for any well-founded partial order
(P, <) , there is a well-ordering (well-founded total ordering)

�
of P extending < ( x<y

implies x
�
y ).

[The proof is by Zorn's lemma. Let � consist of all well-ordered sets (X,
�
) such thatX

X⊆P & ∀x, y∈X(x<y 	�
 x
�
y) & ∀x, y∈X(y<x	�
 y∈X (&x

�
y))X X

(
�

extends <
�
X ; and X is an initial segment of (P, <) );X

and let
���

be the partial ordering of "initial segment" on � :
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(X,
�
)
���
(Y,

�
) � 	�
X Y

X⊆Y & ∀x x (x
�
x 	�
 x �

x ) & ∀y∈Y.∀x∈X.(y � x	�
 y∈X) .1 2 1 X 2 1 Y 2 Y

Clearly, the union of any
���

-chain in � is again a member of � . Let (X,
�
) be inX

⋅( � ,
���
) , and let u∈P-X . Define Y=X∪{u} , and

�
on Y such that

�
extends

�
,Y Y Y

and x
�
u for all x∈X . Then (Y,

�
) belongs to � ; note that

�
extends <

�
Y ,Y Y Y

because u<x with x∈X is impossible, since u∉X and X is an initial segment of (P, <) .
Thus, with (X,

�
) maximal, X=P .]X

To prove part (i), let A:P ��� � A be a good diagram; let
�

be a (total) well-ordering of the
set P extending the given well-founded partial order < on P .

Note that � , the bottom element for < , is necessarily the least element for
�

as well.

For any x∈P , let [x)={y∈P:y � x} and [x]={y∈P:y � x} . Define the subclass Q of=� (P) as

⋅Q = {[x]:x∈P} ∪ {[x):x∈Lim (P) }�

( Lim (P) is the set of points that are limit points with respect to the well-ordering
�

).�

Clearly, Q⊆ � (P) is suitable for a rearrangement of the diagram A in the sense of Fact 3. In
addition, Q is well-ordered by ⊂ (strict subset relation). The limit points of (Q, ⊂) are the
sets [x) for x a

�
-limit point. [x] is a successor unless x= � : the ⊂-predecessor of

[x] is [x) .

In fact, the order type of (Q, ⊂) is equal to that of (P,
�
) if the latter is a limit ordinal;

and one more if the latter is a successor ordinal.

We have, in the notation of Fact 3, the diagram A[Q]:Q � � A such that colim A[Q] =
colim A , and 〈A[Q] 〉= 〈A 〉 ; adding a top element to A[Q] gives us a transfinite system.
The continuity of the transfinite system is an application of rearrangement (Fact 3, first
situation), coming from the fact that, for a

�
-limit point x , [x) is the directed union

[x) = 
 ��� [y] ∪ 
 ��� [y) .
y
�
x y

�
x

y
�
-limit

As to the links of A[Q]:Q � � A , the typical A[Q]-link a appears in the pushout[x), [x]
diagram
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a[x), [x]A ����������������������������� � A[x) [x]�� � �� ����� �� �
a

� �
ax � � , [x)

� �
x, [x]� �� �� �� �

A ����������������������������� � Ax � � a xx � � , x

which is the result of "Fact 3, second type" rearrangement, according to the CAT-Pushout

[x) ����������� � [x]� �� �� �� �� �� �
x � � ����������� � x �

of induced subposets [we have [x)∩x � =x � � , [x)∪x � =[x] , and any y∈[x)-x � � is
not ≤-comparable to any z∈x � -x � � (otherwise: z=x ; z=x≤y would imply x

�
y , false=

since y∈[x) ; so y<x , contradicting y∉x � � )].

ax � � , xBy the assumptions on A , the lower horizontal A ������������������� � A is an isomorphismx � � x
when x is a <-limit, and an element of J when x is isolated (in this case A =A ).x � � -x
Thus, the A[Q]-links are all in Po[J] .

This proves part (i).

To see part (ii), assume the hypotheses of (ii) on A . An elementary argument shows that now
the well-ordering

�
of the above proof can be chosen so that the order-type of (P,

�
)

equals the (initial) ordinal λ .

[In the next few lines, each of the symbols < , ≤ is used in two different senses. They are
used in the standard senses in contexts like β<α , β≤α for ordinals α,β ; and they are used
in the sense of the given κ-good partial order on P , in contexts like x<y , x≤y for
x, y∈P .]

Let (α � � x ) be a bijection [λ) ��� � P . Keeping with the notation x � ={y∈P:y≤x} , withα
the original κ-good ordering < of P , let

X =x � - 
 ��� x � .α α ββ<α

⋅ ⋅P is the disjoint union P= 
 ��� X , and Y = 
 ��� X = x � is closed downwardα α β αα<λ β≤α
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( z<y∈Y 	�
 y∈Y ). Let α[x] denote the ordinal α for which x∈X . Choose aα α α[x]
well-ordering

�
of X (which set, of course, may be empty) such that

�
extendsα α α

<
�
X , by the opening general fact above. Define the relation

�
on P byα

x
�
y � 	�	�	�
 either α[x]<β[x] or ( α[x]=β[x]=α and x

�
y ) .α

�
is a well-ordering of P in order-type the ordinal sum

�
δ ,αα<λ

where δ is the order-type of (X ,
�
) .α α α

�
extends the partial order < on P : let x, y∈P , α=α[x] , β=α[y] , and assume x<y ,

⋅ ⋅to prove x
�
y . Since 
 ��� X is closed downward for < on P , we have x∈ 
 ��� X , andγ γγ≤β γ≤β

thus α≤β . Then either α<β , in which case x
�
y as desired; or α=β , in which case x<y

implies x
�
y implies x

�
y as desired.α

Since P is κ-good, each set x � is of cardinality <κ ; hence each set X ⊆ x � is ofα α
cardinality less than κ ; hence, since κ is regular, δ <κ . Therefore, since κ≤λ and κ isα
regular, we have

�
δ ≤λ . Of course, as the order-type of the set P of cardinality λ ,αα<λ�

δ ≥λ . Therefore,
�

δ , the order-type of (P,
�
) , equals the initial ordinal λ .]α αα<λ α<λ

As the italicised sentence above says, the well-ordered set (Q, ⊂) , constructed in the proof
above in part (i), has order-type that of (P,

�
) , the latter being the limit ordinal λ ;

therefore, the transfinite system A[Q] constructed in the proof of part (i) is of length equal to
the initial ordinal λ as desired.

The converse of 2. Prop., 3. Prop. below, is somewhat more difficult. In preparation for 3.
Prop., we introduce some constructions.

Directed union of good diagrams

Here is the first construction on good diagrams, directed union, that we will need.

i iSuppose A :P � � A is a good diagram for i∈I , where I=(I, ≤) is a non-empty directed
i jposet ( (i, j∈I) 	�	�
 ∃k∈I.i≤k&j≤k ); and A � A whenever i≤j . Then we can�

i idefine the union A = 
 ��� A , a good diagram, such that A � A for all i∈I .
i∈I

18



�
iNamely, we let P = 
 ��� P , the poset whose underlying set is the union of the underlying

i∈I
ii (P) (P )sets of the posets P , and for which x≤ y � 	�
 x≤ y for some, equivalently any,

i ii∈I such that x, y are both elements of P . Clearly, P � P (i∈I) . P is a good poset:
icheck that each of the conditions 1), 2) follows from its truth for (some/)all P . Similarly, if

ieach P is κ-good, so is P .

i jThe diagrams A , A must agree on their common domain, since we have some k≥i, j
k i jand A extends both A and A . Thus, it is meaningful to define A:P � � A by the

i i icondition that A
�
P =A . A so defined is a good diagram; κ-good if each A is κ-good.

Let us apply Fact 3, "converse" version (ii), to the collection Q={P :i∈I} of initiali
segments of P . We are allowed to do that since P is the directed union of the members of
Q . Let's repeat, in a suitable notation, what we get now.

i i i i iLet A =colim(A ) with coprojections a :A ��� � A . For i≤j , let� x � x �
ij i j i j �a =c[A , A ]:A ��� � A , the canonical arrow. These data form a diagram A:I ��� � A .� �

� i i � iLet A =colim(A) = colim(A ) with coprojection a :A ��� � A .� � � �i∈I

DEFi i � i iFor x∈P , a = a � a :A ��� � A for some/any i such that x∈P .x � xT x � i

�
i

�
iWe have that the a for x∈P= 
 ��� P form a cocone on the diagram A= 
 ��� A , and inx � i∈I i∈I

fact, this is a colimit cocone.

Here is the second construction we will need, actually two similar constructions, both
adjoining a new link to a diagram.

Adjoining a link

Given a good diagram A:P � � A , and an initial segment X � P of P . Let A denoteX
colim(A

�
X) ; when w=max(X) exists, we put A =A . Let a :A � � A be theX w yX y X

colimit coprojection ( y∈X ), and a =c[X, P]:A � � A the canonical map; whenX � X �
u=max(X) exists, a =a (y∈X) (in particular, a =id ), and a =a .yX yw wX A X � w �w

�Suppose also given an arrow f:A � � B (thus, the domain of f is the given object A , itsX X
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�codomain B is arbitrary). We construct the new diagram B = A[f/X] , the result of
"adjoining f to A at X ", as follows.

+We define the new poset Q by adjoining two new elements, x and x , to P . We let

⋅ ⋅ +Q = P∪{x}∪{x } ;

(Q)u< v � 	�

(P) + +(u, v∈P & u< v) � (u∈X & (v=x � v=x )) � (u=x & v=x ) .

(Q)P is an initial segment of Q . We have that (x � � ) = X .

If max(X) does not exist in P , x is a limit point in Q ; if w=max(X) does exist in P ,
-then x is isolated in Q and x =w .

+ +-x is isolated: x = x . Q is good if P is good; Q is κ-good if P is κ-good and
#X<κ .

We define the diagram B:Q ��� � A by stipulating that

B
�
P = A ,

B = A ,x X
�B = B ,+x

b = a ( y∈X )yx yX
b = f .+xx

If max(X) does not exist, the construction ensures that the continuity condition at the new
limit point x holds true; in this case, there is just one new link, b = f . In case+xx
w=max(X) does exist, there is no new limit point, and there are two new links, b =idwx Ax
and b = f .+xx

If A is good, then so is A[f/X] . If, in addition, #X<κ , and A is κ-good, then A[f/X]
is κ-good.

The important fact about this construction is that the diagram
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c[P � Q]
A ������������������� � B� �� �� �

a
� � �

bX � � �
+� �

x �� �
�B =A ������������������� � Bx X f

is a pushout; in other words, the canonical arrow from the colimit A of the original diagram�
A to that of the extension, A[f/X] , is a pushout of the adjoined link f .�

�

Conversely, if we define the items B , c and b by the pushout

c �

A ������������������� � B�� �� �
a

� � �
bX � � �� �� �

�B =A ������������������� � Bx X f

�

then, for the diagram B=A[f/X] , we can take colim B=B to be B =B , with colimit� �
�

cocone 〈b :B � � B 〉 given as b =c � a (u∈P) , b =b � f=c � a andy � y y∈Q u � u � x � X �
b =b .+x �
These two facts are the direct and converse aspects of the rearrangement of the diagram
A[f/X] , according to Fact 3, in the second case mentioned there, with the roles of X , Y ,

⋅ +X∩Y and P=X∪Y played by the sets X∪{x, x } , P , X and Q , respectively.

3. Proposition Assume the domain of each arrow in the set I of arrows is
κ-presentable. Then

(i) 	 [Po[I]] ⊆ � [Po[I],κ] ;

and more specifically:

+(ii) 	 [Po[I],<λ ] ⊆ � [Po[I],(<κ), ≤λ]

The following are immediate consequences of 3. and 2. Prop's.
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4. Corollary Assume A is a (small-)cocomplete category, and I is any class of
arrows in A . Then

(i) 	 [Po[I]] = � [Po[I]] .

If, in addition, the domain of each arrow in the class I is κ-presentable, then

(ii) 	 [Po[I]] = � [Po[I],<κ] ;

and, for any initial ordinal (=cardinal) λ≥κ ,

+(iii) 	 [Po[I],<λ ] = 	 [Po[I],≤λ] .

Proof of 3. Prop., part (i) Assume A is a transfinite system of length α all
whose links are from I . By transfinite recursion, we define, for each β≤α , the following
items:

β γ β1) A κ-good poset P such that, for γ≤β≤α , P is an initial segment of P
γ β( P � P ).

β β β2) A κ-good diagram B :P � � A with links in Po[I] such that B =A (as a� 0
DEFβ β βgood diagram, P has a least element � ; on the left, B = (B ) ), and such that,β � � β

β γ γ β γfor γ≤β ≤α, B is an extension of B (in other words, B =B
�
P ).

β β3) For any β≤α , a colimit cocone 〈b :B � � A 〉 with vertex the givenx � x β βx∈P
β βobject A , on the diagram B such that b =a (note that this makes the given A theβ ��� 0β β

β βcolimit of B , and the given a the composite of B ) such that, for γ≤β≤α and0β
γ β γ βx∈P ⊆P (and so B =B ), we havex x

γbγ x � γB ������������� � Ax ��
a� � �

γβ�β βB ������������� � Ax βbx �
γ β γ β(which makes the canonical c[B , B ]:B ��� � B equal a ).� � γβ

βTo start, for β=0 , P ={ � } , etc.
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Suppose we have β≤α , and we have defined all the above items for subscripts γ with
γ<β , with all the required compatibilities satisfied below β .

β � γSuppose first that β is a limit ordinal. Then we can take B = 
 ��� B , according to our
γ<β

definition of "directed union" above. Thereby, we have fulfilled requirements 1) and 2) for all
subscripts ≤β .

β β β β γI claim that if, for x∈P , we define b :B � � A as b =a � b with some/anyx � x β x � γβ x �
β βγ<β such that x∈P , then b so defined is independent of the choice of γ<β , and 3)x �

holds for δ≤γ≤β . This follows from Fact 4, and the fact that A is the colimit ofβ
A
�
[<β] , with coprojections a :A � � A .γβ γ β

It remains to handle the case when β≤α is a successor ordinal, β=γ+1 .

By assumption, we have a pushout diagram

aγβA ��������������� � Aγ β�� ��� �� �
p

� �
q (1)� �� �

D ��������������� � Cf

with f∈I . We apply the induction hypothesis for γ . A is the colimit of the κ-goodγ
γ γdiagram B . According to Fact 4, applied to B as A in Fact 4 , A is a the κ-directedγ

γ γcolimit of 〈(B
�
X) , b 〉 � γ , with colimit coprojections b :(B

�
X) � � A ,� XY X � Y∈P X � � γ

� γ γwhere P is the poset of all <κ-size non-empty initial segments of P .

γLet us abbreviate (B
�
X) by C .� X

� γSince, by assumption, the object D is κ-presentable, there are X∈P and r:D � � C suchX
that p=b � r . We construct the following diagram:X �
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aγβA ������������������������������������������� � Aγ β� γ �� � b � ��
� X � 4

�
e �

��
� � ��
� � �� � � ��

g
�

p
�
1 � C ��������������� � E 3 � �

q . (2)�
X �

��
� �

�� � �
�� � 2

�
�

�� � r d �
�

�
�

D ������������������������������������������������� � Cf

E , g and d are defined by making the square 2
�

a pushout. e is then defined by
stipulating that the triangle 3 � and the square 4 commute. We have factored the pushout
diagram (1) (the outside square in (2)) as the composite of the pushout 2

�
and the

commutative square 4 � . It follows that 4
�

is a pushout.

DEFβ γWe put B = B [g/X] , according to the construction "adjoining a link". Since g is a
βpushout of f , and f is in I , g , the new link in B , is in Po[I] (a possible second

link is in Po[I] since it is an identity arrow).

Concerning the data in 3):

γFor u∈P :

γDEF b aβ γ γ u γβb = a � b : B ��������������� � A ��������������� � A ;u � γβ u u γ β

γDEF b aβ γ X � γβb = a � b : B =C ��������������� � A ��������������� � A ;x � γβ X � x X γ β

DEFβb = e .+x

β βThe requirement that 〈b :B ��� � A 〉 be a colimit cocone is ensured by the basicu � u β βu∈P
property of the "adjoining-a-link" construction, specifically the "converse" version: the
requisite pushout now is the part 4

�
of the diagram (2) .

δ γSince #X<κ , the diagram B =B [g/X] is κ-good.

This completes the recursive construction of the items under 1), 2) and 3) .
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� βThe diagram P:B � � A required for the proposition is 
 ��� B , a directed union of κ-good
β<α

diagrams. Clearly, #P is no more than 2 ⋅#α : the requirements of part (ii) are satisfied.
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§4 Using good diagrams

As before, κ is an infinite regular cardinal, A is cocomplete category.

We let I be a class of arrows in A such that

both the domain and the codomain of each arrow in I is κ-presentable.

We define X be the class
�
(Po[I]) . From previous work, we recall that

X = � (Po[I],(<κ)) . (1)

Let us start with two κ-good diagrams

A:P ����������� A , B:Q ����������� A
and the corresponding extensions

��� ���
A:P ����������� A , B:Q ����������� A .

�
(recall that X∈P 	�
�� X 
 P & #X<κ ).

We use the notation we introduced before to deal with such diagrams.

Suppose given arrows r, s in A such that

a ���
A ��������������������������� A� �� �� �� �
r
� � �

s (2)� �� �� �
B ��������������������������� B� b ����

DEF � �
A factor for ρ = (r, s) , or for (A, B, r, s) , is a triple (X, U, u) with X∈P , U∈Q
and an arrow u as in

a a� X X �A ����������������� A ��������������� A� X �� � �� � �� � �
r
� � �

u
� �

s� � �� � �� � �
B ����������������� B ������������� B� b U b �� U U �

(
�

indicates commutativity as usual). We say that the factor (X, U, u) starts at X .
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Note the obvious fact that if (X, U, u) is a factor for (A, B, r, s) , and (U, V, v) is one
for (B, C, p, q) , then (X, V, v

�
u) is a factor for (A, C, p

�
r, q

�
s) :

a a� X X �A ����������������� A ��������������� A� X �� � �
r
� � �

u
� �

s� � �
B ����������������� B ������������� B� b U b �� U U � .p
� �

v
�
q� � � � �

C ����������������� C ������������� C� c V c �� V V �
Most of the time, in the definition the pair ρ=(r, s) is fixed; we omit "for ρ " when ρ is
understood.

If ξ=(X, U, u) and η=(Y, V, v) are factors , we write ξ≤η if

aXYA ��������������� AX Y� �� �� �
u
� � �

v .� �� �� �
B ������������� BU b VUV

� �
Given a factor ξ=(X, U, u) , and any V∈Q such that U 
 V , the triple ξ=(X, V, s

�
b )UV�

is a factor as well. ξ is referred to as a (codomain) shift of ξ the V-shift of ξ .

�
5. Lemma (i) Given ρ=(r, s) as in (2), and any X∈P , there is a factor of ρ
starting at X .

�
Moreover, if ξ is a factor starting at X , and X 
 Y∈P , then there is a factor η starting at Y
such that ξ≤η .

(ii) For any two factors, ξ and ξ , of the same ρ , there is a third one,1 2
ζ , such that ξ ≤ζ and ξ ≤ζ .1 2

�
Proof of (i) First, we show the assertion for x∈P , that is, for X∈P of the form
x
�

.
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By recursion of the well-founded order < on P , we define, for all x∈P , a compatible
family of factorizations ξ =(x, U , u ) starting at x : we have, for all y≤x in P thatx x x
ξ ≤ξ .y x

Reminder: we require

a a� X X �A ����������������� A ��������������� A� x �� � �� � �� � �
r
�

1
� �

u 2
� �

s (3)� �
x

�� � �� � �
B ����������������� B ������������� B� b U b �� U x U �

x x

For x= � , we put U ={ � } , and u =r .� Q x

Let x be a limit point. The construction of the factor (x, U , u ) is straightforward: wex x
take the colimit of the compatible system of factorizations (y, U , u ) for y∈x

���
. In a bity y

more detail, here it goes.

DEF
We take U = � ��� U . The system 〈a :A ��� A 〉 is a colimit cocone onx y yx y x y∈x

���
y∈x

���

the diagram A � x ��� ; the system

bu U Uy y x〈A ����������� B ��������������������� B 〉y U U y∈x
���

y x

of composites is a cocone on the same diagram; therefore, we have u :A ����� B such thatx x Ux

ayxA ����������������� Ay x� �� �� �
u

� � �
u (4)y

� �
x� �� �

B ����������������� BU b Uy xU Uy x

commutes for every y∈x
���

. It follows that (3) holds for x : 1
�

because y= � ∈x
���

; 2
�

because A is a colimit of A � x ��� , and (3) holds for all y∈x
���

in place of x .x

Let x be isolated in P .
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fBy assumption, there are D ��������� C∈I and a pushout as in the upper square in

fD ������������������������� C� �
d
� �

c� � �� �
A _��������������������� A ������������������� Ax a _ x a �

x x x � �
(5)� �

u _
� � �

sx
� �� �� �
B ������������������������������������������� BU _ b �
x U _ �x

We use that C is κ-presentable. By Fact 4, the system

〈b :B ����� B 〉U � U � �
U∈Q

���
is a colimit cocone on the κ-directed diagram B:Q ��� A . Therefore, the composite�
s
�
a

�
c : C ��� A factors through b :B ����� B for some U∈Q , which we can take tox � U � U �

contain U _ , that is, U _⊆U . That is, we have g as inx x

fD ������������������������� C� ���
d
� ��

1
�

c
���� �

a�
x �

A _��������������������� A ��� � ��������������������������� Ax a - x �
x x

� �� �
g

�
u _

� �
sx

� �
2
� ��

3
� �� � �

�
B ��������������������������������������� B ����������������� BU _ b U �

x U _U ax X �
to make the commutativity 2

�
hold, where 2

�
is the equality of the two arrows from C to

B .�
Looking at the two parallel composites from D to B in the diagram, denotedU

h�������������D B , we see that they are coequalized by b :B ����� B . Therefore, since D is������������� U U � U �
k

κ-presentable, and B is the colimit of the κ-filtered system of the B 's , we can choose U� U
so that, in addition, we also have the commutativity 3

�
; that is, h=k .

Next, since A is a pushout as shown, we have � :A ��� B producing the commutativitiesx x U

29



����� �����4
�

and 5
�

, equalities of arrows A _ B , respectively C B :x ����� U ����� U

fD ������������������������� C� ���
d
� ��

1
�

c
���� � �

ax ��
A _��������������������� A ��� ��������������������������� Ax a _ x

� �
x x 5

�� � �
g

�
u _

� � �
x

� � �
2
� �

s� � � ��
4
� � � �

� �
B ������������������������������������� B ����������������� BU _ b U �

x U _U bx U �

We put U =U and u = � .x x

We have

aa _ x �x xA _ ��������������������� A ����������������������������������� Ax x �� � �
u

� � �
_
� �

6
� �

s ;x
�

u = � � ��
4
�

x
� �

�
B ������������������������������������� B ����������������� BU _ b U b �

x U _U U �
x x

4
�

was achieved before; 6
�

is true since each of the pushout coprojections c:C ��� A andx
a _x x �������A _ ����������������� A equalizes the two arrows A B .x x x ������� �

_This ensures (3), and (4) for all y<x (for the latter, also because (4) holds for x in place
of x ).

This completes the construction

�
(x∈P) ����� (U ∈Q, u :A ��� B )x x x Ux

satisfying (3) and (4).

�
Now, let X∈P arbitrarily. In a nutshell, (X, U , u ) is defined as the colimit of theX X
compatible system of all (x, U , u ) for x∈X .x x
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�
In more detail, define U = � ��� U . We have that U ∈P since #X<κ , each #U <κ , andX x X H xx∈X
κ is regular.

Define u :A =colim(A � X) ������� B by the condition that u
�
a =b

�
u for allX X U X xX U U xX x X

x∈X . The proof that (X, U , u ) is a factor is similar to the proof for (x, U , u ) theX X x x
case of x limit above.

The moreover part of (i) follows from the main part, by applying it to the derived good
diagrams A

�
X:P

�
X ��� A , B

�
U:Q

�
U ��� A , and to the situation

aX �A ��������������������������� AX �� �� �� �
u
� � �

s� �� �� �
B ��������������������������� BU b �

U �
where ξ=(X, U, u) .

Proof of (ii) First, we prove the assertion for the special case when both ξ and ξ1 2�
start at the same point x in P (rather than at a general X∈P ). More specifically, we prove,
by induction on x according to the well-founded relation < , that factors ξ and ξ1 2
starting at x have a common shift.

Let ξ =(x, U , u ) ( i∈{1, 2} ).i i i

The proof for x= � is similar to that for x limit, to which we turn now.

Let x be a limit point; the argument now is a straightforward appeal to the "uniqueness
property" of colimits.

In more detail:

We have A =colim(A � x ��� ) .x

i iFor each y∈x
���

, and for each i∈{1, 2} , we have the factorization η =(y, U , u ) ,y i y
iwhere u =u

�
a :A ��� B starting at y ; by induction hypothesis, there is Y suchy i yx y U yi

1 2that the Y -shifts of η and η are equal.y y y
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1 2Let Y= � ��� Y . Then the Y-shifts of η and η are equal for all y∈x
���

. Definey y yy∈x
���

DEF
h = b

�
u :A ����� B ( i∈{1, 2} ) .i U Y i x Ui i

Since

〈a :A ������� A 〉yx y x y∈x
���

is a colimit cocone on the diagram A � x ��� , and, for each y∈x
���

,

1 2h
�
a = b

�
u = b

�
u = h

�
a :A ������� B ,1 yx U Y y U Y y 2 yx y Y1 2

it follows that h =h , which means that the Y-shifts of u and u are equal.1 2 1 2

DEF
Let now x be isolated. Define v = u

�
a _ (i=1, 2). We have the factorizationsi i x x

_ _(x , U , v ) starting at x . By the induction hypothesis, their shifts are equalized at somei i�
Y∈Q . For each i=1, 2 , consider the diagram

D ������������������������� Cf� �� �
d
� �

c� � �� �
ax �

A _ ��������������������� A ����������������������������������������������������������������� Ax a _ x �
� x x���

� �
���

�
u

�
���

� �
i 1

� �
s���

� �
v ���

� �
i ��� �

���
���

B ����������������������� B ��������������������� BU Y �
i b bU Y Y �i

obtained from the fact that a _ ∈Po[I] . Since (x, U , u ) is a factor, we have thex x i i�����commutativity 1
�

. Therefore, the two arrows C B are equal. Since C is����� �
κ-presentable, we can choose Y∈Q such that, in addition, for both i=1, 2 , the two arrows in�����the same diagram C B are equal.����� Y

Let w =b
�
u . Then, on the one hand, as we just sawi U Y ii

w
�
c = w

�
c ;1 2

and on the other hand,
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w
�
a _ = v

�
b = v

�
b = w

�
a _ ,1 x x 1 U Y 2 U Y 2 x x1 2

since, by the induction hypothesis, v and v are equalized at Y . Since c and a _1 2 x x
are pushout coprojections, it follows that w =w . This means that the Y-shifts of u and1 2 1
u are equal as desired.2

Finally, for the general case of (ii): let ξ =(X , U , u ) (i=1, 2) . Let X=X ∪X ;i i i i 1 2�
X∈P . By the "moreover" part of part (i), we have factors ζ and ζ , both starting at X ,1 2
such that ξ ≤ζ . The assertion will follow for ξ and ξ if we can show it for ζ andi i 1 2 1�
ζ . In other words, we may assume that ξ and ξ start at the same X∈P .2 1 2

This case now follows from the special case, for factors starting at points x∈P , proved above,
by a colimit argument, exactly as above the case of x being a limit point was handled.

This completes the proof of 5.Lemma.

DEF
Next, we let G be a category such that #G ( = #(

�
hom (G, H)) ) is less than κ ,GG, H∈Ob(G)

#G < κ .

G, H, ... range over objects of G .

GWe consider the functor category A .

GWe recall that 〈X, G 〉 denotes the class of all arrows ϕ:Φ ��� Ψ in A such that ϕ ∈X forG
all G .

Let ϕ:Φ ����� Ψ be an arrow in 〈X, G 〉 ; let G∈G . By (1), we have κ-good generating
diagram A :P ��������� A with links in Po[I] such thatG G

G G Gϕ = 〈A 〉=a : ΦG = A ����������������� A = ΨG .G G ��� � �
Let us fix a system {A } of generating diagrams A . Relative to the fixed system, weG G∈G G
say that a factorization ϕ=σ

�
ρ ,

Γ �ρ ����� ��� σ��� ���
���

�
���� �

Φ ������������������������������� Ψ , (6)ϕ

G Gin the category A , is good if, for each G , the factorization a =ϕ =σ
�
ρ is one that is��� G G G
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given by the diagram A in the formG

G G G G G Gρ = a :A ����� A & σ = a :A ����� AG � X � X G X � X �
G G G G

�

for some choice of sets X ∈P ( X is an initial segment of P , not necessarily ofG G G G
cardinality <κ ), one for each G∈G . The sets X are referred to as the carriers of theG
factorization, X being the carrier at G .G

�
The factorization is κ-good if, in addition, X ∈P ( #X <κ ).G G G

Thus, a κ-good factorization of ϕ is given by a complex

�
( 〈X ∈P 〉 , 〈 Γg 〉 ) (7)G G G∈G gG ����� H∈G

such that, for each g:G ��� H , (X , X , Γg) is a factor for (A , A , Φg, Ψg) :G H G H

G Ga a� X X �
G G G G GA ��������������������� A ������������������� A� X �

G� � �� � �
Φg

� � �
Γg

� �
Ψg .� � �� � �� � �

H H HA ��������������������� A ������������������� A� H X H �
a H a� X X �

H H

and, every time h
�
g=k in G , we have that Γh

�
Γg=Γk .

The triple (X, U, u) being a factor involves the condition that the initial segments X 
 P ,
U 
 Q are of cardinality <κ . If we remove this condition, the above, originally stated for
κ-good factorizations, gives a characterization of a good factorizations in general. (We don't
want to use "κ-good factor" for "factor", since the expression "factor" is used often in the
meaning set as it is now. )

From now on, we assume that κ≥ℵ .1

�
6. Lemma For any system 〈Y 〉 of sets Y ∈P , there is a κ-good factorization (7)G G∈G G G
of ϕ such that Y 
 X for all G∈G .G G
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n
�

Proof We define, recursively for n∈
�

, sets X ∈P , one for each G∈G , andG G
n G Harrows u :A ��������� A , one for each g:G ��� H , such that, for every n∈

�
,g n n+1X XG H

n n+11) for each G , X 
 X ;G G

DEFn n n+1 n2) for each g:G ��� H , ξ = (X , X , u ) is a factor forg G H g
(A , A , Φg, Ψg) ;G H

n n+13) for each g:G ��� H , ξ ≤ ξ as factors for (A , A , Φg, Ψg) ;g g G H

n+1 n+1 n G4) every time k=g
�
h , we have u = u

�
u

�
a : in other words,k h g n n+1X XG G

g h k=h
�
gwith G ����� H ����� K , G ������������� K , we have the commutativity

Ga n n+1X XG G G GA ������������������������� An n+1X XG G� �
n
� � �

n+1u
� �

u .g
� �

k� �� �
H KA ����������������� An+1 n+1 n+2X u XH h K

DEF0We put X = Y .G G

�
G HNext, for each g:G ��� H , we use 5.(i) and let V ∈P and v :A ����� A such thatg H g 0 VX gG

0 1
�

(X , V , v ) is a factor for (A , A , Φg, Ψg) . For every G∈G , we let X ∈P be theG g g G H G G
1 0 0 G Hset X =X ∪ � ��� {V :codom(g)=G} . For every g:G ��� H , we define, u :A ����� AG G g g 0 1X XG H
0 Has u =a

�
v . We have satisfied 2) for n=0 .g 1 gV Xg H
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m mNow suppose that n≥0 and we have defined all X for m≤n+1 , and all u for m≤n ;G g
n+2 n+1we'll define the X and the u .G g

�
G H n+1For every g:G ��� H , we define V ∈P and v :A ��� A such that X 
 V ,g H g n+1 V H gX gG

n+1 nζ =(X , V , v ) is a factor for (A , A , Φg, Ψg) , and ξ ≤ ζ ; for this, we useg G g g G H g g
5.(i).

g h k=hgNext, let us fix the triple (g, h, k)=(G ����� H ����� K, G ����������� K) ; we construct the
following diagram:

Ga vG G k KA ������������������������� A ������������� A Kn n+1 V � � aX X K ���
G G ���

���� �
K�

1
� �

v 3
�

An
� �

g � � Z (8)u
� �

���g
�

����
H w K � � K�

H A ����������������� A a�
a ����� V W��� g � �

��� 2
�

���H � K � � KA ����������������������� A an+1 v VX h hH

(we have omitted the subscripts from the a-arrows).

W and w are chosen so that η=(V , W, w) is a factor for (A , A , Φh, Ψk) such thatg H K
n+1ζ =(X , V , v ) ≤ η ; this makes 2

�
hold.h H h h

n+1Since ζ =(X , V , v ) is a factor for (A , A , Φg, Ψg) , and η=(V , W, w) is ag G g g G H g
factor for (A , A , Φh, Ψh) , and, Φ and Ψ being functors, Φk=(Φg)

�
(Φh) andH K

n+1Ψk=(Ψg)
�
(Ψh) , it follows that θ=(X , W, w

�
v ) is a factor for (A , A , Φk, Ψk) .G g G K

n+1Since ζ =(X , V , v ) is another factor for the same (A , A , Φk, Ψk) , by 5.(ii),k G k k G K
there is a common shift of θ and ζ : this is precisely the existence of Z in (7) so as tok
make 3

�
hold.

�
Let us re-denote the set Z∈P as Z to emphasize its dependence on the composableK (g, h)
pair (g, h) ( k=h

�
g ) .

Next, consider an object K of G , and define
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DEFn+2X = � ��� {Z : (g, h) composable, codom(h)=K} .K (g, h)

Define, for k:G ��� H , the arrow

n+1 G Ku :A ����� Ak n+1 n+2X XG K

n+1 n+2 n+1 n+2so as to make ξ =(X , X , u ) the X -shift of the factork G K k K
n+1ζ =(X , V , v ) .k G k k

DEF DEFn n n+1 n n+1 n+1 n+2 n+1With ξ = (X , X , u ) , ξ = ξ =(X , X , u ) , we do have thatk G K k k k G K k
n n+1ξ ≤ξ , to satisfy condition 3) .k k

Returning to the a triple (g, h, k) as before, and the corresponding diagram (7), with
nZ=Z , we have 1

�
by the inductive assumption ξ ≤ζ . We complete the diagram (7)(g, h) g g
Ka n+2with an arrow Z ����������� X , and we see that the composite arrow(g, h) K

G K n+1 G K n+1A ��� A equals u , and the one A ��� A equals u . We obtainedn+1 n+2 k n+1 n+2 hX X X XG K H K
that the requirement 4) holds as the commutativity of the outside of the completed diagram
(7).

1) holds with n+1 in place of n . 2) holds as stated.

The recursive construction is complete.

We complete the proof of 6. Lemma by taking colimits.

In more detail:

n
�

For G∈G , define X = � ��� X . Since ℵ <κ , and κ is regular, X ∈P .G G 0 G Gn∈
�

GFor G∈G , let Γ(G) = A . For g:G ��� H , letXG
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n G HΓ(g) = colim u : Γ(G)=colim A ����������� colim A =Γ(H) ;g n n+1X XG H

in other words, Γ(g) is determined by the commutativity of

Γ(g)G HA ����������������������������� AX XG H� �

G
� �

Ha
� � �

an
� �

n+1X X
� �

X XG G
� �

H H
G HA ��������������������������� An n n+1X u XG g H

for every n . Indeed, on the one hand, the left vertical arrows are the colimit coprojections of
a diagram B:

� ����� A ; this fact is a case of rearrangement according to Fact 3, "case one". On
n Hu aG g H Hthe other hand, the composites A ��������������� A ��������������� A for n=0, 1, 2, ...n n+1 XX X HG H

form a cocone on the same diagram B , as a consequence of item 3) in the construction.

g hLet n∈
�

, and let G ����� H ����� K , k=h
�
g , and consider the diagram

Γ(g) Γ(h)G H KA ��������������������������� A ������������������������������������������� AX X XG H K� �
�

H
�

K
��

1
�

a
�

2
�

a
�� � �� �

n+1
�

G
�

ua
�

H h H�
A ��������������������������������� A .�

n � � n+1 � � n+1�
u ��� X ��� X�
g ��� H ��� H�
��� ������ 3

�
��� K��� ��� a� �

G KA ����������������������������������� An n n+1X u XG k K

1
�

and 2
�

hold by the definitions of Γ(g) and Γ(h) . 3
�

is item 4) of the construction.
The resulting outside commutativity says that

Γ(h)
�
Γ(g)G KA ������������������������������������� AX XG K� �� �

G
� � �

Ha
� �

a� �� �
G KA ����������������������������������� An n n+1X u XG k K
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commutes for all n -- which says that Γ(h)
�
Γ(g) answers the description of, and

therefore equals to, Γ(k) .

This completes the proof of 6. Lemma.

7. Proposition Assume:

κ is a regular cardinal, κ≥ℵ ;1
G is a category such that #G<κ ;
A is a cocomplete category;
I is class (set) of arrows in A such that for every f∈I , both dom(f) and

codom(f) are κ-presentable.

Then

G(A) (A ) (A)〈
�

[Po[I]],G 〉 =
�

[ 〈
�

[Po[I],<κ],G 〉] .

Proof The fact that the class on the right-hand side is contained in the one on the
left-hand side is obvious.

Let ϕ:Φ ��� Ψ be an arrow in the class on left-hand side. By the conclusion (1) stated at the
start of this section, drawn from the work in previous sections, we have, for each G∈G , a
κ-good diagram A :P ��� A with links in the class Po[I] , and such thatG G
〈A 〉=ϕ :ΦG ��� ΨG .G G

Recall the notion of good (not just κ-good) factorization.

With a limit ordinal α , let 〈x 〉 be an indexing by ordinals of the set
�

P .β β<α GG∈G

We are going to construct, by transfinite recursion, a transfinite system

ρ σG β β〈 Γ ∈A , Φ ����������� Γ ����������� Ψ 〉β β β<α

βof good factorizations of ψ , with carriers X (G∈G , β<α) , "carrying" the arrowsG

G HΓ (g) : Γ G=A ����������� A =Γ H ( g:G ��� H ) , (9)β β β β βX XG H

and with the following additional properties:

β1) For a fixed G∈G , the carriers X form an increasing continuous system whoseG
union is P :G
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γ βa) γ≤β<α 
�
�� X 
 X ;G G
γ βb) for β limit ordinal, � ��� X = X ;G Gγ<β

c) for G , β and x∈P if ι(x)=x , for ι the coprojectionG γ
γ+1ι:P ��� �

P (briefly, if x ∈P ), we have x∈X .G G γ G GG∈G

β+1 β2) Whenever β+1<α , #(X -X ) < κ ("small increments").G G

3) For any g:G ��� H in G , and γ≤β<α , the diagram

Ga γ βX XG G G GA ��������������������������� Aγ βX XG G� �� �� �
Γ g

� � �
Γ gγ

� �
β� �

H HA ��������������������������� Aγ H βX a XH γ β HX XH H

commutes.

Before we carry out the construction, we want to elaborate on the (rather obvious) fact that the
construction proves the proposition. For this purpose, one repeatedly uses the fact that colimits
in a functor category are computed componentwise.

Suppose we have 1) to 3) done.

We have natural transformations µ :Γ ��� Γ (γ≤β) for which (µ ) = a : theγβ γ β γβ G γ βX XG G
naturality of µ is 3).γβ

GWe have a functor Γ:[α)={β:β<α} ��������� A for which Γ(β)=Γ , andβ
evΓ G GΓ(γ≤β)=µ ; for G∈G , the G-component [α) ����� A ������������� A of Γ is the functorγβ

[α) ������� A defined as

G Gβ ������� A , (γ≤β) ������� a .β γ βX X XG G G

GΓ is a continuous transfinite system Γ:[α) ��� A : for β a limit ordinal <α ,
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〈 µ :Γ ��� Γ 〉 is a colimit cocone on the diagram Γ � [β) , because this holds afterγβ γ β γ<β
evaluation at every G∈G :

a γ βX XG G G G〈A ����������������� A 〉γ β γ<βX XG G

is a colimit cocone on the diagram

a δ γX XG G G G〈A ����������������� A 〉 ,δ γ δ≤γX XG G

G Gthis fact being a case of "rearrangement" of the colimit A =colim(A � X) according toX
"case one" of Fact 3.

GIn fact, we have an extension of Γ , also denoted Γ , to Γ:[α] ��� A (that is, Γ(α) is
defined) as follows.

The system 〈 σ :Γ ��� Ψ 〉 of natural transformations σ is a colimit cocone on theβ β β<α β
diagram Γ , since after evaluation at every G∈G , this is true:

a γX �
G G G〈A ��������������� A 〉β � β<αXG

is a colimit cocone on the diagram

a γ βX XG G G G〈A ����������������� A 〉 ,γ β γ≤β<αX XG G

G Gthis fact being a case of "rearrangement" of the colimit A =colim(A ) according to "case�
βone" of Fact 3 because of � ��� X = P , which holds by 1)c).G Gβ<α

At the same time, we see that the composite 〈 Γ 〉 of Γ is ϕ , since this fact is true after
evaluation at each G∈G .

GFor G∈G , the G-components of the links µ of the A -system Γ , which are theγ , γ+1
Garrows a , are in � [Po[I], <κ] by condition 2) and Fact 5, part 2). Therefore,γ γ+1X XG G

41



they are in
�

[Po[I],<κ] , by 2. Prop., part (i) ("in fact,..."). In other words, the links µγ , γ+1
themselves are in 〈

�
[Po[I], <κ], G 〉 .

G(A )We have shown that ϕ belongs to
�

( 〈
�
[Po[I], <κ], G 〉) as desired.

In turn, we carry out the construction 1) to 3).

0 GFor β=0 , we let Γ =Λ , ρ =id , X =B .0 0 Λ G �
Let β<α , and suppose all items for smaller ordinals have been defined. The new items to be
defined are the ones displayed in (9).

If β is a limit ordinal, the new items are uniquely determined by conditions 1)b) (defining the
βsets X (G∈G) ) and 3). Given g:G ��� H , the facts of 1)a) and 3) being true, for all pairsG

(δ,γ) such that δ≤γ<β in place of (γ , β) , ensure that there is a unique arrow Γ gβ
satisfying 3) with all γ<β , because

a γ βX XG G G G〈A ����������������� A 〉γ β γ<βX XG G

is a colimit cocone on the diagram

a δ γX XG G G G〈A ����������������� A 〉 ,δ γ δ≤γX XG G

G Gthis fact being a case of "rearrangement" of the colimit A =colim(A � X) according toX
"case one" of Fact 3.

(One is tempted to dismiss the issue by putting

DEFβ γΓ ≅ colim Γ ,
γ<β

but this is of course not enough: we are not defining things here merely up to isomorphism).

It remains to handle the case when β is a successor ordinal, β=γ+1 .

Recall the construction of the "end-segment" diagram A
�
R and the facts about it from Fact 5.
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We will apply 6. Lemma to the the arrow σ :Γ ����� Ψ in place of ϕ:Φ ����� Ψ , the diagramγ γ
γ γA

�
X :P

�
X ������� A in place of A :P ����� A (one for each G∈G ) .G G G G G G

G γ γNote that Γ (G) = A = (A
�
X ) . Note that, by Fact 5 , the κ-good diagram A

�
Xγ γ G G � G GXG

generates as its composite the arrow

G G G(σ ) = a :A ��������� A .γ G γ γ �
X � XG G

We have x ∈
�

P , picked out by the ordinal β at hand. Let G ∈G be the object forβ G 0G∈G
which x ∈P . For an application of 6. Lemmma, we put Y =x

�
, and Y =∅ forγ G G γ G0 0

G≠G .0

γ � γ � γ γBy Fact 5, (P
�
X ) is identified with P � X = {Z∈P :X 
 Z & #(Z-X )<κ} , and theG G G G G G G

γ � � γdiagram (A
�
X ) with A restricted to P � X . Thus, 6. Lemma gives us,G G G G G

a functor Γ :G ��� A (as Γ of 6.Lemma),β

στ βnatural transformations Γ ��������� Γ ����������� Ψ such that σ
�

τ=σ ,γ β β γ

and

β � γ βfor each G , a set, denoted X (as X ) in P such that X 
 X ,G G G G G
β γ#(X -X ) < κ , andG G

G G G G G G GΓ (G) = A , τ =a :A ������� A , (σ ) =a :A ������� Aβ β G γ β γ β β G β β �
X X X X X X � XG G G G G G G

.

This is sufficient.
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§5 The final part of the proof, not using good diagrams

The next proposition is completely independent from the work done so far.

8. Proposition Assume that

κ is a regular cardinal;
A is a locally κ-presentable category;
I is a set of arrows in A .κ

(A )(A) κThen
�
[Po [I], <κ] = Po[

�
[Po [I], <κ]] .

Proof The fact that the right-hand side is contained in the left-hand side is obvious.

Let me use the notation � [J, α] for the class of all continuous transfinite systems
A:[α] ��� A of length α whose links are in the class J . Thus,
f∈

�
[J, α] ���	� ∃A∈� [J.α].f= 〈A 〉 .

� [α] denotes the class of all continuous transfinite systems A:[α] ��� A of length α ,
without anything being said on links.

Let α be an ordinal <κ , and let A∈� [Po[I], α] . For every β<α , we have, and we fix,
a pushout diagram

aβ, β+1A ��
	
	
	
	
	
	
	
	
	� Aβ β+1� �� �
p

� 
 �
qβ

� �
β� �� �

D ��
	
	
	
	
	
	
	
	
	� Cβ f ββ

with f ∈I .β

We are going to construct B∈� [Po[I], α] , B:[α] ��� A (!) such that the given diagramκ
A is a pushout of B (see §1), and, in particular, 〈A 〉 is a pushout of 〈B 〉 . The
construction will be a recursive one; we will construct the restriction B � [β]:[β] ��� A byκ
recursion on the ordinal β≤α . Simultaneously, we have to produce other items, to keep the
recursion going.

More fully stated, we propose to construct an "augmented triangular matrix of objects and
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arrows" in A (mostly in A ):κ

µobjects B ( β≤α , β≤µ≤α ) in A ;β κ

µbµ γβ µ"horizontal" arrows B ��
	
	
	
	
	
	� B ( γ≤β≤µ≤α );γ β

νµbν β µ"vertical" arrows B ��
	
	
	
	
	
	
	� B ( β≤ν≤µ≤α );β β

µ �bµ β"upper augmentation" arrows B ��
	
	
	
	
	� A ( β≤µ≤α );β β

"lower augmentation" arrows
� �
p qβ β β+1 β+1D ��
	
	
	
	
	� B , C ��
	
	
	
	
	
	� B ( β<α );β β β β+1

all subject to the following 1) to 4):

µ1) For any µ≤α , the "horizontal" diagram B :[µ] ��� A is a continuousκ
transfinite system.

µ[Explanation: B is defined by

DEF DEFµ µ µ µB (β) = B , B (γ≤β) = b ;β γβ

thus, we require

µ µ µ µb = id , b � b = b ( δ≤γ≤β≤µ ) ;ββ γβ δ γ δβ
and

for β≤µ a limit ordinal,

µ µ µ µ〈b :B ��
	
	� B 〉 is a colimit cocone on the diagram B � [β) .]γβ γ β γ<β

2.1) For any β≤α , the "vertical" diagram B :[β, α] ��� A is a (not necessarilyβ κ
continuous) transfinite system.

[Explanation: [β, α] = {µ:β≤µ≤α} ,
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DEF DEFµ µB (µ) = B , B (ν≤µ) = b ;β β β γβ

thus, we require

µµ νµ ρν ρµb = id , b � b = b ( β≤ρ≤ν≤µ ) ;β β β β

Moreover,

µ � µ2.2) 〈b :B ��
	
	� A 〉 is a cocone on the diagram B .β β β β≤µ<α β

[that is:

µ � νµ ν �b � b = b ( β ≤ ν ≤ µ ≤ α ) ]β β β

3) The following are pushouts:

µbµ γβ µB ��
	
	
	
	
	
	
	� Bγ β� �
νµ

� �
νµ3.1) b

� 
 �
b ( γ≤β≤ν≤µ≤α )γ

� �
β� �� �

ν νB ��
	
	
	
	
	
	
	� Bγ ν βbγβ

aγβA ��
	
	
	
	
	
	
	� Aγ β� �
µ �

� �
µ �3.2) b

� 
 �
b ( γ≤β≤≤µ≤α )γ

� �
β� �� �

µ µB ��
	
	
	
	
	
	
	� Bγ µ βbγβ
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β+1 β+1B ��
	
	
	
	
	
	
	� Bβ β+1 β+1b� β, βββ+1 �
β, β+1

� �
b

� �
β

� �� �� ��
β

� �
3.3) B


 �
q ( β<α )β

�
β+1��

� � �
p

� �
β
� �� �� �

fβD ��
	
	
	
	
	

 
 
	
	
	
	� Cβ β

4) For all β≤α , we have

Aβ � β �� b� � β� �� �� �
p

�
� ββ

�
B� �

β� �� �� � ��
pβDβ

αThe desired entity, denoted B:[α] ��� A above, is going to be the "horizontal" diagram Bκ
αmentioned in 1) for µ=α . 3.3) says that the links of B are in Po[I] ; 3.2) says, for

γ=0 , β=µ=α , that 〈A 〉 is a pushout of 〈B 〉 . Thus, the construction, once it is carried out,
will certainly prove the proposition.

Suppose β≤α , and the construction of entities marked as sub- or superscripts by ordinals
γ<β has been carried out.

0 � 0 �For β=0 , we only need to say that B =D , p =id , and b =p .0 0 0 D 0 00

Let β>0 be a limit ordinal, β≤α .

The construction of the entities marked by β (and, possibly, by smaller ordinals) is carried
out in two steps. In the first step, we construct entities like the required ones except the arrow

� βp :D ��
	� B of which we don't obtain a version. In order to be able to get the last arrow, inβ β β
the second step, we modify, by an appeal to Fact 6, the system we got in the first step.

The first step of the construction is a straightforward "taking-limits" action.

The entities gotten in the first step are denoted by the letters E (when they are objects) and e
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(when they are arrows); their sub- and superscripts will exactly follow their, eventually
desired, B- , respectively b-versions.

We define, for γ<β ,

DEFβ νE = colim B = colim (B � [γ , β)) ,γ γ γν<β

with B � [γ , β) the "vertical" diagram B (see 2)) restricted to the setγ γ
[γ , β)={ν:γ≤ν<β} .

βSince γ<β≤α< κ , the definition makes E κ-presentable.β

νβ ν βThe vertical arrow e :B ��� E is a colimit coprojection ( ν<β ).γ γ γ

β β β βThe horizontal arrow e :E ��� E is defined, through E being a colimit, by theδ γ δ γ δ
requirement that, for all ν<β , the following commute:

βeβ δ γ βE ��
	
	
	
	
	
	
	� Eδ γ� �
νβ

� �
νβe

� �
eδ

�
�

�
γ� �

. (1)� �
ν νB ��
	
	
	
	
	
	
	� Bδ ν γbδ γ

One notes that 3.1) for ordinals <β implies that (1) is, in fact, a pushout square as we want to
fulfill 3.1) for the new cases.

β � β βFor γ<β , the vertical arrow e :E ��
	
	
	� A is defined, again by E being a colimit, byγ γ γ γ
β � νβ ν �the condition that, for all ν<β , e � e =e .γ γ γ

Using, for δ≤γ<β , the (already known) pushouts

aδ γA ��
	
	
	
	
	
	
	� Aδ γ� �
µ �

� �
µ �b

� 
 �
bδ

� �
γ� �� �

µ µB ��
	
	
	
	
	
	
	� Bδ µ γbδ γ
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we see that the squares

aδ γA ��
	
	
	
	
	
	
	� Aδ γ� �
β �

� �
β �e

� 
 �
e (2)δ

� �
γ� �� �

β βE ��
	
	
	
	
	
	
	� Eδ β γeδ γ

are pushouts.

DEFβ β βE = colim E = colim E � [β) ,β γγ<β

β β βb :B ��
	
	� B : colimit coprojections.γβ γ β

βSince β≤α , and α<κ , E is κ-presentable.β

βNote that there are no new pushout requirements according to 3.1) involving the object E .β
However, we need, and do have, the pushout

aγβA ��
	
	
	
	
	
	
	� Aγ β� �
β �

� �
β �e

� 
 �
e (3)γ

� �
β� �� �

β βE ��
	
	
	
	
	
	
	� Eγ β βeγβ

as a "horizontal" colimit of the pushouts (2).

β βA is locally κ-presentable; since E ∈A , the comma category
�
=E � A is also locally0 κ 0

βκ-presentable, and its κ-presentable objects are those in
�
=E � A . For the objectκ 0 κ

A0
β �

�
X = e of

�
, the comma category

� � X is κ-filtered, and the forgetful functor0
�

κ
βE0
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F :
� � X ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� �

κ

xY ��
	
	
	
	
	
	
	
	
	
	� A Y� 0� � �
� �

� �
� � � 
	
	
	
	
	� y

�
(Y, y, x) = y � �

β �
�� �

eβ 0 βE E0 0

has X as its colimit, via the cocone (Y, y, x)
� � x .

� � βLet us write
�

for the comma category
�
=E � A , and take the functor "pushout alongβ

β β βe :E ��
	
	
	� E ":0β 0 β

�

G:
� ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	� �

�

u
�

u
�

Y ��
	
	
	� Z Y ��
	
	
	� Z� � � � �
y
� � � 
	
	
	
	
	� y

� �� �
z

� � ��
zβ βE E0 β

Aβ
� β �

�
By (3) for γ=0 , the value of G at X is (can be taken to be) X = e . G preservesβ

�
βEβ

colimits; it preserves the colimit of F described above. Combine this fact with the fact that
�

the forgetful functor
� ��� A preserves connected colimits, in particular, the colimit of

�

G � F:
� � X ��� �

.κ
�

�
xIt follows that the system 〈Y ��
	
	
	� A 〉 , indexed by the commutative trianglesβ (Y, y, x)

xY ��
	
	
	
	
	
	
	
	
	
	� A� 0� �
� �

�
� �

(Y, y, x) = y � �
β � , is a colimit cocone on the κ-filtered diagram� �

eβ 0E0

� � X ��
	
	
	
	
	
	
	� A (4)κ
;�

(Y, y, x)
� 
	
	
	� Y
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�
� �

xhere, Y and Y ��
	
	
	� A are defined, for a variable triple (Y, y, x)∈Ob(
� � X) , by theβ κ

diagram

a0βA ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� A0
�

β� � �� � x � (


) x

� �� � � �� � � �
β �

� � �
β �e

�
� Y ��
	
	
	
	
	
	
	� Y �

�
e .0

� �
�

�
β� � � �� � � � �� �

y



y � ��

β βE ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� E0 β βe0β

We now apply the fact that the object D is a κ-presentable. Therefore, the arrowβ
p :D ��� A factors through an object of the diagram (4); that is, there are, and we fix such,β β β

� � β �triple (Y, y, x)∈Ob(
� � X) , and an arrow u:D ��� Y such that x � u=e .κ β β

β β β β � β � βWe define the objects B as B =Y , B as B =Y , and the arrows b :B ��� A as0 0 β β β β β
β � � � β �

b =x , p :D ��� B as p =u .β β β β β

β βIn between, the transfinite system B :[β] ��� A is defined as the pushout of E alongκ
β β βy:E ��� Y=B (see §1 for this notion); this matches the definition of B given before.0 0 β

β � β � β βFor γ≤β , we have the arrows b :B ��� A (γ≤β) and y :E ��� B , defined by theγ γ γ γ γ γ
diagram

a0γA ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� A0
�

γ� β �
�� � x



b

� �
� γ

�� � � ��
β

��
b

�
β �

�
β 0γ β

�
β � ;e

�
� B ��
	
	
	
	
	
	
	� B �

�
e0

� �
0 γ �

�
γ� � � �� � � � �� �

y



y � ��
γ

β βE ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� E0 β γe0γ

β � β � �
this matches the previous determination of b ; also, b =x and y =y .β 0 γ
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νβWe complete the definition of the remaining arrows for the stage β by putting b =γ
� νβy � e (γ≤ν≤β) .γ γ

By what we have, the conditions under 3) for β hold true.

This completes the recursive step for β≤α a limit ordinal.

Finally, let β≤α be a successor ordinal, β=γ+1 . We have the items that are marked by γ
and lesser ordinals.

The outside square of the following diagram:

A ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� Aγ � a
�

β� x γβ � �� � x
� �

γ �
� � 
 � �

b
� � � �

γ
�

� Y ��
	
	
	
	
	
	
	� Y �� � �� � � ��
�

�� � �
γ � y

�
(5)B � � �

qγ



y
�

β� �� �� � �
� � �
p

� �
γ
��

fγD ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� Cγ γ

is, via 4), the pushout

aγβA ��
	
	
	
	
	
	
	� Aγ β� �� �
p

� 
 �
qγ

� �
β� �� �

D ��
	
	
	
	
	
	
	� C .γ f γγ

γ �From this, we obtain (as before), for an arbitrary factorization (Y, y, x) , x � y=b , of theγ
γ �

� � �

arrow b , by pushout, the diagram (5), involving a factorization (Y, y, x) ,γ
� �
x � y=q (=q ) , of the arrow q .β γ+1 β

Since A is the colimit of the objects Y∈A , arranged in the κ-filtered diagramγ κ
x

�

[(Y ��
	� A )
� � Y]:A � A ��
	
	
	� A , we have that A is the colimit of the objects Y , via theγ κ β
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x
�

diagram [(Y ��
	� A )
� � Y]:A � A ��
	
	
	� A . [This argument was done more carefully in anγ κ

essentially identical case above.]

γ �Since D (=D )∈A , it follows that there is (Y, y, x) , x � y=b , such thatβ γ+1 κ γ
�

�
x u

�

p :D ��� A (not in the (5)) factors through Y ��
	
	
	� A : we have an arrow u:D ��
	� Yβ β β β β
�

such that x � u=p .β

We define β-indexed items by appropriately (re-)naming things in (5):

A ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� Aγ � a
�

β� β � γβ β �
�

� b b
�� � γ β

� �
γ �

� � 
 �
b

�
β β

�
γ

�
� B ��
	
	
	
	
	
	
	� B �� �

γ β β
�� �

b
� ��

γβ γβ �
��

b
� �

γ � γ
�

B � � �
qγ



q

�
ββ

� �� �� � �
� � �
p

� �
γ
��

fγD ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� Cγ γ
�

We define p =u . Furthermore, we defineβ

DEF DEF DEFβ γ β � γ � β β γB � [γ) = B , b = b for δ<γ , b = b � b .δ δ δβ γβ δ γ

This completes the proof of 8. Lemma.

Although the following 9. Lemma has nothing to do with transfinite composites or good
diagrams, its proof is quite similar to that 6. Lemma. The situation for 9. Lemma is a more

Gelementary one. Both lemmas lift facts for the category A to the functor category A . There
may be a common generalization that would spare us the repetitions involved.

9. Lemma Suppose given:

� κ : regular cardinal, κ≥ℵ ;1
� G : category of size <κ ;
� A : locally κ-presentable category;

� functors and natural transformation
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G� ��
ϕ

�
Φ
� ��
	
	
	� �

Ψ ;� �� �
� �

A

� a family, indexed by objects G∈Ob(G) , of pushout diagrams

ϕGΦG ��
	
	
	
	
	
	
	
	� ΨG� �� �
p

� 
 �
qG

� �
G (6)� �� �

D ��
	
	
	
	
	
	
	
	� CG f GG

(involving components of the natural transformation ϕ:Φ ��� Ψ , already introduced before)
such that f ∈Arr(A ) .G κ

Assertion: there exist

� functors and natural transformation

G� ��
ψ

�
∆
� ��
	
	
	� �

Γ ;� �� �
� �

Aκ

taking values in A ,κ

� a pushout diagram

ϕΦ ��
	
	
	
	
	
	
	� Ψ� �� �
ρ
� 
 �

σ� �� �� �
∆ ��
	
	
	
	
	
	
	� Γψ

Gin A (at each G , we have a pushout diagram of the corresponding components),
"interpolating" (6): there are

� for each G , arrows t and u as in:G G
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ϕGΦG ��
	
	
	
	
	
	
	
	� ΨG� �� �
ρ

� 
 �
σG

� �
G� �� �

∆G ��
	
	
	
	
	
	
	
	� ΓGψG� �� �
t

� �
uG

� 
 �
G� �� �

D ��
	
	
	
	
	
	
	
	� CG f GG

such that, furthermore

� � ρ � t =p , σ � u =q .G G G G G G

Proof Let g:G ��� H . The required items should fit into the diagram

ΦH ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨH
�
�

�
�

��� ���
���

�
���

�
���

�
���

�
���

�
���

�
� �

ΦG ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨG
��� ��

�
� ∆H ��
	
 
	
	
	
	
	
	
	� �

� ΓH�
���

�
����

���
�

����
���

� �
���

�
���

�
���

�
� �

∆G ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� ΓG
�� ���

D ��
	
	
	
 � 
	
	
	
	
	
	
	
	
	
	� C�
. ⋅ H

�
. ⋅ H�

. ⋅ . ⋅⋅ ⋅D ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� CG G

with the expected arrows, partly generated by the given g ; the dots are to point to what is
missing in the data from the point of view of the goal.

By recursion of n , we construct:

for every n∈
�

and G∈Ob(G) ,

n n� objects D , C of A ,G G κ

n n n+1 n n+1� arrows r :D ��� ΦG , t :D ��� D ,G G G G G
n n n+1 n n+1� s :C ��� ΨG , u :C ��� C ,G G G G G
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n n n� f :D ��� C ,G G G

gand for all n∈
�

and G ��
	� H ∈ Arr(G) ,

n n n+1 n n n+1� arrows d :D ��� D , c :C ��� C ;g G H g G H

satisfying the requirements displayed as follows:

n+1ϕ fG n+1 G n+1ΦG ��
	
	
	
	
	
	
	
	� ΨG D ��
	
	
	
	
	
	
	
	
	
	
	� CG G� � � �
n
� �

n n+1
� �

n+1r
� 
 �

s t
� �

u� � G
� �

G , G
� 
 �

G ,� � � �� � � �
n n n nD ��
	
	
	
	
	
	
	
	� C D ��
	
	
	
	
	
	
	
	
	
	
	
	� CG n G G n Gf fG G

n+1fn+1 H n+1n D ��
	
	
	
	
	
	
	
	
	
	
	
	� Cd �
� H �

� Hg ��� ���
��� ��� ; (7)

��� � ��� n
��� ��� c� � gn nD ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� CG n GfG

for all G :

0 0 0� � f = f , r = ρ , s = σ ;G G G G G G

for all G and all n :

n+1 n+1 n n+1 n+1 nr � t =r , s � u =u ;G G G G G G

g h k=h � gand, for all G ��
	� H ��
	� K , G ��
	
	
	
	
	
	
	� K :
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n+1 n+1t un G n+1 n G n+1D ��
	
	
	
	
	
	
	
	
	
	
	� D C ��
	
	
	
	
	
	
	
	
	
	
	� CG G G G� � � �
n
� �

n+1 n
� �

n+1d
� �

d c
� �

cg
�

�
�
k g

�
�

�
k� �

� � � �
. (8)� � � �

n+1 n+2 n+1 n+2D ��
	
	
	
	
	
	
	
	
	� D C ��
	
	
	
	
	
	
	
	
	� CH n+1 K H n+1 Kd ch h

We put (as we must)

0f DEF f0 G 0 GD ��
	
	
	
	� C = D ��
	
	
	
	� C ,G G G G

0r DEF p0 G GD ��
	
	
	
	� ΦG = D ��
	
	
	
	� ΦG ,G G

0s DEF q0 G GC ��
	
	
	
	� ΨG = C ��
	
	
	
	� ΨG .G G

Let g:G ��� H .

Using the canonical κ-filtered-colimit-of-κ-presentables representation of the object ΦH , we
find objects D ∈A and arrows d , t , r ,g κ g g g

d t rg g gD ��
	
	
	
	� D , D ��
	
	
	
	� D ��
	
	
	
	� ΦH ,G g H g

such that

Φg � p =r � d r � t =pG g g g g HD ��
	
	
	
	
	
	
	
	
	
	
	
	� ΦH , D ��
	
	
	
	
	
	
	
	
	� ΦH .G H

Taking a fixed H∈Ob(G) , and looking at all g:G ��� H with the fixed H , of which there are
<κ-many only, we can make the above items dependent on H only. We have D, t and r ,

gdepending on H alone, and we have, for each (G, g) such that G ��
	� H , the arrow d , asg
follows:

dg 0 t
�

rD ��
	
	
	
	� D , D ��
	
	
	
	� D ��
	
	
	
	� ΦH ,G H

such that,
Φg � p =r � d r � t =pG g HD ��
	
	
	
	
	
	
	
	
	
	
	� ΦH , D ��
	
	
	
	
	
	
	
	
	� ΦH .G H
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Using (6), we have the pushouts

ϕHΦH ��
	
	
	
	
	
	
	� ΨH� �� � �
r
� 
 �

r�
� � �

D ��
	
	
	
	
	
	
	
	� D r � t=q .H� � �

t
� �

t� 
 �� �
D ��
	
	
	
	
	
	
	� CH f HH

x yConsider variable triples (X, x, y) such that X∈A , D ��
	� X ��
	� ΦH andκ
y � x=rD ��
	
	
	
	
	
	� ΦH . and apply pushout to get the diagram

ΦH ��
	
	
	
	
	
	
	� ΨHϕ�
H

�� � �
y
� 
 �

y�
f

�

X ��
	
	
	
	
	
	
	
	� X� �� � �
x
� 
 �

x � � �� �
y � x=r . (9)�

�

D ��
	
	
	
	
	
	
	
	� D� � �

t
� �

t� 
 �� �
D ��
	
	
	
	
	
	
	� CH f HH

Since the object (ΦH, r) of the comma category D � A is a canonical κ-filtered colimit of
� �

objects (X, x) with X∈A , the object (ΨH, r) of the category D � ΨH is the κ-filteredκ
� � � � � �

colimit of the objects (X, x) , with colimit coprojections the y:(X, x) ��� (ΨH, r) .
Therefore, since C ∈A , we can choose (X, x, y) , y � x=r so that, for every (G, g) ,H κ
g

� �
G ��
	� H , there is c :C ��� X such that y � c =Ψg � q .g G g G

It is now worth looking at the diagram
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ΦH ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨH
�
� ϕ �

�
Φg ��� H ���

���
�

���
�

���
�
y ���

� �
���

�
��� Ψg

�
y� �

ΦG ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨG
�

ϕ
��

G
�

f
��

X ��
	
 
	
	
	
	
	
	
	� X� �� � � �� � � �
c

� �� �
g

� � � �

p
�

d
� �

x � t
�
q

�
x � tG g

� �
G

� �� � � � �� � �� �
D ��
	
	
	
 � 
	
 � 
	
	
	
	
	
	
	� C� �
H

� �
f H�

f HGD ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� CG G

(for f , see (9)). The "top" quadrangle is a naturality square, thus commutative. By also using
f � dg��
	
	
	
	� �

the other known commutativities, we get that the two arrows D X are coequalizedG ��
	
	
	
	�c � fg G
�

by the colimit coprojection y . Therefore, since D ∈A . we can make the choice ofG κ
(X, x, y) , depending on H alone, so that, in addition to what we had before, we also have

f � dg��
	
	
	
	� �

that for all g:G ��� H , those two arrows D X are equal.G ��
	
	
	
	�c � fg G

For a given object H , with the final choice of (X, x, y) and the items derived from
(X, x, y) , we define

DEF DEF DEF1 0 1D = X , t = t , r = r ,H H H
DEF DEF DEF1

�
0

�
1 �

C = X , u = t , s = r ,H H H
DEF1f = f (for f , see (9));H

and for g:G ��� H ,

DEF DEF0 0
�

d = t � d , c = t � c .g g g g

For all G∈Ob(G) , and all g∈Arr(G) , we have constructed

1 1 1 1 1 1 1 0 0D , C , t , u , r , s , f , d , c ,G G G G G G G g g

and have satisfied all relevant requirements; note that the two squares (7) mentioning n+2
are not relevant yet.

Let n≥0 , and suppose we have constructed, for all G∈Ob(G) and all g∈Arr(G) , the
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items

n+1 n+1 n+1 n+1 n+1 n+1 n+1 n nD , C , t , u , r , s , f , d , c .G G G G G G G g g

and items with lower indices.

We repeat the above, and construct the items

�
n+2

�
n+2

�
n+2 � n+1 � n+2 � n+2

�
n+2

�
n+1 � n+1D , C , t , u , r , s , f , d , cG G G G G G G g g

that satisfy the requirements stated for the corresponding desired unhatted items, except the
ones in (7).

g h k=h � gLet G ��
	� H ��
	� K , G ��
	
	
	
	
	� K , and consider the following diagrams, with entities already
constructed:

Φh �
� ΦK Ψh �

� ΨK
��� ���

��� ���Φg �
� Ψg �

�
�
� ΦH

�
�
� ΨH

�
���

� � n+2 ���
� � n+2�

�
r �

�
sΦG � �

K ΨG � �
Kn+1

� �
n+1

� �
r

� �
n+1 s

� � n+1�
H d

�
n+2

�
H c

�
n+2n+1

� �
k����� � D n+1

� �
k����� � Ct

�
������� K s

�
������� KG �������

�
G �������

�
n+1

�
n+1

�
D

� �
C

� �
G

� �
n+1 G

� � n+1� �
d

� �
cn+1

�
h n+1

�
ht

�
n+1 u

�
n+1G

�
�
� D G

�
�
� C

��� H ��� Hn � n n � nD d C cG g G g

Φh �
� ΦK ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� � � ΨK

��� ϕ Ψh ���
��� ���Φg �

� ϕ Ψg �
�

�
� ΦH ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� � ΨH

�
���

� � n+2 ���
� � n+2�

�
r ϕ �

�
sΦG ��
	
	
 � 
	
	
	
	
	
	
	
 �

K 
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨG � �
Kn+1

� �
n+1

� �
r

� �
n+1

�
s

��
H d

�
n+2 f

�
H

�
n+2n+1

� �
k����� � D ��
	
	
	
	
	
	
 n+1

� 
	
	
	
	
	
	
	
	
	
	
	
	
	� Cr
�

������� K s
� �

�����
� KG �������

�
G �������n+1

�
f n+1 ������� � n+1

�
D ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	� C c

�
G

� �
n+1 G k

� � n+1� �
d

� �
cn+1

�
n h n+1

�
ht

�
d n+1 f u

�
n+1G

�
g� � D ��
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
 G 
	
	
	
	
	� � � C

��� H
�

��� Hn � n � nD ��
	
	
	
	
	
	
	
	
	
	
	
	
 
	
	
	
	
	
	
	
	
	
	
	
	
	
	� C cG f G g

A part of the last diagram, the rectangle
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ϕKΦK ��
	
	
	
	
	
	
	
	
	
	
	
	
	� ΨK
� � �

� n+2
� 
 � � n+2r
� �

sK
� �

K ,� �
�
n+2

�
n+2D ��
	
	
	
	
	
	
	
	
	
	� CK

�
n+2 KfK

is a pushout.

Φ and Ψ are functors, and thus Φk=Φh � Φg , Ψk=Ψh � Ψg .

For these and other reasons, everything commutes, except the two quadrangles on the left side
and the right side, the ones that correspond to the two squares in (7).

�
n+2By an argument that, by now, must be familiar, for a fixed object K , we can "raise" DK

n+2to D , and have corresponding arrows with all hats removed, such that, first, the left sideK
g h k=h � gquadrangle becomes commutative, for all situations G ��
	� H ��
	� K , G ��
	
	
	
	
	� K , and then

g h k=h � gfurther so that, again for all G ��
	� H ��
	� K , G ��
	
	
	
	
	� K , the right side quadrangle becomes
commutative.

This completes the recursive construction.

To complete the proof of the lemma, we define

n n n∆G = colim D , ΓG = colim C , ψ = colim fG G G Gn∈
�

n∈
�

n∈
�

n+1 n+1t = colim t , u = colim uG G G Gn∈
�

n∈
�

n n+1more precisely, ∆G=colim D , where D :
� ��� A , D (n)=D , D (n<n+1)=t ,G G G G G G

and similarly for the others.

Since κ>ℵ , ∆G and ΓG are all in A .0 κ

Conditions (8) ensure that ∆ and Γ are indeed functors, (7) ensure that ψ is a natural
transformation.

This completes the proof of 9. Lemma.

10. Proposition Assume

κ is a regular cardinal, κ≥ℵ ;1
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G is a category of size <κ ;
A is a locally κ-presentable category;
J ⊆ Arr(A ) .κ

Then

G) (A )(A) (A κ〈Po [J],G 〉 = Po [ 〈Po [J],G 〉] .

Proof This is direct from 9. Lemma. We take an element ϕ:Φ ��� Ψ of the class on the
left. We have the assumptions of the lemma; in particular, the arrows f :D ��� C from J .G G G

(A )κThe natural transformation ψ:∆ ��� Γ constructed in the lemma is in 〈 Po [J],G 〉 , and ϕ
is a pushout of it.

Theorem Assume:

κ is a regular cardinal, κ≥ℵ ;1
G is a category such that #G<κ ;
A is a locally κ-presentable category;
I ⊆ Arr(A ) .κ

Then

G (A )(A) (A) (A ) (A) (A) κ〈
�

[Po [I]],G 〉 =
�

[Po [ 〈
�

[Po [I], <κ], G 〉]] .

��
	�(The conclusion in words: every natural transformation between functors G A whose��
	�
components are transfinite composites of pushouts of I-arrows is a transfinite composite of
pushouts of natural transformations whose components are <κ-length transfinite composites of
pushouts in A of I-arrows.)κ

(A )(A) κSince the class is 〈
�

[Po [I], <κ], G 〉 is essentially small, Jacob Lurie's lemma is
contained in the theorem.

Proof
G(A) (A) (A ) (A) (A)〈

�
[Po [I]],G 〉 =

�
[ 〈

�
[Po [I], <κ], G 〉]

�
7. Prop.
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G (A )(A ) (A) κ=
�

[Po [ 〈
�
[Po [I], <κ], G 〉]]
������������������������������

8. Prop.

G G (A ) (A )(A ) (A ) κ κ=
�

[Po [Po 〈
�
[Po [I], <κ], G 〉]]

������������������������������
(A )κ10. Prop. for J =

�
[Po [I], <κ]

G G (A )(A ) (A ) κ=
�

[Po [ 〈
�
[Po [I], <κ], G 〉]] .

Since I⊆Arr(A ) , and A is closerd under colimits of diagrams of size less than κ , weκ κ
(A )κhave J =

�
[Po [I], <κ] ⊆ Arr(A ) as well; thus, 10. Prop. is applicable.κ

(A )κObviously, Po [J] = J , justifying the last step.
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