PHYSICAL REVIEW E 79, 056113 (2009)

Self-sustained nonlinear waves in traffic flow
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In analogy to gas-dynamical detonation waves, which consist of a shock with an attached exothermic
reaction zone, we consider herein nonlinear traveling wave solutions to the hyperbolic (“inviscid”) continuum
traffic equations. Generic existence criteria are examined in the context of the Lax entropy conditions. Our
analysis naturally precludes traveling wave solutions for which the shocks travel downstream more rapidly
than individual vehicles. Consistent with recent experimental observations from a periodic roadway [Y. Sug-
iyama et al., N. J. Phys. 10, 033001 (2008)], our numerical calculations show that nonlinear traveling waves
are attracting solutions, with the time evolution of the system converging toward a wave-dominated configu-
ration. Theoretical principles are elucidated by considering examples of traffic flow on open and closed

roadways.
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I. INTRODUCTION AND PROBLEM FORMULATION

The economic costs in terms of lost productivity, atmo-
spheric pollution, and vehicular collisions associated with
traffic jams are substantial both in developed and developing
nations. As such, the discipline of traffic science has ex-
panded significantly in recent decades, particularly from the
point of view of theoretical modeling [1]. Borrowing termi-
nology applied in Payne [2] and elsewhere, three generic
categories describe the approaches considered in most previ-
ous analyses. “Microscopic” models such as “follow the
leader” studies [3] or “optimal velocity” studies [4] consider
the individual (i.e., Lagrangian) response of a driver to his or
her neighbors, in particular, the vehicle immediately ahead.
“Mesoscopic” or “gas-kinetic macroscopic” analyses such as
the examinations of Phillips [5] take a statistical mechanics
approach in which vehicle interactions are modeled using
ideas familiar from kinetic theory. Finally, “macroscopic”
studies [2,6—11] model traffic flow using conservation laws
and a suitable adaptation of the methods of continuum me-
chanics [12,13], which yields governing equations similar to
those from fluid mechanics. It is this latter category of analy-
sis that is of interest here.

Treating the traffic flow as a continuum, we begin by
considering a one-dimensional Payne-Whitham model on ei-
ther an infinite roadway or, as with the recent physical ex-
periment conducted by Sugiyama er al. [14], a closed peri-
odic roadway, say of length N\. The governing equations for
mass and momentum read (e.g., Kerner and Konhiuser [9])

p;+ (pu), =0, (1.1)

ut+uux+lpx=l(ﬁ—u), (1.2)
p T

where the subscripts indicate differentiation, 7is a relaxation

time scale, u is the traffic speed, and p is the traffic density—

with units of vehicles/length. The traffic pressure, p, incor-

porates the effects of kinematic dispersion and the “preven-

tive” driving needed to compensate for the time delay 7; p is
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typically assumed to be an (increasing) function of the den-
sity only, i.e., p=p(p) [10,15]. Here, in order to have a well-
behaved theoretical formulation in the presence of shock
waves [16], we shall assume that p is a convex function of
the specific volume v=1/p (road length per vehicle). This
implies that dp/dv <0 and d*p/dv*>0, which holds for the
functions typically assigned to p in macroscopic models. Fi-
nally, #=ii(p) gives, for a particular traffic density, the de-
sired or equilibrium speed to which the drivers try to adjust.
The precise functional form of i is, to a certain degree, rather
arbitrary and indeed several variants have been proposed [1].
Generally, i is a decreasing one-to-one function of the den-
sity, with 0<@#(0)=izy<ec and i(p),)=0, where (i) p,, de-
notes the maximum density, at which the vehicles are nearly
“bumper-to-bumper”—thus € =p}",,1 is the “effective” (uni-
form) vehicle length. Note that € is larger, by perhaps 25%—
50%, than the actual length of a vehicle since true bumper-
to-bumper conditions are not anticipated even in very dense
traffic, and (ii) &g is the drivers’ desired speed of travel on an
otherwise empty road.

In this paper, we restrict ourselves to the representative
form @=iiy(1-p/ py)", where n is “close” to 1. We defer the
detailed treatment of the exact conditions on # that guarantee
the existence of self-sustained nonlinear traveling waves in
traffic to a later publication.

Ubiquitous attributes of the solutions to continuum traffic
models are stable shocklike features, which may arise even
in the absence of lane closures, traffic accidents, or other
bottlenecks (see, e.g., Kerner and Konhiuser [8] and Aw and
Rascle [10]). In analyzing such structures, a dissipative term
proportional to u,,, analogous to the viscous term in the
Navier-Stokes equations, is often added to the right-hand
side of the momentum Eq. (1.2) in order to “smear out”
discontinuities [1]. However, the physical rationale for this
term is ambiguous and the proper functional form is subject
to debate. Solutions such as those obtained by Kerner and
Konhéuser [8] and Kurtze and Hong [15], whose dynamics
are nontrivially influenced by viscous dissipation, must
therefore be interpreted with care. Herein, an alternative line
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of inquiry is proposed: we seek self-sustained traveling wave
solutions to the “inviscid” Egs. (1.1) and (1.2) on a periodic
or infinite domain, where shocks are modeled by discontinui-
ties, as in the standard theory of shocks for hyperbolic con-
servations laws [16]. As we demonstrate below, not only do
such nonlinear traveling waves exist, but they have a struc-
ture similar to that of the self-sustained detonation waves in
the Zel’dovich-von Neumann-Doering (ZND) theory [17].
According to the ZND description, detonation waves repre-
sent shock waves with an attached exothermic reaction zone.
In a self-sustained detonation wave, the flow downstream of
the shock is subsonic relative to the shock, but accelerating
to become sonic at some distance away from the shock.
Hence, the flow behind a self-sustained detonation wave can
be “transonic,” i.e., it may undergo a transition from sub-
sonic to supersonic. The existence of the sonic point, the
location where the flow speed relative to the shock equals the
local sound speed, is the key feature in the ZND theory that
allows one to solve for the speed and structure of the deto-
nation wave. Its existence also means that the shock wave
cannot be influenced by smooth disturbances from the flow
further downstream so that the shock wave becomes self-
sustained and independent of external forcing mechanisms.
Hence the sonic point is an “acoustic” information or event
horizon [18].

For the nonlinear traffic waves to be discussed herein, this
means that their formation, due to small initial perturbations,
is analogous to the ignition and detonation that can occur in
a metastable explosive medium. Although this analogy has
not, to our knowledge, been reported in the traffic literature,
the physical and mathematical similarities between detona-
tion waves and hydraulic jumps, described by equations
similar to Egs. (1.1) and (1.2), were recently pointed out by
Kasimov [19]. (The analogy between hydraulic jumps and
inert gas-dynamic shocks was recognized much earlier—see,
e.g., Gilmore er al. [20] and Stoker [21].) As with Kasimov’s
analysis, our aim is to herein exploit such commonalities to
gain additional understanding into the dynamics of traffic
flows, in particular, the traffic jams that appear in the absence
of bottlenecks and for no apparent reason [14]. From this
vantage point, insights are discerned over and above those
that can be realized from the solution of a Riemann problem
[10] or from the linear stability analysis of uniform base
states [8,15,11]. Indeed, when such linear instabilities are
present initially, our extensive numerical experiments sug-
gest that the resulting “phantom jams” (see Helbing [1] and
the many references therein) will ultimately saturate as non-
linear traveling waves, which we herein term “jamitons” and
formally define as follows: In an inviscid macroscopic traffic
model, a jamiton is the region of the nonlinear traveling
wave between a shock and a sonic point, which travels un-
changed at a constant velocity. The above observation pro-
vides a critical link between the initial and final states, the
latter of which can, under select conditions (see, e.g., Sec.
V D and Appendix A), be described analytically. Note as
well that the above definition provides an important point of
difference with the Korteweg—de Vries (KdV)-type traveling
wave solutions described by Kurtze and Hong [15], Komatsu
and Sasa [22] and others, which are obtained from a pertur-
bation expansion in the long wavelength limit about a point
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of linear instability. As we shall argue below, the present
model, subject as it is to a different set of well-articulated
assumptions, yields traveling waves of a different character,
which apply over a broader expanse of traffic densities.

In the spirit of gas dynamics (and shallow water flows,
astrophysics, etc.), shocks are introduced into the present (in-
viscid) model equations not because they serve as a literal
description of particle dynamics in the vicinity of sharp gra-
dients but rather as a mathematical idealization that allows
otherwise inaccessible insights (e.g., the exact solutions dis-
cussed below) to be discerned [6,10]. The disadvantage of
this approach is clear: we sacrifice any hope of accurately
modeling traffic behavior in the vicinity of sharp gradients of
density or speed. This is not to say, however, that our model
equations make nonsensical predictions away from this
shock transition region, which is, in all likelihood, not prop-
erly modeled even by a viscous (i.e., shock-free) continuum
model. Indeed, as we illustrate by way of a detailed example
in Sec. V, the exact solution offered by the inviscid equations
gives a reasonable leading-order estimate for the shape of
traveling wave solutions predicted by existing second-order
traffic models over a range of traffic “viscosities.”

The rest of the paper is organized as follows: in Sec. II,
we outline the basic requirements for Egs. (1.1) and (1.2) to
exhibit traveling wave solutions. To demonstrate the gener-
ality of this analysis, we consider in Sec. III modified forms
for the momentum equation (developed by Aw and Rascle
[10] and Helbing [11]). From this different starting point, the
salient details of Sec. II shall be reproduced. The analysis is
further generalized in Sec. IV, which considers a phase plane
investigation of the governing equations from Secs. II and
III. A particular example is studied, both theoretically and
numerically, in Sec. V in which # and p are assigned particu-
lar functional forms. Conclusions are drawn in Sec. VI.

II. TRAVELING WAVE SOLUTIONS

To determine periodic traveling wave solutions to the traf-
fic flow Egs. (1.1) and (1.2), we begin by making the solu-
tion ansatz, p=p(7) and u=u(7), where the self-similar vari-
able 7 is defined by

(2.1)

Here s is the speed, either positive or negative, of the trav-
eling wave. Equation (1.1) then reduces to

{p(u—-s)},=0, (2.2)

m
=p=—"01,

u-—s
where the constant m denotes the mass flux of vehicles in the
wave frame of reference. Substituting Eq. (2.2) into Eq.
(1.2), we obtain

d —s)(u -
du _ (u v)(zu b;)’ (23)
dng (u-s)-c
where we interpret #=i(p) as a function of u via Eq. (2.2).
Here c:(pp)”2>0 is the “sound speed,” i.e., the speed at
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which infinitesimal perturbations move relative to the traffic
flow.

Equation (2.3) is a first-order ordinary differential equa-
tion and therefore, barring pathological and unphysical
choices for ¢ and &, does not admit any smooth periodic
solutions. Hence, periodic traveling wave(s)—if they exist—
must consist of monotone solutions to Eq. (2.3) that are con-
nected by shocks. The simplest situation, as reproduced on a
closed track in the experiment of Sugiyama er al. [14], is one
in which there is exactly one shock (with speed s) per period.
The case of multiple shocks on a periodic or infinite road is
somewhat more nuanced and shall receive a less detailed
treatment here.

Before elaborating upon the solution attributes, we recall
that shocks arising from differential equations of form (1.1)
and (1.2) must satisfy two sets of conditions to be admis-
sible. First, they must satisfy the Rankine-Hugoniot condi-
tions [10,12,13], which follow from the conservation of mass
and momentum, and ensure that shocks do not become
sources or sinks of mass and/or momentum. Here, the
Rankine-Hugoniot conditions read

s[pl=[pu] (i.e., conservation of mass), (2.4)

slpu]l=[p + pu*] (i.e., conservation of momentum),
(2.5)

where s is the shock speed and the brackets [ ] indicate the
jump in the enclosed variable across the shock discontinuity.
These equations relate the upstream and downstream condi-
tions at the shock. In particular, let the superscripts + and —
denote the states immediately downstream (right) and up-
stream (left) of the shock, respectively. Then Eq. (2.4) is
equivalent to

pru"—s)=m=p(u ~-s), (2.6)

where the constant m is the mass flux across the shock. Of
course, for a shock embedded as the upstream boundary of a
jamiton, this m is the same as the one in Eq. (2.2).

In the spirit of many previous studies such as Kerner and
Konhéuser [8], Kerner et al. [23], and Aw and Rascle [10],
Eq. (2.5) is selected so as to be mathematically consistent
with the system of partial differential equations given by
Eqgs. (1.1) and (1.2). In actuality, the extent to which momen-
tum is conserved through regions of sharp traffic density
variation is highly questionable. While deriving, from first
principles, a more satisfactory shock conservation equation
remains an open research topic, we emphasize that the solu-
tion algorithm to be discussed below is essentially indepen-
dent of the form of the latter shock conservation equation.
Thus, alteration of Eq. (2.5) would require but trivial modi-
fications to the solution procedure.

The second set of conditions to be satisfied by the shock
are the Lax “entropy” conditions [13,16], which enforce dy-
namical stability. In the case of shocks in gas dynamics,
these conditions are equivalent to the statement that the en-
tropy of a fluid parcel increases as it goes through the shock
transition—hence the name. However, the existence of a
physical entropy is not necessary for their formulation: sta-
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FIG. 1. Characteristics on both sides of a left (a) and right (b)
shock in the frame of the shock. The flow direction is from left to
right in (a) and right to left in (b). The equations of the character-
istics are C+:dn/dt=(u—s=*c)/ 1, where 7 is defined by Eq. (2.1),
and s is the shock speed.

bility considerations alone suffice. Furthermore, these condi-
tions also guarantee that the shock evolution is causal.

For the particular system of equations in Egs. (1.1) and
(1.2), the Lax entropy conditions—given below in Egs. (2.7)
and (2.8)—state that one family of characteristics' must con-
verge into the shock path in space time, while the other fam-
ily must pass through it. Thus exactly two families of shocks
are possible, as illustrated in Fig. 1: the left (respectively
right) shocks have the left (respectively right) characteristics
converging upon them.

The above discussion implies that two cases are possible,
at least in principle: jamitons containing a left shock wherein
the mass flux, m, is positive, see item 1 below, and jamitons
containing a right shock wherein the mass flux, m, is nega-
tive; see item 2 below. However, as we argue after item 2,
only jamitons with m >0 are mathematically consistent; self-
sustained traveling waves carrying within them a right shock
are not permitted. This agrees with the experiment of Sug-
iyama et al. [14] and with one’s everyday driving experi-
ence: it is situations where individual vehicles overtake
shocks (hence m > 0) that are observed in reality, rather than
the converse.

Thus whereas in second-order traffic models information
in the form of shock waves can travel downstream faster than
individual vehicles [24], the results in this paper show that
this cannot happen in the form of a self-sustained traveling
wave. Further to the analysis of Aw and Rascle [10] and
Helbing [11], this observation lends additional support to the
conclusion that second-order models are not ipso facto
flawed—see also Helbing [1], Sec. IIID7 and the references
therein.

Let us now consider in some detail the two scenarios that
can, at least in theory, arise. For simplicity, we study travel-
ing waves with a single shock per period on a closed road;
however, the ideas presented below can easily be extended to
other configurations.

(1) The shock is the left shock, as in Fig. 1(a), so that

(u—c)y">s>w-o)". (2.7)
In this case the mass flux must be positive, since m=p~ (1~
—5)>p ¢ >0. Moreover, p*/p~=(u—s)"/(u—s)*>c"/c*, so

"The curves in space time along which infinitesimal perturbations
propagate. Namely dx/dt=u+c (“right” characteristics) and dx/dt
=u—c (“left” characteristics).
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that p*ct > p~c™. The traffic pressure p is a convex function
of v=p~! (see Sec. I), hence pc=(~dp/dv)"? is an increasing
function of the traffic density. Thus p*c¢*> p~c™ implies that
pt>p~. In other words, the shock is compressive: the traffic
density increases as the vehicles pass through the shock,
traveling from left to right. Conversely, since u=s+m/p, it
follows that u~>u* and, consequently, vehicles decelerate as
they overtake the shock. It should then be clear that these
shocks have all the familiar properties of traffic jams.

We conclude that for a traveling wave with a left shock,
the continuous solution of Egs. (2.1)—(2.3) must have a de-
creasing density, dp/dn<<0, and an increasing velocity,
du/dn>0. This follows because the solution must be a
monotone function of 7 and must connect the postshock state
(p*,u*) in one shock, to the preshock state (p~,u”) in the
subsequent shock across a period in 7—say from 7=0 to
n=NA\.

(2) The shock is the right shock, as in Fig. 1(b), so that

(u+c)y " >s>u+c)'. (2.8)

The mass flux now is negative, since m=p(u—s)*<-p*c*
<0. As in item 1, it is straightforward to show that u~>u*
and p~>p*. For a traveling wave with a right shock, the
continuous and monotone solution of Egs. (2.1)—(2.3) must
have both the density and velocity increasing with 7 (i.e.,
dp/dn>0 and du/dn>0), in order to connect (p*,u*) to
(p™,u”) across a period in 7. Notice that the shock is again
compressive: the traffic density (in the vehicles’ frame of
reference) increases as vehicles pass through the shock.
However, in this latter case, the shock overtakes the vehicles
from behind, which accelerate as they pass through the shock
transition. This is a clearly counterintuitive situation, not ob-
served in real traffic [24].

Fortunately, as we demonstrate next, traveling wave solu-
tions with m <0 are mathematically inconsistent, which ob-
viates the need to consider them any further. First, Eq. (2.2)
is employed to rewrite Eq. (2.3) in the form

d
L~ mpGlp.sm), (2.9)
dn
where
u—u
G=——75, 2.10
e — pzcz ( )

m?—p*c*=p*{(u—-s)*>-c*, and u=s+m/p. Because du/dn
>0, a smooth solution connecting (p*,u*) to (p~,u”) re-
quires G<0. However, m*-p’c’>=p(u—s+c)(m—pc) and m
—pc<0, and it follows from Eq. (2.8) that (m>—p>c?)*>0
> (m*-p*c?)”. Thus G<O0 requires (T—u)*<0<(ii—u)",
which is impossible since it(p)—u=iu(p)—s—m/p is a strictly
decreasing function of p: #(p) decreases with increasing p by
assumption and m <0.

The difficulties documented in the previous paragraph are
avoided for traveling waves with m>0. In this case, we
demand a solution of Eq. (2.9) with du/dn>0 and dp/dn
<0, connecting (p*,u*) to (p~,u”). This in turn requires G
>0 for p~<p<p*. The assumptions on p=p(p) imply that
m?—p*c? is a strictly decreasing function of p (item 1). Since
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FIG. 2. (a) Typical profiles for ii/it, (solid curve) and u/it,
(dashed curve) as functions of p/py, where u=s+m/p. Equiva-
lently, these profiles may be plotted against u/iiy by employing
transformation (2.2), as shown in (b)—the dashed curve is then just
a line with unit slope. The two curves will either not intersect at all,
be tangent at a single point, or have two transversal intersections.
The case of interest to us is the one with two transversal intersec-
tions, as depicted here: u, is the intersection with a smaller velocity
and a larger density p,=m/(uy—s)—solid circles, while the other
intersection (open circles) defines u; and p;. In order to satisfy the
conditions in Eq. (2.11), the sonic point must coincide with (u5, p,).
Finally, a physically meaningful solution requires # >0 everywhere.
Hence, u, >0 is needed. As shown by panel (b), this condition is
equivalent to the statement: when #=0, that is p=p,,, the corre-
sponding u=uy;=s+m/ py, is positive.

m?—p?c®=p(u—s—-c)(m+pc) with m+pc>0, it follows from
Eq. (2.7) that (m*-p*c?)~>0>(m*-p*c®)*. We conclude
therefore that m?—p*c? has a unique, multiplicity one, zero at
some p,, with p”<p,<p". In order for Eq. (2.9) to have a
smooth solution with the desired properties, the numerator
i—u=iu(p)—s—m/p must be such that

(a) #—u has a simple zero at p=p,,
(b) @—u>0 for p~=p<p,,
(¢) #—u<0 for p,<p=p".

(2.11)

This then guarantees not only that the zero in the denomina-
tor of Egs. (2.9) and (2.10) is cancelled by a zero of the same
order in the numerator, but that the resulting regularized or-
dinary differential equation yields du/d»n>0 everywhere, as
needed. Indeed, p, is the traffic density at the sonic point,
with corresponding flow speed u,=s+m/ p,.

Figure 2 illustrates the situation, with plots of u and i as
functions of p and u for representative initial conditions p*
and u*. The shock speed, s, is here restricted by the inequali-
ties u*>s>(u—c)*. Clearly, the conditions in Eq. (2.11) re-
quire that the sonic point values of the density, p,, and ve-
locity, u,, coincide with p, and u,. The sonic condition
therefore reads

uy=s+c(p,), (2.12)

from which the jamiton speed, s, can be determined. With p,
and u, defined as functions of (p*,u*,s) via Fig. 2, Eq.
(2.12) is an algebraic equation that determines s as a function
of (p*,u"). In general, Eq. (2.12) must be solved numeri-
cally. Finally, we point out that (i) the restriction uy, >0 must
be imposed, where uy,=s+m/p,y, is the speed corresponding
to the maximum traffic density p,,; (ii) the cases of u,=u,,
where u; is defined in Fig. 2, or of no intersections between
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the solid and dashed curves of Fig. 2 do not yield jamitons.

The methodology summarized above is reminiscent of the
related analyses in gas dynamics [17,18], shallow water
theory [19,25,26], astrophysical accretion flow [27], and
Newtonian flow in elastic tubes [28], where ordinary differ-
ential equations similar to Eq. (2.3) are obtained. Indeed, Eq.
(2.12) is the exact analog of the Chapman-Jouguet condition
in detonation theory [17].

Summarizing the above discussion, the following algo-
rithm may be applied to determine the structure of a steady,
nonlinear traveling wave on a closed, periodic roadway:

(i) For a prescribed downstream state, (p*,u*), the regu-
larization condition (2.12) specifies the permissible value(s)
for the wave speed s.

(ii) Once s is determined, the state upstream of the shock,
(p~,u"), is computed using the Rankine-Hugoniot conditions
(2.4) and (2.5).

(iii) Equation (2.3) is then integrated in 7, from the initial
condition u=u* up until u=u" is reached—the traffic density
p follows automatically from Eq. (2.2). This defines the pe-
riod N of the traveling wave or, equivalently, the roadway
circumference.

(iv) The total number of vehicles, N, which remains fixed
in time when there are no on-ramps or off-ramps, is then

evaluated from
A
N= f pdx.
0

(2.13)

On an open (i.e., infinite) roadway, smooth solutions are
obtained by choosing (p*,u*) not so that \ takes on a par-
ticular value, but rather such that u;=u". For an isolated
traveling wave, traffic conditions upstream and far down-
stream are therefore identical. The number of vehicles along
an infinite roadway is unbounded and therefore Eq. (2.13) is
not applicable. Even so, by suitable manipulation of Eq.
(2.13), one can determine, for example, the number of ve-
hicles between the shock and the sonic point.

The above algorithm provides a parametrization of the
traveling waves using (p*,u*). Equivalent parametrizations,
in terms of (p~,u”), are just as easy to produce. However,
these are not necessarily ideal parametrizations. For ex-
ample, in order to predict what traveling wave configuration
might arise from a given set of initial conditions, on a given
closed roadway,2 a parametrization in terms of the roadway
length, N, and the total number of vehicles, A, would be
more desirable. On the other hand, for the example consid-
ered in Sec. V, and all the other case studies that we have
examined to date, p~ maps in a one-to-one fashion to N.
Thus, by applying the above algorithm, one can iteratively
determine the unique traveling wave solution corresponding
to particular choices for the functions p and i1, the parameters
Tand \, and the average traffic density p,,,=/NA"".

III. ALTERNATIVE DESCRIPTION
OF THE MOMENTUM EQUATION

The existence of self-sustained shock solutions is not spe-
cific to the details of the continuum model used. It is, in fact,

2Say to predict the patterns arising in the experiments by Sug-
iyama et al. [14].
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a feature of models involving hyperbolic conservation laws
with forcing terms under rather generic conditions. To illus-
trate this point, we shall briefly consider the equations pre-
sented by Aw and Rascle [10] and Helbing [11]. As an aside,
these models were developed in response to the criticisms of
Daganzo [24], who argued that second-order models are nec-
essarily flawed—they predict, for example, shocks overtak-
ing individual vehicles in unsteady traffic flow and negative
vehicle speeds at the end of a stopped queue. Daganzo’s
former criticism ipso facto does not apply to gas-kinetic
macroscopic models where the traffic pressure is defined as
the product of traffic density and velocity variance (i.e., p
=p#), in which case shocks cannot overtake the fastest ve-
hicles ([29]; see also [11]). Also, it was shown by Treiber er
al. [29] that one can avoid the problem of negative vehicle
speeds by replacing the viscous term, proportional, say, to
u,,, with a nonlocal interaction parameter, which offers com-
parable smoothing behavior but does not modify the hyper-
bolic nature of the underlying partial differential equation.

Returning to fully macroscopic models, Aw and Rascle
[10] apply a convective, rather than a spatial, derivative
when modeling the effects of preventive driving (the antici-
pation term in their nomenclature). This leads to the momen-
tum Eq. (1.2) being replaced by

1 _
(e p)y+uu+p) = (- 0. G.1)
By substitution of the mass continuity equation (1.1), Eq.
(3.1) can be rewritten as
1
u,+ (u—c*pyu,=—(ii—u). (3.2)
T

Introducing the self-similar variable 7 defined by Eq. (2.1), it
can be shown that

du (u-s)(u—u

=i o

dn (u-s)"—mc
which is identical to Eq. (2.3), except that the sonic point is
now predicted to occur when u—s=m'?c. As before, the sin-
gularity of Eq. (3.3)—i.e., the sonic point, where the denomi-
nator vanishes—is regularized by aligning the sonic point
with a root of #—u. The remainder of the analysis is entirely
similar to that outlined previously for Egs. (1.1) and (1.2),
with appropriate modifications to the shock conditions. Un-
der the Aw and Rascle formulation, the Rankine-Hugoniot
condition corresponding to the conservation of momentum
takes the form

s[p(u+p)]=[pup + pu?], (3.4)

which replaces Eq. (2.5).
Helbing [11] generalized Aw and Rascle’s model one step
further by defining two traffic pressures, both functions of p

and u, such that the momentum equation reads
Lapy  lopy 1

U+ u, + ———p+ u,=

U—u).
pdp p du ( )

(3.5)

Proceeding as above, the following familiar expression can
be readily obtained:
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du u—s)(u—u
du_(u=3)(@-u) .
dn  (u-s)"-s
where
>=cl+mcl, (3.7)
in which
J 10
c%:ﬂ and c%:——zﬂ.
ap p° du

The Payne-Whitham and Aw and Rascle results may be re-
covered from Eq. (3.6) by setting, respectively, p;=p, p,
=0, and p,=0, p,=—up’dp/dp.

IV. PHASE PLANE ANALYSIS

Generalizing the discussion of Secs. II and III du/d»n may
be expressed as

du_ (u=s)(@-uw

dn:(u—s)z—ch’ “.1)

where (=1 and m, respectively, for the Payne-Whitham and
Aw and Rascle models. Further information regarding model
behavior near the sonic point may be gleaned by introducing
the phase plane variable & and rewriting Eq. (4.1) as the
following pair of ordinary differential equations:

@=(u_s)(ﬁ—u)=F1(u)’

dé (4.2)

d—77= (u—15)>=Qc*=Fy(u).

d§

Note that the sonic point is a critical point of Egs. (4.2) and
(4.3). The Jacobian, 7, of the above pair of equations is then

(4.3)

given by
Fi, 0
J= £ ol (4.4)
2.u
where
Fl,uz—(u—s){ﬁ+l}+ﬁ—u, (4.5)
m
Fr,=2(u—-s)+ —(u_s)zppp, (4.6)
in which
i &’ c?
Up and pp, o>~ dp

Therefore, at the sonic point the eigenvalues (r; and r,) of J
are given by

m|i[p|
Ql/2c

When r,>0 (respectively r,<0), du/dnp>0 (respectively
du/dn<0) at the sonic point. Because of the Lax entropy

r=0 and ry= -Q"e=F,. 4.7)
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conditions described earlier, # should be a monotonically
increasing function of 7 away from a shock, which in turn
requires
ry> 0 mlit,| > Qc’. (4.8)

Unfortunately, since r;=0, the critical point is linearly de-
generate. Thus a complete analysis of the solution behavior
near this critical point requires a careful, but ultimately tan-
gential, examination of the leading order contributions by
nonlinearities. Nevertheless, an interesting observation can
be made: as we illustrate by way of example in Sec. V r,
=0 coincides with the boundaries wherein a constant uniform
base state becomes unstable to infinitesimal disturbances.

The theoretical underpinnings of this coincidence are not
entirely clear. However, our numerical experiments show
that there is a strong connection between jamitons and insta-
bilities: when a uniform traffic state is linearly unstable, the
instability consistently saturates into a state dominated by
nonlinear traveling waves.

For the more general analysis of Helbing [11] discussed at
the end of Sec. IIl, F, , is given by

mo m
Fp,=2(u-s)+ (M—S)zgﬂ, =2(u—-s)+ mpl,pp

2(u—s)
+

P2u _p2,up7 (49)

where s? is defined by Eq. (3.7). Given the form of the Jaco-
bian matrix 7, modifying F, , does not alter the eigenvalues
ry and r.

V. EXAMPLE
A. Preliminaries

To make the ideas of the previous sections more concrete,
we consider herein particular forms for p and i, and care-
fully examine the resulting range of solutions. As alluded to
above, various expressions for p and & have been proposed
in the traffic literature. Consistent with the spirit of previous
studies (e.g., [8,23]), our motivation is to select relatively
simple functions so that the concepts of Sec. II are succinctly
illustrated with a nonprohibitive algebraic investment. Thus,
a Lighthill-Whitham-Richards forcing term of the form

— p
u=u0<1—p—)
M

is chosen. Moreover, we consider a traffic pressure of type

(5.1)

p==Blp+pyIn(py - p)}, (5.2)
so that p,=c?=Bp/(py—p). With p so selected, p has as its
strict upper bound the maximum traffic density, p,,.

Applying the above definitions to the Payne-Whitham
model of Sec. I yields
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~ _m
@z(pM(u—S)—m)(u—S){uo[l—pM(u_s)} u}

dn pu( = 5)* = m(u - 5)* = Bm

(5.3)

The denominator exhibits one real and two complex roots,
the latter of which are assigned real and imaginary compo-
nents a and b, respectively, i.e.,

plu =) —=m(u—s)* - Bm
=pylu—s=U)(u-s-(a+ib))(u—s—-(a-ib)).
(5.4)

Here a and b can be calculated either analytically or numeri-
cally using a standard root solving algorithm. The sonic point

is defined as
(5.5)

u-s=U,

and the nontrivial zeros of the numerator are given by

1 1 4iigm |2

{Ml—s,uz—s}=5(ﬁo—s)iE(ﬁo—s){l_p (~O )2} :
M MO—S

(5.6)

The regularization condition (2.12) may therefore be written

as
uy—s=U,. (5.7)

Upon canceling u—u, from the numerator and denomina-
tor of Eq. (5.3), the resulting ordinary differential equation is
integrable and yields as an implicit solution

Mom(ur =) —m}p = (u” = ulpyu, - 5) —m}

+ pyia® = 2a(u; - s) + b*

.t 2
+(u1—s)2}ln{u1 - }+{m——2am
uy—u Pu

+ (a2 + bz)pM}ln{M

puu=s)=m |
(5.8)

By definition on a periodic roadway, u=u~ when n7=N\,
where A is the roadway circumference. Therefore, A can be
determined from

%_{PM(Ml —s)—m}=(u"—u )py(u; —s) —m}

+ ppda® —2a(u; - s) + b*

ot 2
+ (U - S)z}ln( 4 u_) + {m_ —2am

Uy —u Pur
+(a®+ bz)pM}ln{ M}
py(u™ =) —m
(5.9

Starting from Eq. (2.13), the total number of vehicles
along the periodic roadway can be computed from
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A Mmax u ] d -1
N=f pdx:Tf pdn:mrf (_u) du.
0 0 ut U—S d77

(5.10)

Application of Eq. (5.3) in Eq. (5.10) shows that

Ny 9}

={m® = 2apym + (a* + b*)py}(u, - 5)
+ f— —
Xln{ M} + pymia® = 2a(u; - s)
puu™ —s) —m

u— u
M+

+0%+ (uy — s)2}1n< ) +(d®>+ b

up—

X parlpuliy _s>_m}1n(5;‘s>, (5.11)

from which A/ can easily be obtained. As noted earlier, N is
unbounded on an infinite roadway.

Comparable exact solutions may also be determined for
the popular simpler cases pop” with y=1,2 [9,10,23].
These are presented in Appendix A.

B. Linear stability

In Appendix B we compute the boundaries between lin-
early stable and unstable uniform base states, which are

given by
1 4 172
ﬁ:—{lt(l—j'f) .
pu 2 Uy

According to this result, instabilities generally disappear in
either very light traffic where driver interactions are minimal
or in very congested traffic where there is limited opportu-
nity for establishing alternating bands of heavy and moderate
traffic, such is the magnitude of the background traffic den-
sity (cf. Fig. 6 of Treiber et al. [29]).

The stability bounds specified by Eq. (5.12) apply to both
open and closed roadways and indicate the locations at
which either u,=0 (plus sign) or u;=u, (minus sign), where
u, and u, are defined in Fig. 2. Once u; and u, coalesce,
no self-sustained shock wave may occur—since condition (a)
in Eq. (2.11) fails. Thus jamitons become possible when
the corresponding uniform state becomes unstable and the
basic flow state changes from uniform flow to a (nonlinear)
wave-dominated state. In other words, evidence indicates
that a crucial bifurcation in the traffic flow behavior occurs at
the stability boundaries prescribed by Eq. (5.12). We defer a
more in-depth investigation of this question for future work.
Note that although the lower boundary specified by Eq.
(5.12) is mathematically robust, in practice it may become
“fuzzy” owing to the possible breakdown of the continuum
hypothesis at low vehicle concentrations.

(5.12)

C. Numerical method

In order to validate the aforementioned theoretical solu-
tions and assess traveling wave stability, we performed nu-
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merical simulations using a Lagrangian particle method [30].
In this method, each discrete particle, i, is assigned an initial
position, x;, and speed, u;, which subsequently changes in
time according to Egs. (5.13)—(5.18). The mass balance Egq.
(1.1) is satisfied identically as the particles move, i.e., the
numerical scheme is mass conservative by construction. Im-
portantly, the number of particles is typically 2 orders of
magnitude larger than the number of vehicles. Thus, al-
though a Lagrangian approach is employed, the numerical
scheme constitutes a macroscopic, not a microscopic, de-
scription of traffic flow, albeit one with an intuitive link be-
tween the particle and vehicle density.

In general terms, the numerical method solves the differ-

ential equations
X,- =u;,
u[ =da;i,

(5.13)
where the particle acceleration, u;, is expressed as
6jl—b;()c,«,t) = u,(x;,1) + uu(x;,1), (5.14)
and
a;=- C(Z((;C—Zg)sz(xi’t) + %{ﬁ(p(x,»,t)) - u(x;, 1)}
; ()‘;t) 1w (x,1). (5.15)

Consistent with the related studies of Kerner and Konhduser
[8,9] and Kerner et al. [23], an explicit viscous damping
term, with a diffusion coefficient w/p, is included on the
right-hand side of Eq. (5.15). A distinction is drawn between
two classes of numerical simulations: those for which (i) the
u,, term is included solely for numerical stabilization pur-
poses, i.e., viscosity is included in the flavor of Lax and
Wendroff [31] and is of comparable order to the numerical
viscosity, which diminishes as the resolution is increased,
and, (ii) the magnitude of the viscous term is comparable to
that of the anticipation and relaxation terms, mimicking the
numerical solutions previously obtained by Kerner and col-
laborators. When u is set identically to zero, the numerical
solution is characterized by spurious oscillations immedi-
ately downstream of the shock.

The distance between adjacent particles i and i+1 is de-
fined by d;, »=x;,1—x;. Then the interparticle density is
computed by

O
Pi+12= >
disin

(5.16)

where 9=N/N,—in which A is the number of vehicles [as
specified by Eq. (2.13)] and N, is the number of particles.
From Eq. (5.16), we define the vehicle density and the den-
sity gradient using a nonequidistant finite-difference stencil
[32]:

_disipPi1p * dic1pPiv12

, (5.17)
disp+diip
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_ Pi+1/2 — Pi-12
min{d;,1,5.2d;_1 o} + min{d;_y5,2d;, 1}

Pix (5 18)
The denominator in Eq. (5.18) is chosen so that, at the loca-
tion of the shock, a given particle is influenced only by its
nearest neighbor. The term proportional to u,, from Eq.
(5.15) is treated in a manner analogous to p; ..

D. Results
1. Periodic roadway

Here we compare the theory of self-sustained traffic jams
developed in Secs. II and V A with the numerical solutions
of Egs. (1.1) and (1.2)—obtained by applying the algorithm
of Sec. V C with periodic boundary conditions. Employing
the forcing and traffic pressure terms specified in Egs. (5.1)
and (5.2), the inviscid equations have the nondimensional
form

p; + (uvp*)xx = 07
L o [ (5.19)
LG+ u'u ) + (Ty/p)p o= 1-p" —u”,

where I'y = 1itgpyy, o= B1py/ iy, and p*=—p*—1In(1—p*). The

nondimensional and dimensional variables are related via

t=(€liy)r".
(5.20)

p=pyup’, u=igu", x=4£x*, and

The nondimensional traveling wave speed is defined by s*
=s/ IIO.

As with the experiment of Sugiyama et al. [14], we con-
sider a closed periodic track of length 230 m and select for
the effective vehicle length €=5 m. The relaxation time
scale is chosen as 7=2.5 s whereas B=4 m?/s%. Finally,
iy=16.0 m/s is selected such that, at the traffic density pre-
scribed in the experiment of Sugiyama er al. [14], the desired
speed of travel, iz, is 8.33 m/s (30 km/h). With this choice of
parameters,

I, =80, I,=0.13. (5.21)

Note that B=c*(p,,/p—1) is related to the speed at which
disturbances propagate through traffic. Because a descrip-
tion, both theoretical and numerical, of jamitons is the cen-
tral focus of the present analysis, we deliberately select a
value for B toward the lower end of its representative range,
so as to facilitate an explicit display of nonlinear traveling
wave properties and behavior. Hence, B, whose exact nu-
merical value is likely difficult to estimate in any event, is
chosen so that infinitesimal perturbations to a uniform base
state develop into nonlinear traveling waves when the base-
state density is a small fraction of p,,—see Appendix B and,
more particularly, the stability condition (5.12). Whereas
larger numerical values for 8 could be considered, corre-
sponding to a more restrictive instability condition, the jami-
tons observed in these cases, though qualitatively equivalent
to those described below, are somewhat less easy to visual-
ize. The practical ramifications associated with choosing a
larger value for § are briefly addressed following our discus-
sion of Fig. 4.
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0 20 40 0 20 40

(T +st)pm =xpm (nT +st)py = xpu

FIG. 3. [(a) and (b)] Comparison of theoretical (thick curves)
and numerical (thin curves) solutions. The numerical solutions are
the final asymptotic state of an evolution started with a small per-
turbation of a uniform unstable base state. Numerical results are
either nominally inviscid or are obtained selecting I3
=1.5,2.5,5.0,10,20, where I'5= 7py;uu. Arrows show the direction
of increasing traffic viscosity u [see Eq. (5.15)]. The panels show
profiles of p/py, and u/ity versus nrpy=(x—st)py. In the latter
case, numerical results are omitted for clarity. Equations and param-
eters are as in Egs. (5.19)—(5.21), with A=46¢=230 m. In (a), N
=22 mimicking the experiment of Sugiyama et al. [14]. In (b), N/
=16. Stars indicate the sonic point. Corresponding representative
vehicle trajectories, reconstructed from the theoretical solution, are
also shown in (c) and (d) where, in both cases, vehicles move from
left to right.

The steady-state variations of u* and p*, as functions of
the nondimensional variable #77p,,=x"—s"t*, are shown in
Fig. 3 for a circular road of length A\=46€=230 m, with two
different choices for the conserved number of vehicles, N.
The shock occurs at the two extreme ends of the horizontal
domain and connects the ratios u™/iiy to u*/iiy, and p~/ py, to
p*/ py. For both Figs. 3(a) and 3(b), the maximum observed
traffic density is very close to p,,. The desired speed of travel
is in this circumstance effectively nil, however, the actual
speed of travel remains finite, if rather small.

Both theoretical and numerical data are included in Fig. 3.
The comparison between the theoretical and nominally invis-
cid numerical solutions is very favorable, except right at the
shock location where we observe numerical smearing, which
diminishes as the resolution is increased. As expected, with
increasing traffic viscosity, it is observed from Figs. 3(a) and
3(b) that the waveform becomes more symmetric. For mod-
erate traffic viscosities (i.e., ['3=7mpyu=5.0), Eq. (5.9)
gives a good leading order description of the traffic density
profile.

In Fig. 3(a), N'=22; as with Sugiyama et al.’s experiment,
the inviscid solution predicts that s <0 whereby the jamiton
moves upstream against the direction of traffic flow. This is
illustrated by Fig. 3(c), in which representative vehicle tra-
jectories, as determined from the theoretical solution, are ex-
hibited. For the selected values of 7 and B, theory predicts

PHYSICAL REVIEW E 79, 056113 (2009)

(a) (b)

- 2 2

Sl —_— i —_—

81_5 [ u*/ao 23115 [ u*/uo

S S

3 ''''''' r2/to i ''''''' r2/to

| 1‘~ +\; 1

s T el s |

= : ._.:~.~ = L :

I&0-5\ PhO §0-5 ''''''''' N

QU : . < ~.___ ‘:
ol 0 il LI
0 0.5 1 0.5 1

/)avg/plw f’avg//’M’

FIG. 4. Parameters characterizing the exact solutions in Sec.
V A, for a fixed road length N\=46¢=230 m, as functions of the
number of vehicles, N, or, equivalently, the average nondimen-
sional traffic density pg,./py=N/(\py). Specifically, curves of
07/ Py P pag> w11y, and u*/ ity are shown, in addition to ry/ ity —
as given in Eq. (4.7). The vertical dashed lines specify the linear
stability boundaries pg,,/py=0.016 and p,,,/ py=0.984 indicated
by Eq. (5.12). The equations and parameters are as in Egs.
(5.19)—(5.21). Note that r, goes through O precisely at the stability
boundaries whereupon [p]=0, [u]=0.

that s=—1.8 m/s. This value is less (in absolute value) than,
but of the same order as, the traveling wave speed of s=
-5.6 m/s measured by Sugiyama et al. [14]. The quantita-
tive disagreement between theory and experiment is not
wholly unexpected: as noted by Helbing [1], “...[the]
Kerner-Konhiduser model is rather sensitive to the choice of
parameters and the velocity-density relation.” In light of this
comparison, we conclude that the canonical linear relation-
ship proposed in Eq. (5.1), though analytically expedient, is
probably too simple to capture the true richness of driving
behavior. Better agreement between theory and experiment
would most likely be obtained by choosing more compli-
cated functional forms for the equilibrium speed [e.g., &
=ito(1-p/py)"] and also the traffic pressure [e.g., p,
=Bp/(py—p)?]. However, these avenues of research are re-
served for future investigations.

Contrasting the data of Figs. 3(a) and 3(c) (N=22) with
that of Figs. 3(b) and 3(d) (N'=16, a circumstance not con-
sidered by Sugiyama et al. [14]) shows that the breadth of
the downstream disturbance, formally defined as the jamiton
width, i.e., the distance from the shock to the sonic point,
decreases with the background traffic density, pavg=./\// A.
Also, as indicated by Fig. 3(d), s>0 when A/=16, so that
the jamiton moves with, not against, traffic.

Model sensitivity to the choice of parameters is manifest
in a second, more subtle, fashion, namely in that s increases
nontrivially with traffic viscosity u [see Eq. (5.15)]. Thus
whereas s=—1.9 m/s for the nominally inviscid numerical
simulation with A'=22 (in good agreement with the theoret-
ical result reported above), s=—0.54 m/s (respectively s
=1.8 m/s) when I'3=5.0 (respectively I';=20). Correspond-
ingly with N'=16, it is observed that s=0.30 m/s, 2.4 m/s,
and 5.2 m/s respectively, when the viscous damping is neg-
ligible and T'5=5.0,20.

Figure 4 indicates, as a function of the normalized back-
ground traffic density p,,./py, the range of possible solu-
tions allowed by the model equations in Sec. V A on a closed
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FIG. 5. (a) Theoretical profiles of the traffic density through a
jamiton on an infinite road with various p... As with Fig. 3, stars
denote the sonic point. (b) Representative vehicle trajectories for
P+l ppr=0.35.

roadway. For a prescribed road length A and model param-
eters py, iy, B, and 7, the average density p,,, (hence N)
uniquely determines the flow conditions to either side of the
shock. The thick solid curves of Figs. 4(a) and 4(b) show
p~/py and p*/py, respectively, whereas the thick dashed
curves show wu~/iiy and u*/i, respectively. Note that the
jamiton amplitude becomes smaller as the corresponding
uniform flow becomes less unstable, i.e., [p] and [u] both
disappear at the linear stability boundaries, which are given
by the solution of Eq. (5.12) and are indicated in Fig. 4 by
the thin vertical dashed lines. Consistent with the previous
discussion, r, also vanishes in these limits.

From Figs. 3(a), 3(b), and 4(b), we conclude that local-
ized patches of high traffic density may arise even when the
background traffic density is relatively low. In particular, the
thick solid curve of Fig. 4(b) indicates that p*>0.95p,, for
Pavg <0.2py;. Needless to say, this simple result is not uni-
versal for all types of traffic flow or roadway conditions. We
consider herein a periodic track of prescribed length (230 m),
particular functional forms for the traffic pressure, p, and
equilibrium speed, i, and a liberal numerical value for
such that steady nonlinear traveling waves appear even in
relatively light traffic. Choosing a larger value for 8 would
delay, though almost certainly not avoid, the onset of high
density patches, which carry a high risk of vehicular colli-
sions.

2. Infinite roadway

As indicated by the traffic density profiles of Fig. 5(a),
qualitatively similar behavior is noted on open, as opposed to
closed, roadways. In Fig. 5(a), the traffic density upstream
and far downstream of the shock is given as p../py
=0.1,0.2,...,0.5. Figure 5(b) shows representative vehicle
trajectories for the case p../py=0.35 and exhibits encour-
aging agreement with the measured observational data of
Treiterer, which are reproduced in Fig. 6.

Consistent with related studies, a wrinkle that arises from
the numerical study of traveling wave solutions on infinite
and long periodic roadways is the appearance of multiple
density peaks. In Sec. V D 1, and indeed in the experiment of
Sugiyama et al. [14], the length of the periodic roadway was
short enough so that a single (stable) nonlinear traveling
wave arose from a perturbed, linearly unstable initial state.
On an extended circuit, by contrast, the traveling wave solu-
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FIG. 6. (Color online) Measured vehicle trajectories due to Tre-
iterer. The straight line shows the experimental measurement of
Sugiyama et al. [14] (figure reproduced from Sugiyama et al. [14]
with permission).

tions exhibit a long, nearly constant state downstream of the
shock—whose average density exceeds the requirement for
linear stability specified by Eq. (5.12). Thus, in the numerical
simulations, infinitesimal perturbations may grow, leading to
further traveling waves, albeit of slightly different amplitude
from the original. These traveling waves are dynamically
independent in that wave coalescence does not occur for a
rather long time, if at all.

Traffic dynamics on a long (nonperiodic) road as resolved
using the nominally inviscid numerical model of Sec. V C
are illustrated in Fig. 7, which illustrates, in a manner remi-
niscent of the roll waves that appear in gutters on rainy days,
the development of a train of jamitons [1]. From an initial
disturbance, a sequence of nonlinear traveling waves is
formed in succession; those at the upstream side of the wave
train evolve most rapidly. Our (steady-state) theoretical solu-
tion provides an increasingly more accurate estimate of the
density profile of an individual wave within the train as satu-
ration is approached. Estimating the distance between suc-
cessive jamiton crests is a mathematically laborious task
[26,33] and shall not be pursued here.

Ny

N N

1km 2km 3 km 4 km 5 km 6 km
position

FIG. 7. (Color online) Multiple jamitons on a long (nonperiodic)
road. Light and dark curves show, respectively, the theoretical and
nominally inviscid numerical solutions. The difference is visible
only in the expanded inset, which also presents a representative
distribution of individual vehicles along the bottom. Here, for tech-
nical reasons, we select I'y=20 and I',=0.5. Qualitatively identical
results are obtained with I';=8.0 and I',=0.13.
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VI. CONCLUSIONS

In this work, we have found and successfully exploited a
strong similarity between gas-dynamical detonation waves
and shocks in traffic flow, in order to develop a theory of
steady self-sustained traffic shocks. These features naturally
arise from small instabilities in relatively dense traffic flow,
and can be interpreted as saturated phantom jams. While a
single nonlinear traveling wave may not necessarily signifi-
cantly delay individual vehicles, a succession of waves, as
might arise during rush hour, for example, is expected to
frustrate motorists over long lengths of roadway (Fig. 7).
Moreover, these waves represent regions in which the traffic
density increases dramatically over a relatively short distance
[14] and, as such, are hot spots for vehicular collisions.

The analogy drawn above goes beyond the weaker com-
parison with inert shock waves in gas dynamics considered
by Kerner er al. [23]. Unlike inert shocks, detonation waves
can be self-sustained due to the existence of a sonic point in
direct correspondence with the traffic model we consider
here. Even so, there exist important differences between
jamitons (formally defined in Sec. I) and detonation waves,
most especially in that the former may arise as a member of
a train of nonlinear traveling waves. This behavior is not
characteristic of detonation waves.

The appearance of a sonic point is significant for a second
reason, namely, that the sonic point is an information bound-
ary. As with the gas-dynamical example to which we make
an extensive comparison, the flow is smooth near the sonic
point and no dramatic change can be seen in the flow vari-
ables at that location. However, for the inviscid equations
considered here, the sonic point precludes any influence from
the downstream traffic on the jamiton structure. Thus no mat-
ter how quickly vehicles downstream of the sonic point es-
cape the jam, the jamiton properties (in particular, the maxi-
mum traffic density), will not be affected. For real traffic
flows, this suggests that one cannot easily relax the con-
gested conditions that arise within a saturated phantom jam
by modifying the traffic downstream of the sonic point. This
observation helps to explain why phantom jams, once
formed, may be difficult to dissipate.

Finally, because information in the form of smooth distur-
bances cannot cross the sonic point, one can replace, in a
mathematical sense, the sonic point with a boundary where
the boundary conditions are based on sonic condition (2.12).
This has the potential of simplifying model validation and
estimation with measured data since one may be able to ana-
lyze isolated segments of traffic without having to consider,
for example, an entire freeway network. The simplification
comes at a price, however: identification of sonic points from
real data sets requires approximation of the traffic “sound
speed” ¢, which may, in turn, require an estimate of the
variation in the traffic pressure, p, with the traffic density, p,
through a constitutive equation of the type given by Eq.
(5.2). While the associated complications appear from a dis-
tance to be manageable (the constitutive equation is after all
a component of the model that is being tested), we do not
pursue this line of investigation in this preliminary study.

Critically, saturated phantom jams are of a qualitatively
different character to the traffic jams that arise in the pres-
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ence, rather than in the absence, of bottlenecks. For this more
familiar class of blockages, the leading edge of the traffic
density bulge is fixed in space at the position of the traffic
accident, lane closure, etc. Meanwhile, the trailing edge
propagates upstream. However, once the bottleneck is re-
moved, uniform traffic flow is typically recovered, often rap-
idly so, i.e., “bottleneck jams” are not self-sustaining in the
manner of saturated phantom jams. Accordingly, we shall
defer an examination of the growth, saturation, and decay of
bottleneck jams to a future publication (see also Helbing [1]
and the many references therein). We point out in passing,
however, that bottleneck jams may be more naturally analo-
gous to overdriven, rather than Chapman-Jouguet, detona-
tions (Fickett and Davis [17]).

Using the Lax entropy conditions for hyperbolic conser-
vation laws, we show that for realistic pressure and
equilibrium-speed functions, the only allowable self-
sustained shocks are those that are overtaken by individual
vehicles. Moreover, for the choices

L7=fio(1 - £>, p=Bp+py In(py - p)}

Pm
(and also pop”, with y=1,2—see Appendix A), we are able
to describe the nonlinear traveling wave structure analyti-
cally. Theoretical solutions show excellent agreement with
the output from direct numerical simulations of the nomi-
nally inviscid governing equations.

Examples of nonlinear traveling waves on closed and
open roadways are illustrated in Figs. 3 and 5, respectively.
In the former case, and for the choice of parameters selected
here, it is observed from Fig. 4 that the peak traffic density
(i.e., the density just downstream of the traffic shock) often
differs little from the maximum traffic density, p,,. Con-
versely, so as to minimize the likelihood of vehicular colli-
sions, it is advantageous to select speed limits and roadway
carrying capacities so as to avoid circumstances where traffic
densities with p=p,, are “triggered” (say, by a jamiton) any-
where within the domain.

Having identified self-sustained traveling wave solutions
in traffic flow, major objectives of future research are to (i)
ascertain the waves’ spatiotemporal stability [15], which is
particularly important when studying traffic patterns on long
(nonperiodic) roads (Fig. 7), and, (ii) establish, via rigorous
first-principles arguments, the appropriate jump conditions to
be applied at the traffic shock. In the present analysis, it is
assumed, consistent with Kerner and Konhiuser [8], Kerner
et al. [23] and Aw and Rascle [10], that both mass and mo-
mentum are conserved through regions of sharp density
variation. Incorporating a suitable (i.e., non-ad hoc) momen-
tum dissipation term is expected to alter some of the details
from the examples considered in Sec. V, most notably by
lowering the number of vehicles near the maximum traffic
density. It must be reiterated, however, that the steps to be
applied in deriving traveling wave solutions are insensitive
to the choice of jump conditions so that the algorithm of Sec.
IT would remain essentially unchanged even if Eq. (2.5) were
to be replaced by an alternate, and more appropriate, expres-
sion relating the momentum on the upstream and down-
stream sides of the traffic shock.

056113-11



FLYNN et al.

ACKNOWLEDGMENTS

Funding for M.R.F. was provided through the NSERC
Discovery Grant Program. Funding for A.R.K. was provided

PHYSICAL REVIEW E 79, 056113 (2009)

ing expressions, valid when p « p?, with y=1,2 are provided
below.
(i) y=1.

through the USAFOSR Young Investigator Program under . " u; —u*
Grant No. FA9550-08-1-0035. Partial funding for J.-C.N., n=ut —uk (g = s+ fEn| ~ = (A1)
R.R.R., and B.S. was provided through NSF Grant No. !
DMS-0813648. We thank Dr. P. M. Reis for bringing to our N +
attention the study of Sugiyama er al. [14]. “=ut—u+ (uy - s+ ,8”2)1n( = u_) i (A2)
T up—u
APPENDIX A: EXACT SOLUTIONS u—s ue—ut
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act analytical solutions for u, A and N when p, defined by
Eq. (5.2), exhibits a logarithmic singularity in p. Correspond- (ii) y=2,
J
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Nemr B s GBm B (+)(—‘”_) +In| == ) ¢. (A6)
uy—s | (u=s)u—ys) uy—s | uy—s ur=s)(uy—u) Uy —u

Equation (A4) bears a striking resemblance to Eq. (4.18)
of [25] wherein inviscid roll wave solutions to the shallow
water equations are considered.

APPENDIX B: LINEAR STABILITY OF THE PAYNE-
WHITHAM MODEL CONSIDERED IN SEC. V

For a right-hand-side forcing function of type (5.1), the
constant base state solution to Egs. (1.1) and (1.2) is given
by

z)
Pm
Following ideas discussed in Kerner and Konhduser [8],
Kurtze and Hong [15], Helbing [11] and elsewhere, the linear
stability of this base state can be explored by introducing
perturbation (hatted) quantities, defined such that

p="7, u=ﬁo<1— (B1)

p>+z2,

— (B2)
Pm

p=p+p, u=170<1 -
where p and i are expressed in terms of normal modes by

f):]éeikﬂm and 7= [A]gikx+0'r. (B3)
Here k is the horizontal wave number and o is the corre-
sponding growth rate. Application of Egs. (B2) and (B3) into

Eqgs. (1.1) and (1.2) shows that

o+ ik ikp B

U

i 1
&+i,8’k o+ik+—
TPMm T

(i

where, for notational economy, we have introduced

5) 4 b
P Pyv—P

M

¢=170<1 - (B5)

Requiring that the determinant of the matrix from Eq. (B4)
vanishes shows that

1
o=—ikp——(1+Y), (B6)
27
in which
Y2= 1 — 428 57 + dikitgrL-. (B7)
Pm
Generically, Y may be written as Y=A;—iA,, where
AT - A3=1-4K*B'p7, (B8)

and
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Ay Ay = = 2kiigrE- (B9)
Pm

Eliminating A, from Egs. (B8) and (B9) yields the following
polynomial expression:

~2
PAY) = A} - (1426 57)A} - 4T E5 =o0.
Pm
(B10)

Linear stability requires a nonpositive growth rate, i.e.,
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Real(0) =0 0=Al=1oP1)=0. (Bll)

From Eq. (B10), the latter condition is satisfied provided

~
B -=20 (B12)
Pm—P  Pu

where Eq. (B5) has been employed. Solving this equation for
p yields Eq. (5.12), which is the desired result.
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