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ABSTRACT. We study Hilbert modular forms in characteristic $p$ and over $p$-adic rings. In the characteristic $p$-theory we describe the kernel and image of the $q$-expansion map and prove the existence of filtration for Hilbert modular forms; we define operators $U$, $V$ and $\Theta_\chi$ and study the variation of the filtration under these operators. In particular, we prove that every ordinary eigenform has filtration in a prescribed box of weights. Our methods are geometric – comparing holomorphic Hilbert modular forms with rational functions on a moduli scheme with level-$p$ structure, whose poles are supported on the non-ordinary locus.

In the $p$-adic theory we study congruences between Hilbert modular forms. This applies to the study of congruences between special values of zeta functions of totally real fields. It also allows us to define $p$-adic Hilbert modular forms “à la Serre” as $p$-adic uniform limit of classical modular forms, and compare them with the $p$-adic modular forms “à la Katz” that are regular functions on a certain formal moduli scheme. We show that the two notions agree for cusp forms and for a suitable class of weights containing all the classical ones.

We extend the operators $V$ and $\Theta_\chi$ to the $p$-adic setting.

1 Introduction.

This paper is concerned with developing the theory of Hilbert modular forms along the lines of the theory of elliptic modular forms. Our main interests in this paper are:

(i) to determine the ideal of congruences between Hilbert modular forms in characteristic $p$ and to find conditions on the existence of congruences over artinian local rings. This allows us to derive explicit congruences between special values of zeta functions of totally real fields, to establish the existence of filtration for Hilbert modular forms, to establish the existence of $p$-adic weight for $p$-adic modular forms (defined as $p$-adic uniform limit of classical modular forms) and more;

(ii) to construct operators $U, V, \Theta_\psi$ (one for each suitable weight $\psi$) on modular forms in characteristic $p$ and to study the variation of the filtration under these operators. This allows us to prove that every ordinary eigenform has filtration in a prescribed box of weights;

(iii) to show that there are well defined notions of a Serre $p$-adic modular form and of a Katz $p$-adic modular form and to show that the two notions agree for a suitable class of weights containing all the classical ones. Our argument involves showing that every $q$-expansion of a mod $p$ modular form lifts to a $q$-expansion of a characteristic zero modular form. We extend the theta operators $\Theta_\psi$ to the $p$-adic setting – their Galois theoretic interpretation is that of twisting a representation by a Hecke character.

Our approach to modular forms is emphatically geometric. Our goal is to develop systematically the geometric and arithmetic aspects of Hilbert modular varieties.
and to apply them to modular forms. As to be expected in such a project, we use extensively the ideas of N. Katz [K1], [K2], [K3], [K4] and J.-P. Serre [Se], of the founders of the theory in the case of elliptic modular forms, and we have benefited much from B. Gross' paper [Gr]. In regard to previous work on the subject, we mention that some of the constructions and methods in this paper were introduced by the second named author, in the unramified case, in [Go1], [Go2], and the congruences we list for zeta functions may be derived from the work of P. Deligne and K. Ribet [DeRi]. For this reason we restrict our discussion to zeta functions, though the same reasoning applies to a wide class of \( L \)-functions.

We now describe in more detail the main results of this paper.

Let \( L \) be a totally real field of degree \( g \) over \( \mathbb{Q} \). Let \( K \) be a normal closure of \( L \). Let \( N \geq 4 \) be an integer prime to \( p \). Let \( \mathcal{M}(S, \mu_N) \) be the fine moduli scheme parameterizing polarized abelian schemes over \( S \) with RM by \( O_L \) and \( \mu_N \)-level structure; see 3.2. A Hilbert modular form defined over an \( O_K \)-scheme \( S \) has a weight \( \psi \in \mathcal{X}_S \), where \( \mathcal{X}_S \) is the group of characters of the algebraic group \( \mathfrak{g}_S = \text{Res}_{O_L/\mathbb{Z}} \mathbb{G}_{m,O_L} \times \text{Spec}(\mathbb{Z}) \) \( S \). We shall mostly be concerned with weights obtained from the characters \( \mathcal{X}_L = \text{Res}_{O_L/\mathbb{Z}} \mathbb{G}_{m,O_L} \times \text{Spec}(\mathbb{Z}) \text{Spec}(O_K) \); we shall use the notation \( \mathcal{X}_S^U \) to denote the group of characters of \( \mathcal{X}_S \) induced from \( \mathcal{X}_L \) by base change. See 4.1.

The group \( \mathcal{X} \) is a free abelian group of rank \( g \) and has a positive cone \( \mathcal{X}^+ \) generated by the characters coming from the embeddings \( \sigma_1, \ldots, \sigma_g : L \to K \). Indeed, the map \( O_L \otimes_{\mathbb{Z}} K \cong \bigoplus_{i=1}^g K \) induces a splitting of the torus \( \mathfrak{g}_K \), and hence canonical generators of \( \mathcal{X} \) that we denote accordingly by \( \chi_1, \ldots, \chi_g \), and call the fundamental characters. A complex Hilbert modular form of weight \( \chi_1 \ldots \chi_g \) is of weight \( (a_1, \ldots, a_g) \) in classical terminology.

It is important to note that \( \mathcal{X}^+_S \) depends very much on \( S \). For example, assume that \( L \) is Galois and \( S = \text{Spec}(O_L/p) \), with \( p \) an inert prime in \( L \), then \( \mathcal{X}^+_S \cong \mathcal{X}^+_S \); while if \( p \) is totally ramified in \( L \), say \( p = \mathfrak{p}^g \), then \( \mathcal{X}^+_S \cong \mathbb{Z}^g \); in this case, let \( \Psi \) denote the reduction of any fundamental character \( \chi_i \), we obtain that an \( O_L \)-integral Hilbert modular form of weight \( \chi_1 \ldots \chi_g \) reduces modulo \( p \) to a modular form of weight \( \Psi_{a_1} \ldots a_g \).

We denote the Hilbert modular forms defined over \( S \), of level \( \mu_N \) and weight \( \chi \) by \( \mathcal{M}(S, \mu_N, \chi) \).

Let \( p \) be a rational prime. Let \( k \) be a finite field of characteristic \( p \), which is an \( O_K \)-algebra. Let \( \mathcal{X}_k(1) \) be the subgroup of \( \mathcal{X}_k^+ \) consisting of characters that are trivial on \( (O_L/p)^\times \) under the map \( (O_L/p)^\times \hookrightarrow \mathfrak{g}(k) = (O_L \otimes_{\mathbb{Z}} k)^\times \to k^\times \). It is proven in 4.4 that the map \( \mathcal{X} \to \mathcal{X}_k \) is surjective and, in particular, \( \mathcal{X}_k = \mathcal{X}_k^U \). This allows us to define a positive cone \( \mathcal{X}_k^+ \) in \( \mathcal{X}_k \) as follows. For every \( i \) there exists \( 1 \leq \tau(i) \leq g \) such that the image of \( \chi_i^p \chi_i^{-1} \) in \( \mathcal{X}_k^+ \) is in \( \mathcal{X}_k(1) \). The character \( \chi_i^p \chi_i^{-1} \) in \( \mathcal{X}_k^+ \) does not depend on the choice of \( \tau(i) \). The positive cone in \( \mathcal{X}_k \) is the one induced by these generators. The positive cone induces an order \( \leq_k \) on \( \mathcal{X}_k \); we say that \( \tau_1 \leq_k \tau_2 \) if \( \tau_1 \tau_2 \) belongs to the positive cone. Note that we have provided \( \mathcal{X}_k(1)^+ := \mathcal{X}_k(1) \cap \mathcal{X}_k^+ \) with a canonical set of generators.

For every character \( \psi \in \mathcal{X}_k(1)^+ \) we construct in 7.12 a holomorphic modular form \( h_\psi \) over \( k \). By 7.14 it has the property that its \( q \)-expansion at any \( \mathbb{F}_p \)-rational
cusp is 1. Moreover, the ideal \( I \) of congruences

\[
I := \text{Ker}\left\{ \bigoplus_{\chi \in X_k} \mathbf{M}(k, \mu_N, \chi) \xrightarrow{q \text{-exp}} k[q]_{\nu \in M} \right\}
\]

(where \( M \) is a suitable \( O_L \)-module depending on the cusp used to get the \( q \)-expansion) is given by

\[
\{ h_\psi - 1 : \psi \in X_k(1)^+ \}.
\]

It is a finitely generated ideal and a canonical set of generators is obtained by letting \( \psi \) range over the generators for \( X_k(1)^+ \) specified above; see 7.21; Cf. [Go2].

Again, it may beneficial to provide two examples. Assume that \( L \) is Galois. If \( p \) is inert in \( L \), we may order \( \sigma_1, \ldots, \sigma_g \) cyclically with respect to Frobenius: \( \sigma \circ \sigma_i = \sigma_{i+1} \). Let \( k = O_L/(p) \). Then \( X_k(1) \) and \( X_k(1)^+ \) are generated by the characters \( \chi_1^p \chi_2^{-1}, \ldots, \chi_1^p \chi_{i+1}^{-1}, \ldots, \chi_g^p \chi_1^{-1} \). Note that this positive cone is different from the one obtained from \( X_0(1) \) via the reduction map. The kernel of the \( q \)-expansion map is generated by \( g \) relations \( h_1 - 1, \ldots, h_g - 1 \), where \( h_i = h_{\chi_1^p \chi_i^{-1}} \) is a modular form of weight \( \chi_i^p - 1 \chi_i^{-1} \). On the other hand, when \( p = \mathfrak{P}^g \) is totally ramified, \( k = O_L/\mathfrak{P} \), we find that \( X_k(1) \) is generated by the characters \( \chi_1^p - 1, \ldots, \chi_g^p - 1 \) that are all the same character in \( X_k^{(1)} \) and the \( q \)-expansion kernel is generated by a single relation \( h_{\psi_{p-1}} - 1 \), where \( h_{\psi_{p-1}} \) is a modular form of weight \( \Psi_{p-1} \).

We offer two constructions of the modular forms \( h_\psi \); see 7.12 and 7.18. One construction allows us to prove in 8.18 that the divisor of \( h_\psi \), for \( \psi \) one of the canonical generators of \( X_k(1)^+ \), is a reduced divisor. The other construction is related to a compactification of \( \mathcal{M}(k, \mu_N) \).

The proof of the theorem on the ideal of congruences is based on the isomorphism between the ring \( \bigoplus_{\chi \in X_k} \mathbf{M}(k, \mu_N, \chi) / I \) of modular forms as \( q \)-expansions and the ring of regular functions on the quasi-affine scheme \( \mathcal{M}(k, \mu_N) \). The latter scheme can be compactified by adding suitable roots of certain of the sections \( h_\psi \). This isomorphism creates a dictionary between modular forms of level \( \mu_N \) and meromorphic functions on the compactification \( \overline{\mathcal{M}}(k, \mu_N) \) that are regular on \( \mathcal{M}(k, \mu_N) \). Under this dictionary, the weight of a modular form, a character in \( X_k \), is mapped to an element of \( \mathcal{X}/X_k(1) \), the \( k^* \)-valued characters of the Galois group \( (O_L/(p))^* \) of the cover \( \overline{\mathcal{M}}(k, \mu_N) \to \mathcal{M}(k, \mu_N)^{\text{ord}} \). The exact behavior of the poles is related to a minimal weight (with respect to the order \( \leq k \) on \( \mathcal{X}_k \), called filtration, from which a \( q \)-expansion may arise, and here the explicit description of the compactification is invaluable in studying the properties of the filtration.

This dictionary also allows us to define operators that clearly depend only on \( q \)-expansions, like \( U, V \) and suitable \( \Theta_\psi \) operators, first as operators on functions on \( \mathcal{M}(k, \mu_N) \), and then as operators on modular forms (see §§15-17). This enables us to study some of the finer properties of these operators from the corresponding properties on \( \mathcal{M}(k, \mu_N) \). Our main results are the following:

- There exists a notion of filtration for Hilbert modular forms: a \( q \)-expansion arising from a modular form \( f \) arises from a modular form of minimal weight \( \Phi(f) \) with respect to \( \leq k \); see 8.20. This weight satisfies \( 0 \leq k \Phi(f) \). See 18.7.
- There exists a linear operator \( V : \mathbf{M}(k, \chi, \mu_N) \to \mathbf{M}(k, \chi^{(p)}, \mu_N) \), whose effect on \( q \)-expansions is \( \sum a_\nu q^{\nu} \mapsto \sum a_\nu q^{p\nu} \). The character \( \chi^{(p)} \) is the character induced from \( \chi \) by composing with Frobenius. (Concretely, in the inert case \( \chi_i^{(p)} = \chi_{i-1}^p \).
and in the totally ramified case $\Psi^{(p)} = \Psi^p$.) We have $\Phi(Vf) = \Phi(f)^{(p)}$. The operator $V$ comes from the Frobenius morphism of $\mathfrak{M}(\mathbf{F}_p, \mu_{Np})$. See 16.1, 16.5, 16.8 and 18.11.

- For every fundamental character $\psi$ there exists a $k$-derivation $\Theta_\psi$ taking modular forms of weight $\chi$ to modular forms of weight $\chi^{(p)}\psi$. Its effect on $q$-expansions at a suitable cusp is given by $\sum a(\nu)q^{\nu} \mapsto \sum \psi(\nu)a(\nu)q^{\nu}$. See 15.34–15.36. The behavior of filtration under such operator involves too much notation to include here and we refer the reader to 18.10. In the inert case, $\Phi(f) = \chi_1^{a_1} \cdots \chi_g^{a_g}$, we have $\Psi(\Theta_{\chi_1}f) \leq_k \Phi(f)\chi_1^{p}$ and $\Psi(\Theta_{\chi_i}f) \leq_k \Phi(f)\chi_i^{2}$ if $p | a_i$ (note: $\chi_i(i) = (\chi^{(p)}i^{-1}(i))/(\chi^{(p)}i^{-1}(i)))$. If $p$ is completely ramified the result resembles the elliptic case: if $\Phi(f) = \Psi^a$ then $\Phi(\Theta_{\psi}f) \leq_k \Psi^{a+p+1}$ and $\Phi(\Theta_{\psi}f) \leq_k \Psi^{a+1}$ if $p | a$.

- There exists a linear operator $U$ taking holomorphic modular forms of weight $\chi$ to meromorphic modular forms of weight $\chi$. See 17.7. We have identity of $q$-expansions

$$VUf(q) = \prod_{i=1}^{g} (I - \Theta_{\chi_i})f(q)$$

provided $p$ is unramified (see 17.7.1 for the general formula) and the effect of $U$ on $q$-expansions is

$$\sum a(\nu)q^{\nu} \mapsto \sum a(\nu\nu)q^{\nu}.$$ 

If $\chi$ is “positive enough” (see 17.7 for a precise statement) then $U$ takes holomorphic modular forms of weight $\chi$ to holomorphic modular forms of weight $\chi$. Every ordinary modular form has the same $q$-expansion as an ordinary modular form in an explicit box of weights (see 18.14). For example, this box is equal to $[t,p+1]^g$ for $p$ inert, where $t = 0$ if $p = 2$ and $t = 1$ otherwise. It is equal to $[2,p+1]$ if $p$ is totally ramified.

Our main results concerning the $p$-adic theory are the following. We define a $p$-adic modular form as an equivalence class of Cauchy sequences of classical modular forms of level $\mu_N$, with $N$ prime to $p$, with respect to an appropriate $p$-adic topology; see 10.8. A choice of cusp allows one to identify a $p$-adic modular form with a $p$-adic uniform limit of $q$-expansions of classical modular forms of a fixed level $\mu_N$; see 10.10 and 10.11. Thus, this definition is in the spirit of Serre’s original definition in the one dimensional case [Sc] and we are able to present a theory very similar to that of loc. cit. In particular, a $p$-adic modular form has a well defined weight in a $p$-adic completion $\mathbb{X}$ of the group of universal characters $\mathbb{X}$; see 10.11.

On the other hand, one may define $p$-adic modular forms as regular functions on a formal scheme along lines established by Katz [Ka2], [Ka4] (who works mostly in the unramified case); see 11.5. The group $(O_L \otimes \mathbb{Z}_p)^* \otimes \mathbb{Z}_p$ acts on this ring of regular functions and we interpret $\mathbb{X}$ as $p$-adic characters of $(O_L \otimes \mathbb{Z}_p)^*$. We prove that the notions of a modular form in Serre’s approach and Katz’ approach agree under minor restrictions: one may then identify a modular form of weight $\chi \in \mathbb{X}$ with a regular function transforming under the action of the group $(O_L \otimes \mathbb{Z}_p)^*$ by the character $\chi$; see 11.12.

Using this, we extend the definition of the theta operators defined modulo $p$ to $p$-adic operators that agree with those in Katz [Ka4] when defined; see 15.13, 15.21 and 15.24. This allows us to present many examples of $p$-adic modular forms; see 15.25.
2 Notations.

2.1 Definition. Let \( L \) be a totally real number field. Let \( p \) be a prime of \( \mathbb{Z} \). Let

- \( O_L \) be the ring of integers of \( L \);
- \( g = [L : \mathbb{Q}] \) be the degree of \( L \) over \( \mathbb{Q} \);
- \( D_L \) be the different ideal of \( L \) over \( \mathbb{Q} \) and \( d_L \) be the discriminant;
- \( \{ (I, I^+) \} \) be fractional \( O_L \)-ideals, with the natural notion of positivity, forming a set of representatives of the strict class group of \( L \) i.e., of the isomorphism classes of projective \( O_L \)-modules of rank 1 with a notion of positivity;
- \( K \) be a Galois closure of \( L \). Fix embeddings \( K \hookrightarrow \mathbb{Q}_p \) and \( K \hookrightarrow \mathbb{C} \);
- \( \{ \gamma : L \to K \} \) be the set of distinct embeddings of \( L \) into \( K \);
- \( \{ \mathfrak{p} | \mathfrak{p} \text{ divides } p \} \) be the primes of \( O_L \) above \( p \). For each prime \( \mathfrak{p} \) over \( p \), let \( \pi_{\mathfrak{p}} \in O_L \) be a generator of \( \mathfrak{p} \otimes \mathbb{Z} Z_p \) such that \( \pi_{\mathfrak{p}} \not\in \mathfrak{p}' \) for any other prime \( \mathfrak{p}' \) over \( p \) different from \( \mathfrak{p} \);
- \( e_{\mathfrak{p}} \) be the ramification index of \( \mathfrak{p} \) over \( p \) for any prime \( \mathfrak{p} \) of \( O_L \) over \( p \);
- \( k_{\mathfrak{p}} = O_L/\mathfrak{p} \) and \( f_{\mathfrak{p}} = [k_{\mathfrak{p}} : F_p] \) for any prime \( \mathfrak{p} \) over \( p \). Denote by \( W(k_{\mathfrak{p}}) \) the Witt vectors of \( k_{\mathfrak{p}} \).

2.2 More notation. Let \( k \) be a perfect field of characteristic \( p \) such that \( k \) contains all the residue fields \( \{ k_{\mathfrak{p}} \}_{\mathfrak{p}|p} \) of the prime ideals of \( O_L \) over \( p \). Let \( \sigma : k \to k \) be the absolute Frobenius on \( k \) sending \( x \mapsto x^p \). Let \( \sigma : W(k) \to W(k) \) denote also the unique lift of \( \sigma \) to the Witt vectors \( W(k) \) of \( k \). For each prime \( \mathfrak{p} \) of \( O_L \) over \( p \) let

\[
\{ \overline{\sigma}_{\mathfrak{p}, i} : k_{\mathfrak{p}} = O_L/\mathfrak{p} \to k \}_{i=1, \ldots, f_{\mathfrak{p}}}
\]
be the set of different homomorphisms from the residue field \( k_\mathfrak{p} \) of \( O_L \) at \( \mathfrak{p} \) to \( k \) (resp. from \( W(k_\mathfrak{p}) \) to \( W(k) \)) ordered so that
\[ \sigma \circ \sigma_{\mathfrak{p},i} = \sigma_{\mathfrak{p},i+1} \quad \text{(resp. \( \sigma \circ \hat{\sigma}_{\mathfrak{p},i} = \hat{\sigma}_{\mathfrak{p},i+1} \)).} \]

Then
\[ O_L \otimes W(k) = \prod_{\mathfrak{p}} O_{L,\mathfrak{p}} \otimes Z_p W(k) = \prod_{\mathfrak{p}} \left( \prod_{i=1}^{f_{\mathfrak{p}}} O_{L,\mathfrak{p}} \otimes W(k_\mathfrak{p}) \otimes W(k) \right), \]
where for each prime \( \mathfrak{p} \) the last isomorphism is induced by applying \( O_{L,\mathfrak{p}} \otimes W(k_\mathfrak{p}) \) to the isomorphism
\[ (\sigma_{\mathfrak{p},1}, \ldots, \sigma_{\mathfrak{p},f_{\mathfrak{p}}}) : W(k_\mathfrak{p}) \otimes W(k) \cong \prod_{i=1}^{f_{\mathfrak{p}}} W(k). \]

For each prime \( \mathfrak{p} \) and for \( 1 \leq i \leq f_{\mathfrak{p}} \), denote by
\[ e_{\mathfrak{p},i} \in O_L \otimes W(k) \]
the associated idempotent.

Let \( \mathfrak{p} \) be a prime of \( O_K \) over \( p \) and fix an embedding \( O_K/\mathfrak{p} \hookrightarrow k \). Let \( \sigma \) be a lifting to \( O_{K,\mathfrak{p}} \) of the *absolute* Frobenius on \( O_K/p \). For every prime \( \mathfrak{p} \) of \( O_L \) over \( p \) let
\[ \{ \sigma_{\mathfrak{p},i} : O_{L,\mathfrak{p}} \longrightarrow O_{K,\mathfrak{p}} \}_{i=1, \ldots, f_{\mathfrak{p}}} \]
be extensions of the homomorphisms \( \{ \hat{\sigma}_{\mathfrak{p},i} \}_{i=1, \ldots, f_{\mathfrak{p}}} \) to homomorphisms from the localization \( O_{L,\mathfrak{p}} \) of \( O_L \) to the localization \( O_{K,\mathfrak{p}} \) of \( O_K \).

2.3 Definition. Let
\[ \mathcal{G} := \text{Res}_{O_L/Z} (G_{m,O_L}) : \text{Schemes} \longrightarrow \text{Groups} \]
be the Weil restriction of \( G_{m,O_L} \) to \( Z \) i.e., the functor associating to a scheme \( S \) the group \( (\Gamma(S,O_S) \otimes Z O_L)^* \). If \( T \) is a scheme, we write
\[ \mathcal{G}_T := \mathcal{G} \times_{\text{Spec}(Z)} T. \]

If \( T = \text{Spec}(R) \), we write \( \mathcal{G}_R \) for \( \mathcal{G}_T \). For any scheme \( T \) define
\[ \mathcal{X}_T := \text{Hom}_{GR} (\mathcal{G}_T, G_{m,T}) \]
as the group of characters of \( \mathcal{G}_T \). We often write \( \mathcal{X} \) for \( \mathcal{X}_{O_K} \).
3 Moduli spaces of abelian varieties with real multiplication.

3.1 Note carefully. Throughout this paper we fix a fractional ideal $\mathfrak{I}$ with its natural positive cone $\mathfrak{I}^+$ among the ones chosen in 2.1. Below we discuss Hilbert moduli spaces and Hilbert modular forms, where the polarization datum is fixed and equal to $(\mathfrak{I}, \mathfrak{I}^+)$. Our notation, though, does not reflect that. When we are compelled to consider the same notions with all the polarization modules chosen in 2.1 at once, this will be explicitly mentioned.

3.2 Definition. Let $S$ be a scheme. Let $N$ be a positive integer. Denote by

$$\mathcal{M}(S, \mu_N) \rightarrow S$$

the moduli stack over $S$ of $\mathfrak{I}$-polarized abelian varieties with real multiplication by $O_L$ and $\mu_N$-level structure. It is a fibred category over the category of $S$-schemes. If $T$ is a scheme over $S$, the objects of the stack over $T$ are the $\mathfrak{I}$-polarized Hilbert-Blumenthal abelian schemes over $T$ relative to $O_L$ with $\mu_N$-level structure i. e., quadruples $(A, \iota, \lambda, \varepsilon)$ consisting of
a) an abelian scheme $A \rightarrow T$ of relative dimension $g$;
b) an $O_L$-action i. e., a ring homomorphism $\iota: O_L \hookrightarrow \text{End}_T(A)$;
c) a polarization $\lambda: (M_A, M^+_A) \sim \rightarrow (\mathfrak{I}, \mathfrak{I}^+)$ i. e., a $O_L$-linear isomorphism of sheaves on the étale site of $T$ between the invertible $O_L$-module $M_A$ of symmetric $O_L$-linear homomorphisms from $A$ to its dual $A^\vee$ and the ideal $\mathfrak{I}$ of $L$, identifying the positive cone of polarizations $M^+_A$ with $\mathfrak{I}^+$;
d) a $O_L$-linear injective homomorphism $\varepsilon: \mu_N \otimes D^{\frac{1}{L}} \hookrightarrow A$,

where for any scheme $S$ over $T$ we define

$$(\mu_N \otimes D^{\frac{1}{L}})(S) := \mu_N(S) \otimes D^{\frac{1}{L}}.$$

We require that the following condition, called the Deligne-Pappas condition, holds:

- \textbf{(DP)} the morphism $A \otimes_{O_L} M_A \longrightarrow A^\vee$ is an isomorphism.

3.3 Remark. If $N \geq 4$, the level structure of type $\mu_N$ is rigid [Go2, Lemma 1.1] and hence $\mathcal{M}(S, \mu_N)$ is represented by a scheme over $S$.

3.4 $\Gamma_0(\mathfrak{D})$-level structure. Let $N$ be an integer and let $\mathfrak{D}$ be an ideal of $O_L$ prime to $N$. Let $T$ be a scheme. A $\mathfrak{D}$-polarized abelian scheme over $T$ with real multiplication by $O_L$ and $\mu_N$ and $\Gamma_0(\mathfrak{D})$-level structures is a quintuple

$$(A, \iota, \lambda, \varepsilon, H)/T,$$
where \((A, \iota, \lambda, \varepsilon)\) is a \(\mathcal{I}\)-polarized abelian scheme over \(T\) with real multiplication by \(O_L\) and \(\mu_N\)-level structure and \(H\) is an \(O_L\)-invariant closed subgroup scheme
\[
H \hookrightarrow A,
\]
such that \(H\) is isomorphic to the constant group scheme \((O_L/D)\) locally étale on \(T\). If \(S\) is a scheme, let
\[
\mathcal{M}(S, \mu_N, \Gamma_0(D)) \longrightarrow S
\]
be the moduli stack over \(S\) of \(\mathcal{I}\)-polarized abelian varieties with real multiplication by \(O_L\) and \(\mu_N\)×\(\Gamma_0(D)\)-level structure. If \(T\) is an \(S\)-scheme, the objects of the stack over \(T\) consist of \(\mathcal{I}\)-polarized abelian schemes over \(T\) with real multiplication by \(O_L\) and \(\mu_N\) and \(\Gamma_0(D)\)-level structures.

3.5 Definition. Let \(T\) be a scheme. We say that an abelian scheme \(A\) over \(T\) with \(O_L\)-action \(\iota: O_L \hookrightarrow \text{End}_T(A)\) satisfies the Rapoport condition if
\[
(R) \quad \Omega^1_{A/T} \text{ is a locally free } O_T \otimes \mathbb{Z} O_L\text{-module.}
\]
Let \(S\) be a scheme. Denote by
\[
\mathcal{M}(S, \mu_N)^R
\]
the open substack of \(\mathcal{M}(S, \mu_N)\) whose objects are the \(\mathcal{I}\)-polarized abelian schemes with real multiplication by \(O_L\), with \(\mu_N\)-level structure and satisfying the Rapoport condition.

Let \(p\) be a prime. Suppose that \(S\) is a scheme over \(\mathbb{Z}_p\). Denote by
\[
\mathcal{M}(S, \mu_N)^{\text{ord}}
\]
the open substack of \(\mathcal{M}(S, \mu_N)\) whose objects are the \(\mathcal{I}\)-polarized abelian schemes, with real multiplication by \(O_L\) and with \(\mu_N\)-level structure, that are geometrically ordinary.

3.6 Remark. A quadruple \((A, \iota, \lambda, \varepsilon)\) as in (a)-(d) of 3.2 satisfying (R) automatically satisfies (DP). It follows from [Ra, Cor. 1.13] and the characteristic 0 theory. If \(d_L\) is invertible in \(S\), then (R) and (DP) are equivalent. See [DePa, Cor. 2.9]. Suppose that \(S\) is a scheme over \(\mathbb{Z}_p\). A quadruple \((A, \iota, \lambda, \varepsilon)\) as in (a)-(d) of 3.2, such that \(A \to S\) is geometrically ordinary, automatically satisfies (R). Indeed, by the Serre-Tate theory of canonical lifts we can lift any ordinary \(\mathcal{I}\)-polarized abelian variety with RM by \(O_L\) in characteristic \(p\) to a \(\mathcal{I}\)-polarized abelian variety with RM by \(O_L\) in characteristic 0.

We have open immersions
\[
\mathcal{M}(S, \mu_N)^{\text{ord}} \hookrightarrow \mathcal{M}(S, \mu_N)^R \hookrightarrow \mathcal{M}(S, \mu_N).
\]
Fiberwise over \(S\), the complement of \(\mathcal{M}(S, \mu_N)^R \text{ in } \mathcal{M}(S, \mu_N)\) has codimension at least 2. See [DePa, Prop. 4.4].

3.7 Remark. Let \(N_1\) and \(N_2\) be positive integers such that \(N_2|N_1\) and \(N_2 \geq 4\). The morphism
\[
\mathcal{M}(S, \mu_{N_1}) \longrightarrow \mathcal{M}(S, \mu_{N_2})
\]
is étale. Its image is open. Let \( s \in S \) be a geometric point with residue field of characteristic \( l \). Consider the induced étale morphism

\[
\mathcal{M}(k(s), \mu_{N_1}) \longrightarrow \mathcal{M}(k(s), \mu_{N_2}).
\]

Then
- if \( l | N_1 \), but \( l \not| N_2 \), the map is not surjective and its image coincides with the ordinary locus;
- otherwise the map is surjective.

Assume that \( R \) is a local artinian ring with residue field of characteristic \( l \). Suppose that \( N_1 N_2^{-1} = l^k \). Then, the morphism from \( \mathcal{M}(S, \mu_{N_1}) \) to its image in \( \mathcal{M}(S, \mu_{N_2}) \) is Galois with Galois group isomorphic to

\[
\text{Aut}_{O_L}(\mu_{N_1 N_2^{-1}} \otimes D_L^{-1}) \simeq (O_L/\mathcal{N}_2)^* = (O_L/l^k O_L)^*.
\]

### 4 Properties of \( \mathfrak{g} \).

The notation is as in 2.3. The characters of \( \mathfrak{g} \) over a scheme \( S \) are the weights of Hilbert modular forms over \( S \). For this reason we study them in some detail in this section. Special emphasis is reserved to positive characteristic. An important phenomenon is that if \( p \) ramifies in \( L \), there exist characters over \( \mathcal{O}_K \) (a normal extension of \( O_L \)) which coincide in characteristic \( p \). This explains why the kernel of the \( q \)-expansion map in characteristic \( p \) is generated by \( q \) relations if \( p \) is inert in \( L \) and by a single relation if \( p \) is totally ramified. We also investigate the existence of “exotic” weights (as opposed to the universal ones) over artinian local rings such as Witt vectors of finite length.

#### 4.1 Definition. (The universal characters)

The homomorphism of \( O_K \)-algebras

\[
O_L \otimes \mathcal{O}_K \prod_{\gamma \in L \rightarrow K} \mathcal{O}_K
\]

defines a morphism of \( O_K \)-schemes

\[
\mathfrak{g}_{\mathcal{O}_K} \prod_{\gamma \in L \rightarrow K} \mathbb{G}_{m, \mathcal{O}_K}.
\]

The characters \( \{ \chi_\gamma | \gamma : L \rightarrow K \} \) are called the fundamental characters of \( \mathfrak{g}_{\mathcal{O}_K} \). Denote by

\[
\mathcal{X}_{\mathcal{O}_K}^+ \subset \mathcal{X}_{\mathcal{O}_K} := \text{Hom}_{\mathcal{O}_K}(\mathfrak{g}_{\mathcal{O}_K}, \mathbb{G}_{m, \mathcal{O}_K})
\]

the cone spanned by the fundamental characters. Define \( \text{Nm} \) to be the character which is the product of the fundamental ones.

Let \( T \) be a scheme over \( O_K \). The subgroup \( \mathcal{X}_T^+ \) of the character group \( \mathcal{X}_T \) of \( \mathfrak{g}_T \), spanned by the fundamental characters, is called the subgroup of universal characters.

#### 4.2 The generic fiber.

The group scheme \( \mathfrak{g}_Q \) is a torus. Let \( K \) be the fixed Galois
closure of \( L \) over \( \mathbb{Q} \), then the universal characters induce an isomorphism

\[
G_K \xrightarrow{\prod \chi_{\gamma:L \to K}} \prod_{\gamma:L \to K} G_{m,K}.
\]

In fact, \( O_L \otimes \mathbb{Z} K \xrightarrow{\prod \gamma \times \text{id}} \prod_{\gamma:L \to K} K \) is an isomorphism.

### 4.3 The group scheme \( \mathcal{G}_{\mathbb{Z}_p} \)

We have

\[
\mathcal{G}_{\mathbb{Z}_p} \sim \prod_{\mathfrak{p}|p} \mathcal{G}_{\mathfrak{p}},
\]

where \( \mathcal{G}_{\mathfrak{p}} = \text{Res}_{O_L,\mathfrak{p}}(G_m, O_{L,\mathfrak{p}}) \) for all primes \( \mathfrak{p} \) of \( O_L \) over \( p \). This follows from the isomorphism \( O_L \otimes \mathbb{Z} \mathbb{Z}_p \xrightarrow{\prod \mathfrak{p}|p} O_{L,\mathfrak{p}} \). For each \( \mathfrak{p} \) the natural inclusion \( W(k_{\mathfrak{p}}) \to O_{L,\mathfrak{p}} \) defines a closed immersion of group schemes

\[
\text{Res}_{W(k_{\mathfrak{p}})/\mathbb{Z}_p}(G_m, W(k_{\mathfrak{p}})) \hookrightarrow G_p
\]

4.4 The special fiber of \( \mathcal{G} \mathbb{Z}_p \)

Let \( \mathfrak{p} \) be a prime of \( O_L \) over \( p \). We have an exact sequence

\[
0 \to \mathcal{G}_{\mathfrak{p},u} \to \mathcal{G}_{\mathfrak{p}} \to \mathcal{G}_{\mathfrak{p},ss} \to 0,
\]

where \( \mathcal{G}_{\mathfrak{p},u} \) stands for the unipotent subgroup of \( \mathcal{G}_{\mathfrak{p}} \) and \( \mathcal{G}_{\mathfrak{p},ss} \) is the semisimple part. The natural inclusion \( k_{\mathfrak{p}} \to O_{L,\mathfrak{p}}/PO_{L,\mathfrak{p}} \) defines a subgroup scheme

\[
\text{Res}_{k_{\mathfrak{p}}/\mathbb{F}_p}(G_{m,k_{\mathfrak{p}}}) \hookrightarrow \mathcal{G}_{\mathfrak{p}}
\]

mapping isomorphically to \( \mathcal{G}_{\mathfrak{p},ss} \). In particular, the exact sequence above is split.

If \( k \) is a field containing \( k_{\mathfrak{p}} = O_L/\mathfrak{p} \), then

\[
\text{Res}_{k_{\mathfrak{p}}/\mathbb{F}_p}(G_{m,k_{\mathfrak{p}}}) \times \text{Spec}(k) \to \prod_{k_{\mathfrak{p}} \to k} G_{m,k} \to G_{m,k}
\]

is a split torus. In particular, if \( k \) contains all the residue fields of \( O_K \) at all primes above \( p \), the reduction map

\[
\mathcal{X}_{O_K} \to \mathcal{X}_k
\]

is surjective and, hence, \( \mathcal{X}_k \) is spanned by the universal characters. As shown in example 4.7, the reduction map is not an isomorphism in general.

### 4.5 Remark

We have

\[
\mathcal{X}_k = \prod_{\mathfrak{p}} \left( \prod_{i=1}^{f_{\mathfrak{p}}} \chi_{\mathfrak{p},i} \right),
\]
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where $\chi_{\mathfrak{p},i}$ is the character of the torus $G^{*\mathfrak{p}}_{\mathbf{F}_p} \cong \text{Res}_{\mathbf{k}_\mathfrak{p}/\mathbf{F}_p}(G_{m, \mathbf{k}_\mathfrak{p}})$ defined over $k$ by the homomorphism $\sigma_{\mathfrak{p},i}$ of 2.2.

4.6 Example: the inert case. Suppose that $p$ is inert in $L$. Then the morphisms defined in 4.1 are isomorphisms after tensoring with $\mathbf{Z}_p$. In particular, $G_{\mathbf{Z}_p}$ is a torus. The natural morphisms of character groups

$$\chi_{\mathbf{F}_p} \leftarrow \chi_{\mathcal{O}_K} \rightarrow \chi_K$$

are all isomorphisms.

4.7 Example: the totally ramified case. Suppose that the prime $p$ is totally ramified in $L$ and $g > 1$. Let $\mathfrak{P}$ be the unique prime above it and fix an isomorphism $O_L/pO_L \cong \mathbf{k}_\mathfrak{P}[[T]]/(T^g)$. Then

$$\left( G^{\mathfrak{P}}_{\mathbf{F}_p} \right)(R) = \left( R \otimes \mathbf{k}_\mathfrak{P}[T]/(T^g) \right)^*$$

for any $\mathbf{k}_\mathfrak{P}$-algebra $R$. In particular, the toric part of $G^{\mathfrak{P}}_{\mathbf{F}_p}$ is one dimensional. The natural morphism of character groups

$$\chi_{\mathcal{O}_K} \rightarrow \chi_{\mathbf{F}_p}$$

has a non-trivial kernel. In particular, all the fundamental characters have the same reduction $\Psi$.

4.8 Exotic characters of $\mathfrak{g}$. Let $k$ be a perfect field of positive characteristic $p$. Let $W_{m+1}(k) \rightarrow W_m(k)$ be the canonical surjective homomorphism on truncated Witt vectors. It is defined by a principal ideal $(\epsilon)$ satisfying $p\epsilon = 0$. Consider the induced reduction homomorphism

$$\alpha: \chi_{W_{m+1}(k)} \rightarrow \chi_{W_m(k)}.$$  

Let

$$\chi: G_{W_{m+1}(k)} \rightarrow G_{m, W_{m+1}(k)}$$

be a character. Write

$$G_{W_{m+1}(k)} := \text{Spec}(A) \quad \text{and} \quad G_{m, W_{m+1}(k)} = \text{Spec} \left( W_m(k)[t, \frac{1}{t}] \right).$$

Then

$$\chi \in \text{Ker}(\alpha) \quad \text{iff} \quad \chi(t) = 1 + \epsilon a, \quad a \in A/pA$$

with $a$ satisfying

$$\Delta(a) = a \otimes 1 + 1 \otimes a, \quad \text{and} \quad u(a) = 0,$$

where $\Delta$ (resp. $u$) is the comultiplication (resp. counit) of $A$. Hence the kernel of $\alpha$ is

$$\text{Ker}(\alpha) = \text{Hom}_{k-\text{Gr}}(G_k, G_{a,k}).$$
Let $G_u^k$ be the unipotent part. As soon as it is non-trivial, the group $\text{Ker}(\alpha)$ is not finitely generated. In fact, there exists a surjective homomorphism $G_u^k \rightarrow G_{a,k}$ and it is acted upon by

$$\text{End}_{k-GR}(G_{a,k}) \rightarrow \{f \in k[X] | f \in k[X^p], f(0) = 0\},$$

where the group structure on the RHS is induced by composition. In particular, as soon as $p$ is ramified, $X_{W_{m+1}(k)}$ is not finitely generated and hence does not consist of universal characters.

The reader may have noticed that this phenomenon cannot occur for $g = 1$. The phenomenon of exotic weights, and the exotic Hilbert modular forms associated to them, may only occur for $g > 1$ in the presence of ramification. However, this “pathology” is a peculiarity of Artinian bases and disappears in the truly $p$-adic situation. The situation is different when we consider the characters that lift to $W_m(k)$ for all integers $m$.

4.9 Definition. (The formal characters) Let $\hat{G}$ be the smooth formal group over $\text{Spf}(\mathbb{Z}_p)$ associated to the group scheme $G$. Let $\hat{O}_K$ be the completion of $O_K$ with respect to the ideal $pO_K$. Define

$$X_{\hat{O}_K} \left( \hat{G} \right) = \text{Hom}_{\hat{O}_K} \left( \hat{G} \times_{\text{Spf}(\mathbb{Z}_p)} \text{Spf}(\hat{O}_K), \hat{G}_m, \hat{O}_K \right)$$

as the group of formal characters of $\hat{G}$ over $\text{Spf}(\hat{O}_K)$. For any character $\chi \in X_{O_K}$ define $\hat{\chi}$ to be the induced element of $X_{\hat{O}_K}(\hat{G})$.

4.10 Proposition. The natural morphism

$$\prod_{\gamma: L \rightarrow K} \hat{\chi}_{\gamma}^Z \longrightarrow \hat{X}_{O_K} \left( \hat{G} \right)$$

is an isomorphism.

Proof: Consider the following natural diagram over $\hat{O}_K$

$$\begin{array}{c}
\hat{G}_{\hat{O}_K} \leftarrow \hat{G}_{\hat{K}} \\
\uparrow \quad \uparrow \\
\hat{G}_{\hat{O}_K}^p \quad \quad \quad \hat{G}_{\hat{K}}^1 \\
\downarrow \quad \downarrow \\
\hat{G}_{\hat{O}_K}^{p,1} \quad \quad \quad \hat{G}_{\hat{K}}^{p,1} \\
\hat{G}_{\hat{O}_K}^{1,p} \quad \quad \quad \hat{G}_{\hat{K}}^{1,p} \\
\xi \quad \quad \quad \downarrow \\
\end{array}$$

where $\hat{G}_{\hat{O}_K}^1$ (resp. $\hat{G}_{\hat{K}}^1$) stands for the completion of $G_{\hat{O}_K}$ (resp. $G_{\hat{K}}$) along the identity section, where $\hat{G}_{\hat{O}_K}^p$ stands for the completion of $G_{\hat{O}_K}$ along the special fiber $G_{\hat{O}_K/p\hat{O}_K}$ and where $\hat{G}_{\hat{O}_K}^{p,1}$ stands for the completion of $G_{\hat{O}_K}$ at the identity section of $G_{\hat{O}_K/p\hat{O}_K}$. Let $G = \text{Spec}(A)$. Then
a) using that $A$ is a domain and Krull’s theorem, one deduces that all the arrows in the diagram are inclusions at the level of the algebras of regular functions;
b) since $\mathcal{S}$ is smooth over $\text{Spec}(\mathbf{Z})$, we have that $\mathfrak{g}^1_{O_K}$ is the formal spectrum of a power series ring over $\widehat{O}_K$. Hence, the associated algebra is $p$-adically complete. In particular, the natural map $\xi: \mathfrak{g}^1_{p,O_K} \to \mathfrak{g}^1_{O_K}$ induces an isomorphism at the level of the algebras of regular functions;
c) under this isomorphism the underlying diagram of algebras is commutative.

A similar diagram exists replacing $\mathcal{S}$ with $Gm, \mathbf{Z}$. To any element of $\widehat{\mathcal{S}}_{O_K}(\widehat{G})$, one can associate a formal character of $G_{O_K}$ and hence, by the diagram above, an element in $\widetilde{\mathcal{X}}_{O_K}(\widehat{G}) \cong \prod_{P \mid p} \text{Hom}(k_{\mathfrak{p}}(\mathcal{S}), (B/p)^*)$.

By 4.2, we have $\mathcal{S}_K \cong \prod_{\gamma: K \to L} Gm, K$. Hence, $t$ is an isomorphism. By (a) the map $s$ is injective. Hence, all the arrows in the diagram of characters are isomorphisms. This proves the claim.

In the rest of this section we define a certain filtration $\{\mathcal{X}_{B,p}(n)\}$ on the group of characters $\mathcal{X}_B$ of $\mathcal{S} \times_{\text{Spec}(\mathbf{Z})} \text{Spec}(B)$. If $B$ is a $p$-adic ring and an $O_K$-algebra, the topology of $\mathcal{X}_B$ induced by this filtration is separated and we study the resulting completion $\widehat{\mathcal{X}}_{B,p}$. The motivation is that $p$-adic modular forms “à la Serre” over $B$, defined in 10.8, have a well defined weight in $\widehat{\mathcal{X}}_{B,p}$.

4.11 Definition. Let $B$ be a ring with an ideal $\mathfrak{p}$ such that $B/\mathfrak{p}$ is of characteristic $p$. For any non-negative integer $n$ define

$$\mathcal{X}_{B,p}(n) := \left\{ \chi \in \mathcal{X}_B \mid \chi: (O_L/p^n O_L)^* \to (B/p^n B)^* \text{ is trivial} \right\}.$$ 

Define

$$\widehat{\mathcal{X}}_{B,p} := \lim_{\to \to} \mathcal{X}_B/\mathcal{X}_{B,p}(n).$$

We suppress the index $\mathfrak{p}$ if no confusion is likely to arise.

4.12 The structure of $\widehat{\mathcal{X}}_{B,p}$. Suppose that $B$ is an $O_K$-algebra and that $\mathfrak{p}$ is a maximal ideal. Note that $\mathcal{X}_B/\mathcal{X}_{B,p}(1)$ is isomorphic to $\mathcal{X}_{B/pB}/\mathcal{X}_{B/pB}(1)$. It follows from 4.4 that $\mathcal{X}_B/\mathcal{X}_{B,p}(1)$ consists of universal characters and

$$\mathcal{X}_B/\mathcal{X}_{B,p}(1) \sim \hom((O_L/pO_L)^*, (B/p)^*) = \prod_{\mathfrak{p} \mid p} \hom(k_{\mathfrak{p}}, (B/p)^*).$$
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Since

\[ \operatorname{Ker}\left( (B/\mathfrak{p}^{n+1})^* \to (B/\mathfrak{p}^n)^* \right) = 1 + \mathfrak{p}^n \pmod{\mathfrak{p}^{n+1}}, \]

it is killed by \( p \). In particular, for any \( n \geq 1 \) we have that \( p \) kills \( \mathcal{X}_{B,p}(n) / \mathcal{X}_{B,p}(n+1) \).

Suppose that \( B \) is flat over \( O_K \). We aim to prove that

\[ \cap_n \mathcal{X}_{B,p}(n) = \{ 1 \}. \]

Let \( \hat{B} := \lim_n B/\mathfrak{p}^n \). Let \( \sigma_1, \ldots, \sigma_g : L \to K \) denote the distinct embeddings of \( L \) in \( K \). Let \( \chi_1, \ldots, \chi_g \) be the associated fundamental characters of \( \operatorname{Res}_{O_K/\mathbb{Z}}(G_{m,O_K}) \) as in 4.1. The flatness of \( B \) over \( \mathbb{Z} \) implies that \( \mathcal{X}_B = \chi_1^Z \times \cdots \times \chi_g^Z \); see 4.13.

Suppose \( \chi \in \cap_n \mathcal{X}_{B,p}(n) \). Write \( \chi = \chi_1^{a_1} \cdots \chi_g^{a_g} \). By assumption the homomorphism \( \chi : (O_L \otimes \mathbb{Z} \mathfrak{p})^* \to \hat{B}^* \) is trivial. Let \( U \subset (O_L \otimes \mathbb{Z} \mathfrak{p})^* \) and \( V \subset O_L \otimes \mathbb{Z} \mathfrak{p} \) be subgroups of finite index where the exponential map is defined and induces an isomorphism \( \exp_U : V \to U \). The map \( \log_U \circ \exp : V \to \hat{B} \), given by \( l \otimes z \mapsto \sum_{i=1}^g a_i \sigma_i(l)z \), is the zero map and factors through the completion of \( K \) at the prime ideal \( \mathfrak{p} \cap O_K \). The independence of the embeddings \( \sigma_1, \ldots, \sigma_g \) gives that \( a_i = 0 \) for every \( i = 1, \ldots, g \), i.e., that \( \chi = 1 \) as claimed.

4.13 Lemma. Suppose that \( B \) is a ring flat over \( O_K \). Then

1. we have

\[ \mathcal{X}_B = \mathcal{X}_{O_K} = \prod_{\gamma : L \to K} \chi_\gamma^\mathbb{Z}; \]

2. the topology on \( \mathcal{X}_B \) induced by the system of subgroups \( \{ \mathcal{X}_{B,p}(n) \}_{n \in \mathbb{N}} \) is separated, i.e.

\[ \cap_{n \in \mathbb{N}} \mathcal{X}_{B,p}(n) = \{ 1 \}; \]

3. finally, \( \hat{\mathcal{X}}_{B,p} \) is independent of \( \mathfrak{p} \) and is the product of

   - a finite group of order prime to \( p \) isomorphic to \( \prod_{\mathfrak{p} \mid \mathfrak{p}} \operatorname{Hom}(k_{\mathfrak{p}}, (B/\mathfrak{p})^*) \);

   - a topological group isomorphic to \( \mathbb{Z}^g \).

Proof: The flatness implies that \( \mathcal{X}_B \hookrightarrow \mathcal{X}_{B \otimes \mathbb{Q}} \). Claim (1) follows from 4.1. Claim (2) follows from 4.12. Note that \( \mathcal{X}_{B,p}(1) \) is a free abelian group of rank \( g \).

Consider

\[ \hat{\mathcal{X}}_{B,p}(1) := \lim_{\to \infty} \mathcal{X}_{B,p}(1) / \mathcal{X}_{B,p}(n). \]

By 4.12 the group \( \mathcal{X}_{B,p}(n) / \mathcal{X}_{B,p}(n+1) \) is killed by \( p \) for \( n \geq 1 \). Hence \( p^n \mathcal{X}_{B,p}(1) \) is contained in \( \mathcal{X}_{B,p}(n) \). We obtain a continuous surjective homomorphism

\[ \lim_{\to \infty} \mathcal{X}_{B,p}(1) / p^n \mathcal{X}_{B,p}(1) \to \hat{\mathcal{X}}_{B,p}(1). \]

The group on the LHS is isomorphic to \( \mathbb{Z}^g \) as topological groups. It follows from (2) that \( \hat{\mathcal{X}}_{B,p}(1) \) has no \( p \)-torsion. Hence, \( \hat{\mathcal{X}}_{B,p}(1) \) is isomorphic to \( \mathbb{Z}^g \). We conclude from 4.12 that \( \hat{\mathcal{X}}_{B,p} = \hat{\mathcal{X}}_{B,p}(1) \times \mathcal{X}_{B,p} / \mathcal{X}_{B,p}(1). \) This proves claim (3).

4.14 Examples. In the inert case \( \hat{\mathcal{X}}_{B,p} \) is the direct product of a cyclic subgroup of order \( p^{f_p} - 1 \) and a free \( \mathbb{Z}_p \)-module with basis \( \{ \chi_1^{p^{-1}}, \ldots, \chi_g^{p^{-1}} \} \). In the totally
ramified case $\tilde{X}_{B,p}$ is the direct product of a cyclic subgroup of order $p - 1$ and a free $\mathbb{Z}_p$-module with basis $\{\chi_1^{p-1}, \chi_2\chi_1^{p-1}, \ldots, \chi_g\chi_1^{p-1}\}$ (where one can obtain a similar basis with any $\chi_i$ in place of $\chi_1$).

5 Hilbert modular forms.

5.1 Definition. Let $S$ be a scheme. Let $\chi$ be an element of $X_S$. A $\mathfrak{A}$-polarized Hilbert modular form $f$ over $S$ of weight $\chi$ and level $\mu_N$ is a rule associating to

i. any affine scheme $\text{Spec}(R)$ over $S$;

ii. any $\mathfrak{A}$-polarized Hilbert-Blumenthal variety $(A, \iota, \lambda, \varepsilon)$ over $\text{Spec}(R)$ with $\mu_N$-level structure;

iii. any generator $\omega$ of $\Omega^1_{A/R}$ as $R \otimes \mathbb{Z}O_L$-module

an element $f(A, \iota, \lambda, \varepsilon, \omega)$ of $R$ i. e.,

$$(A, \iota, \lambda, \varepsilon, \omega) \mapsto f(A, \iota, \lambda, \varepsilon, \omega),$$

with the following properties:

I. the value $f(A, \iota, \lambda, \varepsilon, \omega)$ depends only on the isomorphism class over $\text{Spec}(R)$ of the $\mathfrak{A}$-polarized Hilbert-Blumenthal variety $(A, \iota, \lambda, \varepsilon, \omega)$ with $\mu_N$-level structure and with section $\omega$;

II. the rule $f$ is compatible with base change i. e., if $\phi: R \to B$ is a ring homomorphism

$$f \left( (A, \iota, \lambda, \varepsilon, \omega) \times_{\text{Spec}(R)} \text{Spec}(B) \right) = \phi(f(A, \iota, \lambda, \varepsilon, \omega));$$

III. if $\alpha \in \mathfrak{A}(R) = (R \otimes \mathbb{Z}O_L)^*$, then

$$f(A, \iota, \lambda, \varepsilon, \alpha^{-1}\omega) = \chi(\alpha)f(A, \iota, \lambda, \varepsilon, \omega).$$

Denote by $M(S, \mu_N, \chi)$ the $\Gamma(S, O_S)$-module of such functions.

5.2 Remark. The notation is as in 3.4. One defines $\mathfrak{A}$-polarized Hilbert modular forms of weight $\chi$ and level $\mu_N \times \Gamma_0(\mathfrak{P})$ in the obvious way. Denote by $M(S, \mu_N, \Gamma_0(\mathfrak{P}), \chi)$ the $(S, O_S)$-module of such functions.

5.3 Remark. The space of modular forms does not commute with base change. In fact, it is not even true that, given a morphism of schemes $T \to S$, the map

$$M(S, \mu_N, \chi) \otimes_{\Gamma(S, O_S)} \Gamma(T, O_T) \to M(T, \mu_N, \chi)$$

is surjective. For example, one can take $S = \text{Spec}(O_L)$ and $T = \text{Spec}(k\mathfrak{P})$ for some prime ideal $\mathfrak{P}$ of $O_L$. By [vdG], the weight $\chi = \prod \chi_\gamma^{a_\gamma}$ of non-zero modular forms over $O_L$ must satisfy the condition that $a_\gamma \geq 0$. See 4.1 for the notation. Examples show that this is not necessary if $T$ is of characteristic $p$. See 7.12.
5.4 Definition. Suppose that $N \geq 4$. Let $R$ be a ring and let $\chi \in X_R$. By 3.3 there exists a universal $3$-polarized Hilbert-Blumenthal abelian scheme with $\mu_N$-level structure

$$(A^U, \iota^U, \chi^U, \varepsilon^U)$$

over $\mathfrak{M}(\mathbb{Z}, \mu_N)$. The pull-back of the coherent sheaf $\Omega^1_{A^U/M(\mathbb{Z}, \mu_N)^R}$ to the Rapoport locus $\mathfrak{M}(R, \mu_N)^R$, defined in 3.5, is a locally free $O_{\mathfrak{M}(R, \mu_N)^R} \otimes \mathbb{Z} O_L$-module of rank $1$. Hence, it defines a cohomology class

$$c \in H^1\left(\mathfrak{M}(R, \mu_N)^R, (O_{\mathfrak{M}(R, \mu_N)^R} \otimes \mathbb{Z} O_L)^*\right).$$

Let $L_\chi$ be the invertible sheaf over $\mathfrak{M}(R, \mu_N)^R$ associated to the cohomology class defined by the push-forward of $c$ via the map $\chi$

$$H^1\left(\mathfrak{M}(R, \mu_N)^R, (O_{\mathfrak{M}(R, \mu_N)^R} \otimes \mathbb{Z} O_L)^*\right) \longrightarrow H^1\left(\mathfrak{M}(R, \mu_N)^R, O_{\mathfrak{M}(R, \mu_N)^R}^*\right).$$

See [Ra, §6.8].

5.5 Proposition. 1. To define a $3$-polarized Hilbert modular form $f$ of weight $\chi$ and level $\mu_N$ over a ring $R$ is equivalent to define a section of $L_\chi$ over $\mathfrak{M}(R, \mu_N)^R$.

2. For $\chi_1, \chi_2 \in X_R$ we have a canonical isomorphism

$$\mathcal{L}_{\chi_1} \otimes \mathcal{L}_{\chi_2} \cong \mathcal{L}_{\chi_1 \chi_2}$$

as invertible sheaves on $\mathfrak{M}(R, \mu_N)^R$.

6 The $q$-expansion map.

6.1 Uniformization of semiabelian schemes with $O_L$-action. Let $R$ be a noetherian normal excellent domain complete and separated with respect to an ideal $I$ such that $\sqrt{I} = I$. Let $S := \text{Spec}(R)$ and $S_0 = \text{Spec}(R/I)$. Let $S \setminus S_0$ be the open subscheme defined by the complement of $S_0$ in $S$. Then we have an equivalence of categories between

$$(O_L\text{-DD})$$

the category of $1$-motives

$$q : \mathfrak{B} \longrightarrow \mathfrak{A}^{-1} D_{L}^{-1} \otimes \mathbb{G}_{m}(S \setminus S_0),$$

where

- $\mathfrak{A}$ and $\mathfrak{B}$ are projective $O_L$-modules of rank $1$;
- $q$ is $O_L$-linear;
- the $O_L$-module $M := \mathfrak{A}\mathfrak{B}$ is endowed with a notion of positivity so that $(\mathfrak{A}\mathfrak{B}^{-1}, (M\mathfrak{B}^{-2})^+) \cong (\mathfrak{I}, \mathfrak{I}^+)$. The motive is subject to the degeneration condition that for any $m = ab \in \mathfrak{A}\mathfrak{B}$ such that $m \in M^+$ the element of the fraction field of $A$ associated to $a(q(b)) \in \mathbb{G}_m(S \setminus S_0)$ belongs to $I$. Here, we identify $\mathfrak{A}$ with the character group of the torus $\mathfrak{A}^{-1} D_{L}^{-1} \otimes \mathbb{Z} \mathbb{G}_{m, \mathbb{Z}}$. 
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The morphisms from an object \( q: \mathcal{B} \to \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m}(S \setminus S_0) \) to a second object \( q': \mathcal{B}' \to (\mathfrak{A}')^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m}(S \setminus S_0) \) are defined by the \( O_L \)-linear maps
\[
(\mathfrak{A})^{-1} \longrightarrow (\mathfrak{A}')^{-1}
\]
such that in
\[
\begin{array}{ccc}
\mathcal{B} & \overset{q}{\longrightarrow} & \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m}(S \setminus S_0) \\
\downarrow & & \downarrow \\
\mathcal{B}' & \overset{q'}{\longrightarrow} & (\mathfrak{A}')^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m}(S \setminus S_0)
\end{array}
\]
there exists a left vertical arrow making the diagram commute. Note that the degeneration condition implies that \( q \) and \( q' \) are injective. Hence, if such map exists it is unique.

\( (O_L \text{-Deg}) \) the category whose objects consist of semiabelian schemes \( G \) over \( S \) endowed with an \( O_L \)-action such that
- \( G \times_S (S \setminus S_0) \) is an abelian scheme with \( O_L \)-action and with polarization module isomorphic to \( (1, \mathfrak{I}^+) \);
- \( G \times_S S_0 \cong \mathfrak{A}D_L^{-1} \otimes_{\mathbb{Z}} G_{m,S_0} \), where \( \mathfrak{A} \) is a projective \( O_L \)-module of rank 1.

The morphisms are the homomorphisms as semiabelian schemes commuting with the \( O_L \)-action.

The semiabelian scheme \( G \) associated to a 1-motive \( q: \mathcal{B} \to \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m}(S \setminus S_0) \) is usually denoted by
\[
\left( \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m,S} \right) / q(\mathcal{B}).
\]

See [Ra] for details.

6.2 Remark. We gather some properties of this construction.

i) We have an isomorphism:
\[
\left( \left( \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m,S} \right) / q(\mathcal{B}) \right) \times_S S_0 \cong \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m,S_0}.
\]

ii) For any integral \( O_L \)-ideal \( \mathfrak{D} \) we have an exact sequence of group schemes over \( S \setminus S_0 \)
\[
0 \longrightarrow \left( \frac{\mathfrak{A}}{\mathfrak{D}\mathfrak{A}} \right) (1) \longrightarrow \left( \mathfrak{A}^{-1}D_L^{-1} \otimes_{\mathbb{Z}} G_{m,S}/q(\mathcal{B}) \right) \left[ \mathfrak{D} \right] \longrightarrow \mathfrak{D}^{-1}\mathcal{B}/\mathcal{B} \longrightarrow 0,
\]
where \( (\mathfrak{A}/\mathfrak{D}\mathfrak{A})(1) \) is the Cartier dual of the constant group scheme \( \mathfrak{A}/\mathfrak{D}\mathfrak{A} \).

iii) The module of invariant differentials \( \omega_{G/S} \) of \( G \) relative to \( S \) satisfies
\[
\omega_{G/S} \cong \left( (\mathfrak{A}^{-1}D_L^{-1})^\vee \otimes R \right) \frac{dt}{t} \cong \left( \mathfrak{A} \otimes R \right) \frac{dt}{t},
\]
where \( R dt/t \) is the module of invariant differentials of \( G_{m,S} \) relative to \( S \).

iv) The \( O_L \)-module of symmetric \( O_L \)-linear homomorphisms from the abelian scheme \( G \times_S (S \setminus S_0) \) to its dual is canonically isomorphic to
\[
\text{Hom}_{O_L} (\mathcal{B}, (\mathfrak{A}^{-1}D_L^{-1})^\vee) = \mathfrak{B}^{-1}\mathfrak{A} = M\mathfrak{B}^{-2} = M^{-1}\mathfrak{A}^2
\]
and it is endowed with a notion of positivity induced by the one on $M$.

6.3 Tate objects. Fix projective $O_L$-modules $\mathfrak A$ and $\mathfrak B$ of rank 1. Fix a notion of positivity on $M := \mathfrak A \mathfrak B$ such that $(\mathfrak A \mathfrak B^{-1}, (M \mathfrak B^{-2})^+) \cong (\mathfrak J, \mathfrak J^+)$. Fix a rational polyhedral cone decomposition $\{ \sigma_\beta \}$ of the dual cone to $M_R^+ \subset M_R$, which is invariant under the action of the totally positive units of $O_L$ and such that, modulo this action, the number of polyhedra is finite. Let

$$
S := M^+ \otimes \mathbb G_m, \mathbb Z.
$$

For any $\sigma_\beta$ we obtain an affine torus embedding $S \subset S_{\sigma_\beta}$. Let $S^\circ_{\sigma_\beta}$ be the spectrum of the ring obtained by completing the affine scheme $S_{\sigma_\beta}$ along the closed subscheme $S_{\sigma_\beta,0} = S_{\sigma_\beta} \setminus S$ with reduced structure. Over the base $S_{\sigma_\beta}$ one has a canonical 1-motive giving rise over $S^\circ_{\sigma_\beta} \setminus S_{\sigma_\beta,0}$ to an $I$-polarized generalized Tate object

$$
\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta} = \left( \mathfrak A^{-1} D_L^{-1} \otimes \mathbb G_m, S^\circ_{\sigma_\beta} \slash q(\mathfrak B) \right) \times (S^\circ_{\sigma_\beta} \setminus S_{\sigma_\beta,0}).
$$

See [Ra] or [Ka1, §1.1]. Define

$$
\mathcal Z((\mathfrak A, \mathfrak B, \sigma_\beta)) := \mathcal Z((q''))_{\nu \in \sigma_\beta}.
$$

It can be interpreted as

$$
\text{Spec} \left( \mathcal Z((\mathfrak A, \mathfrak B, \sigma_\beta)) \right) = S^\circ_{\sigma_\beta} \setminus S_{\sigma_\beta,0}.
$$

6.4 Unramified cusps. A $\mathfrak J$-polarized unramified cusp of level $\mu_N$ over Spec$(R)$ is a quadruple $(\mathfrak A, \mathfrak B, \varepsilon, j)$, where

a) $\mathfrak A$ and $\mathfrak B$ are fractional ideals such that $\mathfrak A \mathfrak B^{-1} = \mathfrak J$;

b) $\varepsilon: N^{-1} O_L / O_L \sim \sim N^{-1} \mathfrak A^{-1} / \mathfrak A^{-1}$ is an $O_L$-linear isomorphism;

c) $j: \mathfrak A \otimes \mathbb Z R \sim \sim O_L \otimes \mathbb Z R$ is an $O_L \otimes \mathbb Z R$-linear isomorphism.

6.5 Remark. i) By 6.2, the equality $\mathfrak A \mathfrak B^{-1} = \mathfrak J$ identifies $\mathfrak J$ with $M_{\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}}$, the group of $O_L$-linear symmetric homomorphisms from $\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}$ to its dual, and the cone $\mathfrak J^+$ with the cone $M_{\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}}^+$ of polarizations. Thus, we obtain a canonical polarization datum

$$
\lambda_{\text{can}}: \left( M_{\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}}, M_{\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}}^+ \right) \sim \sim (\mathfrak J, \mathfrak J^+).
$$

ii) By 6.2, the isomorphism $\varepsilon$ defines a canonical $\mu_N$-level structure on the abelian scheme $\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}$.

iii) The isomorphism $j$ defines a canonical isomorphism

$$
\left( \Omega^1_{\text{Tate}(\mathfrak A, \mathfrak B)_{\sigma_\beta}} / (S^\circ_{\sigma_\beta} \setminus S_{\sigma_\beta,0}) \right) \otimes \mathbb Z R \sim \sim O_L \otimes \mathbb Z \left( R \otimes O^\circ_{\sigma_\beta} \setminus S_{\sigma_\beta,0} \right).
$$

In some situations one has a canonical choice of $j$. For example:
a) if $R$ is a $\mathbb{Q}$-algebra we get
$$j_\text{can}: \mathfrak{A} \otimes \mathbb{Z} R \xrightarrow{\sim} (\mathfrak{A} \otimes \mathbb{Q}) \otimes R \xrightarrow{\sim} O_L \otimes \mathbb{Q} R \cong (O_L \otimes \mathbb{Q}) \otimes R;$$

b) if $\mathfrak{A}$ is an integral $O_L$-ideal of norm invertible in $R$ (e.g. $\mathfrak{A} = O_L$), then the natural inclusion $\mathfrak{A} \hookrightarrow O_L$ induces a canonical isomorphism
$$j_\text{can}: \mathfrak{A} \otimes \mathbb{Z} R \xrightarrow{\sim} O_L \otimes \mathbb{Z} R.$$

c) if $p^n R = 0$ and $p^n$ divides $N$, then $\varepsilon$ induces by duality an isomorphism
$$\mathfrak{A} / N \mathfrak{A} \xrightarrow{\sim} O_L / N O_L$$
and, consequently, a canonical isomorphism
$$j_L: \mathfrak{A} \otimes \mathbb{Z} R \xrightarrow{\sim} O_L \otimes \mathbb{Z} R.$$

6.6 The $q$-expansion. Let $\text{Spec}(R)$ be an affine scheme. Let $f$ be an element of $M(R, \mu_N, \chi)$ i.e., a $\mathfrak{A}$-polarized Hilbert modular form over $\text{Spec}(R)$ of weight $\chi$ and level $\mu_N$. Denote
$$f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) := f(\text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma_{\beta}} \times \text{Spec}(R), \lambda_{\text{can}}, \varepsilon, \frac{dt}{t})$$
and call it the $q$-expansion of $f$ at the unramified cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$.

6.7 A variation. Let $\mathfrak{D}$ be an integral $O_L$-ideal prime to $N$. A $\mathfrak{A}$-polarized cusp of level $\mu_N \times \Gamma_0(\mathfrak{D})$ over an affine scheme $\text{Spec}(R)$ is a quintuple $(\mathfrak{A}, \mathfrak{B}, \varepsilon, H, j)$, where $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ satisfy (a)-(c) in 6.4 and
$$H \hookrightarrow \text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma_{\beta}} \times \text{Spec}(R)$$
denotes an $O_L$-invariant closed subgroup scheme isomorphic étale locally to the $O_L$-constant group scheme $(O_L/\mathfrak{D})$.

Let $f$ be an element of $M(R, \mu_N, \Gamma_0(\mathfrak{D}), \chi)$ i.e., a $\mathfrak{A}$-polarized Hilbert modular form over $\text{Spec}(R)$ of weight $\chi$ and level $\mu_N \times \Gamma_0(\mathfrak{D})$ in the sense of 5.2. Denote
$$f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, H, j) := f(\text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma_{\beta}} \times \text{Spec}(R), \lambda_{\text{can}}, \varepsilon, H, \frac{dt}{t})$$
and call it the $q$-expansion of $f$ at the cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, H, j)$.

6.8 Theorem. Let $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ be an unramified cusp over $R$. Then the element $f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j)$ does not depend on the cone decomposition $\{\sigma_{\beta}\}$. Moreover, it is of the form
$$f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \sum_{\nu \in \mathfrak{A}^{\times} \cup \{0\}} c_{\nu} q^\nu \in R[\![q^\nu]\!]_{\nu \in \mathfrak{A}^{\times} \cup \{0\}}.$$
6.9 Remark. It is proven in [Ch, Thm. 4.3 (X)] that $R[[q]]_{\nu \in \mathbb{Z}^+ \cup \{0\}}^\nu$, the invariants under the action of squared units $U^2$ of $O_L$, is the completed local ring of the minimal compactification of $\mathcal{M}(\text{Spec}(R), \mu_N)$ at the cusp $(\mathfrak{A}, \mathfrak{B}, \epsilon, j)$.

6.10 Theorem. (<i>q</i>-expansion principle) Let $R$ be a ring and let $(\mathfrak{A}, \mathfrak{B}, \epsilon, j)$ be an unramified cusp defined over $R$. Let $f$ be an element of $\mathcal{M}(R, \mu_N, \chi)$.

i. If $f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \epsilon, j) = 0$, then $f = 0$;

ii. If $(\mathfrak{A}, \mathfrak{B}, \epsilon, j)$ is defined over a subring $R_0$ of $R$ and $f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \epsilon, j)$ belongs to $R_0[[q]]_{\nu \in \mathbb{Z}^+ \cup \{0\}}$, then $f$ belongs to $\mathcal{M}(R_0, \mu_N, \chi)$.

Proof: See [Ra, Thm. 6.7].

6.11 The comparison with the complex theory. Let $\sigma_1, \ldots, \sigma_g: L \rightarrow \mathbb{R}$ be the real embeddings of $L$. Let $\mathfrak{A}$ and $\mathfrak{B}$ be ideals of $O_L$ such that $I = \mathfrak{A}\mathfrak{B}^{-1}$.

Fix a $O_L$-linear isomorphism $\varepsilon: N^{-1}O_L/O_L \rightarrow N^{-1}\mathfrak{A}^{-1}/\mathfrak{A}^{-1}$.

Define the group

$$\Gamma_N(\mathfrak{B} \oplus (\mathfrak{A}\mathfrak{D}_L)^{-1}) := \left\{ \begin{pmatrix} a & b \\
 c & d \end{pmatrix} \mid a \in 1 + NO_L, d \in O_L, b \in (\mathfrak{B}\mathfrak{A}\mathfrak{D}_L)^{-1}, \right.$n

$$c \in N\mathfrak{B}\mathfrak{A}\mathfrak{D}_L, ad - bc = 1 \right\}.$$n

It acts on the $g$-fold product of the Poincaré upper half plane $\mathcal{H}^g$ by

$$(a \ b) \begin{pmatrix} z_1 \\ c \ d \end{pmatrix} := \begin{pmatrix} \sigma_i(a)z_i + \sigma_i(b) \\
 \sigma_i(c)z_i + \sigma_i(d) \end{pmatrix}_{i=1, \ldots, g}.$$n

The moduli space $\mathcal{M}(\mathbb{C}, \mu_N)$ classifying $3$-polarized abelian varieties $A$ over $\mathbb{C}$ with real multiplication by $O_L$ and $\mu_N$-level structure, in the sense of 3.2, is isomorphic, as an analytic manifold, to

$$\Gamma_N(\mathfrak{B} \oplus (\mathfrak{A}\mathfrak{D}_L)^{-1}) \backslash \mathcal{H}^g.$$n

The abelian variety corresponding to $\tau \in \mathcal{H}^g$ is

$$A_\tau := \mathbb{C}^g/(\mathfrak{B} \tau + (\mathfrak{A}\mathfrak{D}_L)^{-1}).$$n

The $\mu_N$-level structure on $A_\tau$ is induced by $\varepsilon$. The vector space $\mathcal{M}(\mathbb{C}, \mu_N, \chi)$ of $3$-polarized modular forms of level $\mu_N$ and weight $\chi = \prod_{i=1}^g \lambda_{\sigma_i}^a$, can be viewed, more classically, as the vector space of holomorphic functions

$$\mathcal{H}^g \xrightarrow{L} \mathbb{C}, \quad \tau = (z_1, \ldots, z_g) \mapsto f(\tau),$$n
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on which the action of the modular group $\Gamma_N(\mathfrak{B} \oplus (\mathfrak{A}\mathfrak{D}_L)^{-1})$ is defined by the automorphic factor

$$j_\chi(\mu, (z_1, \ldots, z_g)) = \prod_{i=1}^{g} (\sigma_i(c)z_i + \sigma_i(d))^{a_i} \quad \text{with} \quad \mu = \begin{pmatrix} a & b \\ c & d \end{pmatrix};$$

c.f. [vdG] or [Go3]. Fix a modular form $f$. Assuming $B = O_L$, one deduces that $f$, as a function, is invariant with respect to the translations on $H_g \tau \mapsto \tau + \alpha$, $\alpha \in (\mathfrak{A}\mathfrak{D}_L)^{-1}$.

In particular, it has $q$-expansion at the cusp $(i\infty, \ldots, i\infty)$

$$f(q) := a_0 + \sum_{\nu \in \mathfrak{A}^+} a_\nu q^\nu \quad \text{with} \quad q^\nu := \exp \frac{2\pi i \text{Tr}_{L/Q}(\nu \tau)}{q},$$

where

$$\text{Tr}_{L/Q}(\nu \tau) := \sigma_1(\nu)z_1 + \ldots + \sigma_g(\nu)z_g.$$ 

By 6.2 we have a natural $O_L$-linear isomorphism

$$j_{\text{can}}: \mathfrak{A} \otimes _Z \mathbb{C} \sim \rightarrow O_L \otimes_Z \mathbb{C}.$$ 

Note that under the exponentiation map $z \mapsto \exp\frac{2\pi i \text{Tr}_{L/Q}(z)}{q}$, where we use the identification $C^g = (\mathfrak{A}\mathfrak{D}_L)^{-1} \otimes_Z \mathbb{C}$, we have

$$C^g/(\mathfrak{B}\tau + (\mathfrak{A}\mathfrak{D}_L)^{-1}) \cong (C^*)^g/q(\mathfrak{B}),$$

with $q(\mathfrak{B})$ equal to the image of $\mathfrak{B}\tau$. By the discussion in [Ra, §§6.13-6.15] it follows that

$$f(q) = f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j_{\text{can}}).$$

### 7 The partial Hasse invariants.

In this section we define a canonical set of Hilbert modular forms that we call “partial Hasse invariants”. The name comes from the fact that these modular forms factor the Hasse invariant according to the $O_L$-structure. The partial Hasse invariants are defined in characteristic $p$ and, in general, do not lift to characteristic zero. However, they play a crucial role in the theory in several ways: they provide canonical generators for the kernel of the $q$-expansion map; they allow one to compactify the moduli scheme $\mathcal{M}(k, \mu_N^p)$.

The results and the methods of this section appear already in [Go2] in the unramified case. In that case case, the divisors of the partial Hasse invariants yield an interesting stratification of the moduli space $\mathcal{M}(k, \mu_N)$, [Go1] and [GoOo].

### 7.1 Notation.

Let $k$ be a perfect field of characteristic $p$. Assume that it contains the residue fields $k_p = O_L/\mathfrak{p}$ for all primes $\mathfrak{p}$ of $O_L$ over $p$. Let $R$ be a local ring with maximal ideal $m$ and residue field $R/m = k$.

For each representative $(\mathfrak{J}, \mathfrak{J}^+)$ of the strict class group of $L$ fixed in 2.1 choose an element of $\mathfrak{J}$ generating $\mathfrak{J} \otimes_Z \mathbb{Z}_p$ as $O_L \otimes_Z \mathbb{Z}_p$-module. It provides each $\mathfrak{J}$-polarized
abelian scheme with real multiplication by $O_L$ over a $\mathbb{Z}_p$-scheme with a polarization of degree prime to $p$.

7.2 Definition. Let $n \geq m \geq 1$ be positive integers. Let $N$ be an integer such that $N \geq 4$ and $N$ is prime to $p$. Assume that $R$ is an $O_K$-algebra. Define

$$\mathcal{M}(R/m^m, \mu_p^N) \overset{\psi}{\longrightarrow} \mathcal{M}(R/m^m, \mu_N)^{\text{ord}}$$

by

$$(A, \iota, \lambda, \epsilon_p^N) \longmapsto (A, \iota, \lambda, \epsilon_N).$$

By 3.7, it is a Galois cover of smooth schemes over $R/m^m$ with group

$$\Gamma_n := \text{Aut}_{R/m^m}(\mu_p^N \otimes \mathbb{Z}_L^{-1}) = (O_L/p^pO_L)^*.$$

Let

$$\mathcal{M}(R/m^m, \mu_p^N)^{\text{Kum}} \overset{\phi}{\longrightarrow} \mathcal{M}(R/m^m, \mu_N)^{\text{ord}}$$

be the quotient of the above cover by the group of elements of $(O_L/p^pO_L)^*$ killed by

$$\{ \chi : (O_L/p^pO_L)^* \to (R/m^m)^* | \chi \text{ is a universal character} \}.$$

Let $G_{m,n}$ be its Galois group. By [DeRi, Thm. 4.5] it acts transitively on the fibers of $\phi$.

7.3 Remark. If $m = n = 1$, then $G := G_{1,1} \simeq \prod_{p \mid \Phi} (O_L/\Phi)^*$.

7.4 Definition. Let $\chi \in X_{R/m^m}$ be a character in the sense of 2.3. Write

$$\mu_p^n = \mathbb{Z}[t]/(p^n - 1).$$

Denote by

$$\frac{dt}{t} \in \Omega^1_{D_L^{-1} \otimes \mathbb{Z} \mu_p^n} \times_{\text{Spec}(\mathbb{Z})} \text{Spec}(\mathbb{Z}/p^n\mathbb{Z})$$

the canonical generator, as a free $O_L/p^nO_L$-module of rank 1, of the submodule of invariant differentials of $\Omega^1_{D_L^{-1} \otimes \mathbb{Z} \mu_p^n} \times_{\text{Spec}(\mathbb{Z})} \text{Spec}(\mathbb{Z}/p^n\mathbb{Z})$.

Suppose that $n \geq m$. Let

$$(A^U, \iota^U, \lambda^U, \epsilon_p^N) \longrightarrow \mathcal{M}(R/m^m, \mu_p^N)$$

be the $3$-polarized universal abelian scheme with real multiplication by $O_L$ and $\mu_p^nN$-level structure. We use the notation:

$$\omega_{\text{can}} := \epsilon_p^N \cdot \left( \frac{dt}{t} \right) \in \Omega^1_{A^U/\mathcal{M}(R/m^m, \mu_p^N)}.$$

See 7.5.

Define $a(\chi)$ to be the unique $3$-polarized modular form of weight $\chi$ and level $\mu_p^nN$ over $R/m^m$ satisfying the following. Let $T$ be a $R/m^m$-algebra. Let $(A, \iota, \lambda, \epsilon)$ be a $3$-polarized Hilbert-Blumenthal abelian scheme over $T$ with $\mu_p^nN$-level structure.
Let $\omega$ be an $O_L \otimes \mathbf{Z} T$-generator of $H^0\left(A, \Omega^1_{A/T}\right)$. Then, there is a unique element $\gamma$ of $(O_L \otimes \mathbf{Z} T^*)$ such that

$$\omega = \gamma^{-1} \varepsilon_\ast \left(\frac{dt}{t}\right).$$

Define

$$a(\chi)\left(A, \iota, \lambda, \varepsilon, \omega\right) := \chi (\gamma).$$

7.5 Some explanations. Decompose $\varepsilon^U_{\mu p^n N} := \varepsilon^U_{\mu p^n} \times \varepsilon^U_N$. Since $n \geq m$, the embedding $\varepsilon^U_{\mu p^n} : (\mu_p^\infty \otimes \mathbf{D}_L^{-1}) \times \mathfrak{M}(R/m^m, \mu_p^m N) \to A^U$ defines an isomorphism on tangent spaces at the origin relative to $\mathfrak{M}(R/m^m, \mu_p^m N)$. By duality, one gets a canonical isomorphism of the translation invariant differentials relative to $\mathfrak{M}(R/m^m, \mu_p^m N)$. This defines a canonical $O_L \otimes \mathbf{Z} \mathfrak{O} M(R/m^m, \mu_p^m N)$-generator of the translation invariant differentials of $A^U$ over $\mathfrak{M}(R/m^m, \mu_p^m N)$:

$$\omega^\text{can} := \varepsilon^U_{\mu p^n N, *} \left(\frac{dt}{t}\right) \in \Omega^1_{A^U/\mathfrak{M}(R/m^m, \mu_p^m N)}.$$

By 5.4, the pull-back $\psi^* (\mathcal{L}_\chi)$ of the invertible sheaf $\mathcal{L}_\chi$, defined on $\mathfrak{M}(R/m^m, \mu N)^R$, to $\mathfrak{M}(R/m^m, \mu_p^m N)$ is obtained as the push-out of $\Omega^1_{\mathfrak{M}(R/m^m, \mu_p^m N)}$. The section $\omega^\text{can}$ of $\Omega^1_{\mathfrak{M}(R/m^m, \mu_p^m N)}$ defines by push-out a section of $\psi^* (\mathcal{L}_\chi)$. Using the equivalence between sections of $\psi^* (\mathcal{L}_\chi)$ and modular forms of weight $\chi$ and level $\mu_p^m N$ over $R/m^m$, we find that this section coincides with the modular form $a(\chi)$.

7.6 Proposition. We have

$$\left(O_L \otimes \mathbf{Z} \mathfrak{O} M(R/m^m, \mu_p^m N)\right) \omega^\text{can} = \Omega^1_{A^U/\mathfrak{M}(R/m^m, \mu_p^m N)}.$$

For any $\alpha \in (O_L/p^n O_L)^*$, the induced action by pull-back

$$[\alpha] : \Omega^1_{A^U/\mathfrak{M}(R/m^m, \mu_p^m N)} \longrightarrow \Omega^1_{A^U/\mathfrak{M}(R/m^m, \mu_p^m N)}$$

sends

$$\omega^\text{can} \longmapsto \alpha^{-1} \omega^\text{can}.$$

Proof: The first claim follows from 7.5. Decompose $\varepsilon^U_{\mu p^n N} := \varepsilon^U_{\mu p^n} \times \varepsilon^U_N$. Since the universal $J$-polarized abelian scheme $A^U$ over $\mathfrak{M}(R/m^m, \mu_p^m N)$ is the pull-back of the universal $J$-polarized abelian scheme over $\mathfrak{M}(R/m^m, \mu N)$, the automorphism $\alpha$ lifts to an automorphism of $A^U$, which we denote by $\alpha$ and induces the automor-
phism $[\alpha]$ on $\Omega^1_{\mathfrak{m}/\mathfrak{m}(R/m^m,\mu_{p^nN})}$. By definition, $\alpha(e^U) = (e^U \circ 1 \otimes \alpha)$. Hence,

$$
(e^U \circ 1 \otimes \alpha)_* \left( \frac{dt}{t} \right) = (1 \otimes \alpha)_* \left( \frac{dt}{t} \right)
$$

$$
= \alpha^{-1}\omega_{\text{can}}.
$$

7.7 Corollary. For any $\alpha \in (O_L/p^nO_L)^*$, the induced action by pull-back,

$$
[a]: \Gamma \left( \mathfrak{M}(R/m^m,\mu_{p^nN}), \psi^*(\mathcal{L}_\chi) \right) \longrightarrow \Gamma \left( \mathfrak{M}(R/m^m,\mu_{p^nN}), \psi^*(\mathcal{L}_\chi) \right),
$$

maps

$$
a(\chi) \longmapsto \chi^{-1}(\alpha)a(\chi).
$$

7.8 Corollary. The section $\omega_{\text{can}}$ descends to a section over $\mathfrak{M}(R/m^m,\mu_{p^nN})^{\text{Kum}}$ of the relative differentials of the pull-back by $\phi$ of the universal $\mathfrak{g}$-polarized abelian scheme over $\mathfrak{M}(R/m^m,\mu_N)$. We denote it $\omega_{\text{can}}$ by abuse of notation.

The section $a(\chi)$ of $\psi^*(\mathcal{L}_\chi)$ descends to a section, denoted $a(\chi)$ by abuse of notation, of $\phi^*(\mathcal{L}_\chi)$ over $\mathfrak{M}(R/m^m,\mu_{p^nN})^{\text{Kum}}$. It is the push-out via $\chi$ of $\omega_{\text{can}}$.

If $\alpha$ belongs to the Galois group $G_{m,n}$ of $\phi$, then

$$
[a](\omega_{\text{can}}) = \alpha^{-1}\omega_{\text{can}} \quad \text{and} \quad [a](a(\chi)) = \chi^{-1}(\alpha)a(\chi).
$$

7.9 Proposition. 1. The section $a(\chi)$ induces a trivialization of the invertible sheaf $\phi^*(\mathcal{L}_\chi)$ on $\mathfrak{M}(R/m^m,\mu_{p^nN})^{\text{Kum}}$.

2. For any universal characters $\chi_1$ and $\chi_2$ the section $a(\chi_1) \otimes a(\chi_2)$ of $\mathcal{L}_{\chi_1} \otimes \mathcal{L}_{\chi_2}$ is sent by the isomorphism defined in 5.5 to the section $a(\chi_1 \chi_2)$ of $\mathcal{L}_{\chi_1 \chi_2}$.

3. For any universal character $\chi$ the $q$-expansion of $a(\chi)$ at any $\mathfrak{g}$-polarized cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j_\varepsilon)$ (see 6.5 and 6.6) of level $\mu_{p^nN}$ over $R/m^m$ is 1.

Proof: (1) and (2) are clear. Let $\text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma, \varepsilon}$ be a Tate object with $\mu_{p^nN}$-level structure $\varepsilon$. The modular form $a(\chi)$ takes the value 1 on the section $\varepsilon_*(dt/t)$. The latter coincides with the section of the translation invariant relative differential defined by $j_\varepsilon$ as in 6.5. This proves (3).

7.10 Remark. The proposition justifies the introduction of the covering $\phi$ in 7.2.

7.11 First construction of the Hasse invariants: the geometric definition. Let $R$ be a $k$-algebra. Let $(A, \iota, \lambda, \varepsilon)$ be a $\mathfrak{g}$-polarized Hilbert-Blumenthal abelian variety over $R$ satisfying the condition (R) defined in 3.5. Let $\omega$ be a $O_L \otimes Z R$-basis of $H^0(A, \Omega^1_{A/R})$. Using $\lambda$, and the choices in 7.1, we get an isomorphism

$$
H^0(A, \Omega^1_{A/R}) \xrightarrow{\sim} H^0(A^\vee, \Omega^1_{A^\vee/R}).
$$
Here $A^\vee$ is the dual abelian scheme. Via the canonical isomorphism
\[ H^0(A^\vee, \Omega^1_{A^\vee/R}) \isom \Hom_R(H^1(A, O_A), R), \]
the element $\omega$ determines a generator
\[ \eta \in H^1(A, O_A) \]
as $O_L \otimes \mathbb{Z} R$-module.

The absolute Frobenius on $A$ induces a $\sigma$-linear map $O_A \to O_A$ and consequently a $\sigma$-linear map $F: H^1(A, O_A) \to H^1(A, O_A)$.

Let $P$ be a prime of $O_L$ above $p$ and let $1 \leq i \leq f_P$. With the notation of 2.2, the $\sigma$-linearity of $F$ implies that for each idempotent $e_{P,i} \in O_L \otimes \mathbb{Z} R$
\[ F(e_{P,i} \cdot \eta) \in (O_L \otimes \mathbb{Z} R)e_{P,i} \cdot \eta. \]

7.12 Definition. Define the modular form of weight $\chi^p_{P,i} \chi^{-1}_{P,i}$, see 4.5 for the notation, over $k$
\[ h_{P,i} \in M(k; \chi^p_{P,i} \chi^{-1}_{P,i}) \]
by the rule
\[ F(e_{P,i-1} \cdot \eta) \equiv h_{P,i} \left( (A, i, \lambda, \omega) \right) e_{P,i} \cdot \eta \mod P. \]
The modular forms \{ $h_{P,i}$ \}$_{P,i}$ are called the generalized or partial Hasse invariants.
If $\psi \in \mathcal{X}_k$ is a weight of the form $\psi = \prod_{P,i} (\chi^p_{P,i} \chi^{-1}_{P,i})^{a_{P,i}}$, with $a_{P,i} \in \mathbb{N}$, define the modular form of weight $\psi$
\[ h_{\psi} := \prod_{P,i} h_{P,i}^{a_{P,i}}. \]
Define $h := h_{Nm^{-1}}$ as the Hasse invariant.

7.13 Remark. It is easy to verify that all the conditions given in the definition 5.1 of modular forms of a given weight are satisfied.

7.14 Proposition. 1. The $q$-expansion of the partial Hasse invariant $h_{P,i}$ at any $\mathfrak{p}$-polarized cusp defined over $\mathbb{F}_p$ is 1.
2. The modular form $h$ coincides, up to a sign, with the determinant of the Hasse-Witt matrix.
3. The subgroup of $\mathcal{X}_k$ spanned by the weights of the partial Hasse invariants coincides with the subgroup $\mathbb{X}_k(1)$ of the elements $\chi \in \mathcal{X}_k$ such that $\chi((O_L/pO_L)^*) \equiv 1$ in $k$.

Proof: Part (1) is proved via an explicit computation using Tate objects; c.f. [Go1, Thm. 2.1(2)]. Part (2) is clear. We next prove part (3). The set of fundamental characters \{ $\chi_{P,i} : p \mathfrak{p}, 1 \leq i \leq f_{\mathfrak{p}}$ \} forms a basis for the lattice $\mathcal{X}_k$. The subgroup $H$
of $X_k$ spanned by the weights $\left\{ \chi_{\psi,i}^p \chi_{\psi,i}^{-1} \cdot \Psi/p, 1 \leq i \leq f_\Psi \right\}$ of the partial Hasse invariants is contained in $X_k(1)$. We conclude by remarking that $X_k/X_k(1) \cong \prod_{\psi} \text{Hom}_{G_k}(k_\psi^*, k^*)$ has cardinality $\prod_{\psi} (p^{r_\psi} - 1)$, the same as $X_k/H$.

7.15 Examples. Assume that the prime $p$ is inert in $L$. Let $\chi_1, \ldots, \chi_g$ be the fundamental characters of $G_k$ ordered so that $\sigma \circ \chi_i = \chi_{i+1}$. Then we get precisely $g$ partial Hasse invariants $h_1, \ldots, h_g$ of weights $\chi_1^p \chi_1^{-1}, \chi_1^p \chi_2^{-1}, \ldots, \chi_g^p \chi_g^{-1}$. In this case

$$ (\chi_1^p \chi_1^{-1})^Z \times \cdots \times (\chi_g^p \chi_g^{-1})^Z = X_k(1) \hookrightarrow X_k = \chi_1^Z \times \cdots \times \chi_g^Z. $$

Assume that $p = \Psi^9$ is totally ramified in $L$. Let $\Psi$ be the unique fundamental character of $G_k$. Then we get a unique partial Hasse invariant $h_{\Psi^{-1}}$ which is a $g$-th root of the Hasse invariant and is of weight $\Psi^{p^{-1}}$. We have

$$ (\Psi^{-1})^Z = X_k(1) \hookrightarrow X_k = \Psi^Z. $$

7.16 Second construction of the Hasse invariants: the definition by descent theory. From 7.8 we deduce the following result:

7.17 Corollary. The section $a(\chi)$ of the sheaf $\phi^*(L_\chi)$ on $\mathfrak{M}(R/m^m, \mu_{p^n}N)^{Kum}$ descends to a section of $L_\chi$ on $\mathfrak{M}(R/m^m, \mu_N)^{ord}$ if and only if

$$ \chi(\alpha) = 1 \in (R/m^m)^* \quad \text{for all } \alpha \in (O_L/p^nO_L)^*. $$

7.18 Corollary. Let $\Psi$ be a prime of $O_L$ over $p$ and let $1 \leq i \leq f_\Psi$. The section $a(\chi_{\Psi,i}^p \chi_{\Psi,i}^{-1})$ descends to a section of the invertible sheaf $L_{\chi_{\Psi,i}^p \chi_{\Psi,i}}$ over $\mathfrak{M}(k, \mu_N)^{ord}$. It coincides with the restriction of the partial Hasse invariant $h_{\Psi,i}$ defined in 7.12.

Proof: The two modular forms have the same weight and the same $q$-expansion at any $F_p$-rational cusp. Hence, they must be equal.

7.19 Definition. Let

$$ R_{m,n} := \Gamma \left( \mathfrak{M}(R/m^m, \mu_{p^n}N)^{Kum}, O_{\mathfrak{M}(R/m^m, \mu_{p^n}N)^{Kum}} \right). $$

Define the map

$$ r: \bigoplus_{\chi \in X_n^{G_k}} \mathfrak{M}(R/m^m, \mu_N, \chi) \longrightarrow R_{m,n} $$

by the formula

$$ f = \bigoplus_{\chi} f_\chi \longmapsto r(f) := \sum_{\chi} \phi^*(f_\chi)/a(\chi). $$

Let $\alpha \in (O_L \otimes \mathbb{Z} W(k))^\ast$. If $f$ is a $3$-polarized modular form on $\mathfrak{M}(R/m^m, \mu_N)$ define

$$ [\alpha]f(A, \iota, \lambda, \omega) := f(A, \iota, \lambda, \omega^{-1}). $$
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This provides a graded action of $(O_L \otimes \mathbb{Z} R)^*$ on $\bigoplus_{\chi \in \mathcal{X}_{R/m^m}} \mathcal{M}(R/m^m, \mu_N, \chi)$.

On the other hand the action of $G_{m,n}$, the Galois group of $\mathfrak{M}(R/m^m, \mu_{p^n N})^{Kum} \to \mathfrak{M}(R/m^m, \mu_N)^{ord}$, and the canonical projection $(O_L \otimes \mathbb{Z} R)^* \to G_{m,n}$ defined in 7.2 induce an action of $(O_L \otimes \mathbb{Z} R)^*$ on $R_{m,n}$.

7.20 Proposition. The map $r$ defined in 7.19 has the following properties:

1. it is $(O_L \otimes \mathbb{Z} R)^*$-equivariant;
2. let $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j_e)$ be a $3$-polarized unramified cusp over $R/m^m$ of level $\mu_{p^n N}$; see 6.4–6.5. The following diagram is commutative

\[
\begin{array}{c}
\bigoplus_{\chi \in \mathcal{X}_{R/m^m}} \mathcal{M}(R/m^m, \mu_N, \chi) \\
r \downarrow \\
R/m^m \otimes \mathbb{Z} \mathcal{Z}((\mathfrak{A}, \mathfrak{B}, \sigma_\beta)).
\end{array}
\]

The notation is the following. The ring $\mathcal{Z}((\mathfrak{A}, \mathfrak{B}, \sigma_\beta))$ is the base over which $\text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma_\beta}$ lives by 6.3, the vertical map is the unique one so that the pull-back of the universal abelian scheme over $\mathfrak{M}(R/m^m, \mu_{p^n N})$ is $\text{Tate}(\mathfrak{A}, \mathfrak{B})_{\sigma_\beta}$ and the diagonal map is the $q$-expansion map at the cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j_e)$ defined in 6.6.

Proof: Claim (1) follows from 7.8. Claim (2) follows from 6.6 and 7.9.

7.21 Proposition. Assume that $m = n = 1$. In particular, $R = k$. Then

1) the kernel of $r$ consists of the ideal $\mathcal{I}$

\[\mathcal{I} := (h_{\mathfrak{A}, i} - 1 : \mathfrak{B}|p, 1 \leq i \leq f_{\mathfrak{A}}),\]

where the $h_{\mathfrak{A}, i}$’s are the partial Hasse invariants defined in 7.12;

2) the map $r$ is surjective. In particular, the ring $R_{1,1}$ is canonically isomorphic to the ring of $3$-polarized modular forms $\bigoplus_{\chi \in \mathcal{X}_k} \mathcal{M}(R/m^m, \mu_N, \chi)$ modulo the ideal defined by the kernel of the $q$-expansion map.

Proof: We prove (1). The fact that the $q$-expansion map is zero on the ideal $\mathcal{I}$ follows from 7.14. Let

\[f = \sum_{\chi} f_\chi \in \bigoplus_{\chi \in \mathcal{X}_k} \mathcal{M}(k, \mu_N, \chi)\]

be the sum of non-zero $3$-polarized modular forms $f_\chi$ of weight $\chi$ such that $r(f) = 0$. Thanks to part (3) of 7.14, multiplying the modular forms $f_\chi$’s by suitable powers of the partial Hasse invariants, we can assume that the set of weights $\{\chi\}$ appearing in the decomposition of $f$ does not contain two distinct elements defining the same character $(O_L/pO_L)^* \to k^*$. Consider the function $r(f) = \sum_{\chi} \phi^*(f_\chi)/a(\chi)$. It is the constant function 0 by assumption. By (2) of 7.20 the group $(O_L \otimes \mathbb{Z} k)^*$ acts on $\phi^*(f_\chi)/a(\chi)$ via the character $\chi$. Hence, each $\phi^*(f_\chi)/a(\chi)$ is zero i.e., $f_\chi = 0$. We conclude that $f = 0$. We prove claim (2). The Galois group $G$ of $\mathfrak{M}(k, \mu_{N})^{Kum} \to \mathfrak{M}(k, \mu_N)^{ord}$ is isomorphic to $\prod_{\mathfrak{p}|p} k_{\mathfrak{p}}^*$ and, hence, has order prime to $p$. For every

\[\chi \in \mathcal{X}_k/\mathcal{X}_k(1) \cong \text{Hom}_{G}(O_L/pO_L)^*, k^*),\]
By Kummer theory we get a direct decomposition
\[ R_{1,1} := \{ b \in R_{1,1} | g \cdot b = \chi(g) b \quad \forall g \in G \}. \]

into \( R_{1,0} \)-modules of rank 1. If \( \chi \in \chi_k \) and \( b \in R_{1,1}^\chi \), then \( b \cdot a(\chi) \) is a modular form of weight \( \chi \) on \( \mathfrak{M}(k, \mu_{pN})^\text{Kum} \). By 7.8 it descends to a \( 3 \)-polarized modular form of weight \( \chi \) on \( \mathfrak{M}(k, \mu_{N})^{\text{ord}} \). By multiplying it by a suitable power \( h^s \) of the Hasse invariant, defined in 7.12, we may assume that \( b \cdot a(\chi) h^s \) extends to a modular form \( f \) of weight \( \chi \cdot \text{Nm}^{s(p-1)} \) on \( \mathfrak{M}(k, \mu_{N})^R \). By construction, \( r(f) = b \).

7.22 Exotic modular forms. We prove the existence of \( 3 \)-polarized modular forms of weight \( \chi \) over artinian bases for non-universal \( \chi \). A fortiori such modular forms can not be lifted to characteristic 0. We first need the following

7.23 Lemma. Suppose that \( p \) is ramified. Let \( k \) be a finite field and let \( m > 0 \) be an integer. There exist infinitely many characters \( \chi \in \chi_{W_{m+1}(k)} \) such that
1) \( \chi \) is non-trivial and is not a universal character;
2) \( \chi((O_L/p^m+1O_L)^*) = 1 \) in \( W_{m+1}(k) \).

Proof: We use the notation and the results of 4.8. Let \( \chi \in \text{Ker}(\sigma) \) be a non-trivial character of \( G_{W_{m+1}(k)} \). Let \( \tilde{\chi} : G_{k} \to \text{G}_{a,k} \) be the associated non-trivial homomorphism of group schemes. Denote by \( \sigma \) the absolute Frobenius on \( k \). Since \( k \) is a finite field, there exists a positive integer \( s \) such that \( k \) is killed by \( \sigma^s - \text{Id} \). Let \( b \in G_{W_{m+1}(k)} \) (e.g. \( b \in G(\mathbb{Z}/p^m+1\mathbb{Z}) = (O_L/p^m+1Z)^\ast \) and let \( b \in G_{k}(k) \) be the reduction of \( b \) modulo \( p \). Then \( \tilde{\chi} \circ b = 1 \) if and only if \( \tilde{\chi} \circ b = 0 \). In particular, the character \( \chi' \in \text{Ker}(\sigma) \) associated to \( (\sigma^s - \text{Id}) \circ \tilde{\chi} \) is non-trivial and kills \( b \). Therefore, \( \chi' \) satisfies the requirements of the lemma.

7.24 Construction. Let \( \chi \) be as in 7.23. We have constructed in 7.8 a section \( a(\chi) \) of \( \mathfrak{M}(L_{\chi}) \). By the properties of \( \chi \) and using 7.8, it descends to a section of \( L_{\chi} \) over \( \mathfrak{M}(W_{m+1}(k), \mu_{N})^{\text{ord}} \). Let \( h \) be the Hasse invariant defined on \( \mathfrak{M}(k, \mu_{N})^{\text{R}} \) in 7.14. We shall prove in 11.10 that there exists an integer \( t \) such that \( h^t \) lifts to a modular form \( \bar{h} \) over \( \mathfrak{M}(W_{m+1}(k), \mu_{N})^{\text{R}} \). It has the property that it vanishes exactly on the complement of the ordinary locus. In particular, there exists an integer \( s \) such that \( a(\chi) h^s \) extends to a global section of \( L_{\chi_1} \) over \( \mathfrak{M}(W_{m+1}(k), \mu_{N})^{\text{R}} \), where \( \chi_1 = \chi \cdot \text{Nm}^{st(p-1)} \). Note that \( \chi_1 \) is non-trivial and is not a universal character.
8 Reduceness of the partial Hasse invariants.

We prove in this section, using local deformation theory of displays, that the divisor of a partial Hasse invariant is reduced. This is an analogue of Igusa’s theorem that states that the zeroes of the supersingular polynomial are simple. This result is the basis to establishing a notion of filtration for Hilbert modular forms of any (not necessarily parallel) weight, and for later computations regarding the operators $U$, $V$ and $\Theta_p,i$.

8.1 Deformation theory of abelian varieties with RM over the Rapoport locus. Let $(A_0, \iota_0, \lambda_0)$ be a $\mathbb{I}$-polarized abelian variety with RM by $\mathcal{O}_L$ over a perfect field $k$ of characteristic $p$ satisfying condition (R) defined in 3.5. Let $(A_0[p^\infty], \iota_0)$ be the associated $p$-divisible group with $\mathcal{O}_L$-action. Let $(P_0, Q_0, F_0, V_0^{-1})$ be the 3n-display in the sense of [Zi] associated to $A_0[p^\infty]$. Note that $\lambda_0$ and the choices in 7.1 induce a polarization on $A_0$, and hence on $A_0[p^\infty]$, of degree prime to $p$. Let

$$(\iota, \iota)_0: P_0 \times P_0 \longrightarrow \mathcal{W}(k)$$

be the associated non-degenerate pairing of 3n-displays as defined in [Zi]. The action of $\mathcal{O}_L$ on $A_0[p^\infty]$ induces an action of $\mathcal{O}_L$ on $P_0$ and $Q_0$ such that $F_0$ and $V_0^{-1}$ are $\mathcal{O}_L$-equivariant. Moreover,

$$(l\gamma, \delta)_0 = (\gamma, l\delta)_0$$

for all $l \in \mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)$ and for all $\gamma$ and $\delta$ in $P_0$.

Note that the $\mathcal{O}_L$-action on $A_0[p^\infty]$ induces a decomposition over all primes $\mathfrak{p}$ of $\mathcal{O}_L$ over $p$:

$$A_0[p^\infty] = \prod_{\mathfrak{p}|p} A_0[\mathfrak{p}^\infty].$$

Analogously the $\mathcal{O}_L$-action on $(P_0, Q_0, F_0, V_0^{-1})$ and the $\mathcal{O}_L$-linearity of $F_0$ and $V_0^{-1}$ induce a decomposition

$$(P_0, Q_0, F_0, V_0^{-1}) = \prod_{\mathfrak{p}|p} (\mathcal{O}_L, \mathfrak{P}_0, \mathcal{O}_L, \mathfrak{Q}_0, F_0, V_0^{-1}).$$

For each prime $\mathfrak{p}$ the display $(\mathcal{O}_L, \mathfrak{P}_0, \mathcal{O}_L, \mathfrak{Q}_0, F_0, V_0^{-1})$ is associated to the $p$-divisible group $A_0[\mathfrak{p}^\infty]$.

8.2 Proposition. The $\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)$-module $P_0$ is free of rank 2. There exist $\alpha$ and $\beta$ in $P_0$ such that

$$P_0 = (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) \alpha \oplus (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) \beta$$

and

$$Q_0 = (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) p\alpha \oplus (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) \beta.$$ 

Moreover,

$$\mathfrak{P}_0 := (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) \alpha \quad \text{and} \quad \mathfrak{Q}_0 = (\mathcal{O}_L \otimes \mathbb{Z} \mathcal{W}(k)) \beta$$
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are totally isotropic with respect to $\langle \cdot, \cdot \rangle_0$.

Proof: Noting that $P_0 \sim_{H_1, \text{crys}} (A_0/W(k))$ and using [Ra, Lemma 1.3], we deduce that $P_0$ is a free $O_L \otimes \mathbb{Z} W(k)$-module of rank 2. The image $Q_0$ of $Q_0$ in $P_0 := P_0/pP_0$ is isomorphic to $H^1(\mathbb{A}^1_{/k}, \Omega^1_{A_0/k})$. Via $\lambda_0$ it is isomorphic to $H^1(A_0, \Omega^1_{\mathbb{A}^1_{/k}})$.

In particular, since condition (R) holds, it is a free $O_L \otimes \mathbb{Z} k$ module of rank 1. Let $\beta$ be an element of $Q_0$ generating $Q_0$ as $O_L \otimes \mathbb{Z} k$-module. The quotient $P_0/Q_0$ is isomorphic to Hom$_k(H^1(A_0, \Omega^1_{\mathbb{A}^1_{/k}}), k)$ and, hence, it is a free $O_L \otimes \mathbb{Z} k$-module of rank 1. Let $\alpha \in P_0$ be an element generating $P_0/Q_0$ as $O_L \otimes \mathbb{Z} k$-module. For all $\gamma \in P_0$

$$\langle l\gamma, \gamma \rangle_0 = \langle \gamma, l\gamma \rangle_0 = -(l\gamma, \gamma)_0.$$

We conclude that $\langle l\gamma, \gamma \rangle_0 = 0$ for all $l \in O_L \otimes \mathbb{Z} W(k)$ and all $\gamma \in P_0$. Hence the conclusion.

8.3 Notation. For each prime $\mathfrak{P}$ of $O_L$ dividing $p$ and each integer $1 \leq i \leq e_{\mathfrak{P}}$, let $e_{\mathfrak{P},i}$ be the associated idempotent of $O_L \otimes \mathbb{Z} W(k)$ defined in 2.2 and let $\pi_{\mathfrak{P}} \in O_L$ be the generator of the ideal $\mathfrak{P} O_{L,\mathfrak{P}}$ chosen in 2.1. The elements $e_{\mathfrak{P},i} := e_{\mathfrak{P},i}$, $e_{\mathfrak{P},2} := \pi_{\mathfrak{P}} e_{\mathfrak{P},1}$, ... $e_{\mathfrak{P},e_{\mathfrak{P}}-1} := \pi_{\mathfrak{P}}^{e_{\mathfrak{P}}-1} e_{\mathfrak{P},1}$ form a $W(k)$-basis of the module $(O_L \otimes \mathbb{Z} W(k)) \cdot e_{\mathfrak{P},1}$. Let $\alpha \in P_0$ be as in 8.2. Define $\alpha_{\mathfrak{P},i} \in P_0$ by $\alpha_{\mathfrak{P},i} := \pi_{\mathfrak{P}}^{-1} e_{\mathfrak{P},1} \alpha$ for every prime $\mathfrak{P}$ over $p$ and for all $1 \leq i \leq e_{\mathfrak{P}}$ and $1 \leq j \leq e_{\mathfrak{P}}$. Denote by $\beta_{\mathfrak{P},i}$ the element of $\mathfrak{L}_0$ such that

$$\langle \alpha_{\mathfrak{P},i}, \beta_{\mathfrak{P},i} \rangle_0 = 1, \quad \text{and} \quad \langle \alpha_{\mathfrak{P},i}, \beta_{\mathfrak{P},j} \rangle_0 = 0$$

if $\alpha_{\mathfrak{P},i} \neq \alpha_{\mathfrak{P},i}$.

For every prime $\mathfrak{P}$ dividing $p$, define a total ordering

$$\alpha_{\mathfrak{P},i} \prec \alpha_{\mathfrak{P},j} \quad \{ \quad \text{if } i_1 < i_2; \text{ or if } i_1 = i_2 \text{ and } j_1 < j_2. \}$$

Analogously for the $\beta_{\mathfrak{P},i}$'s. The elements $\{ \alpha_{\mathfrak{P},i} \}_{i,j}$ form an ordered $W(k)$-basis of the module $O_{L,\mathfrak{P}} \otimes O_L \mathfrak{L}_0$. Analogously the elements $\{ \beta_{\mathfrak{P},i} \}_{i,j}$ form an ordered $W(k)$-basis of $O_{L,\mathfrak{P}} \otimes O_L \mathfrak{L}_0$. By construction $B_{\mathfrak{P}} := \{ \alpha_{\mathfrak{P},i} \prec \beta_{\mathfrak{P},j} \}_{i,j}$ is a symplectic basis for $(O_{L,\mathfrak{P}} \otimes O_L P_0, \langle \cdot, \cdot \rangle_0)$ as a $W(k)$-module.

Let

$$\begin{pmatrix} A_{\mathfrak{P}} & B_{\mathfrak{P}} \\ C_{\mathfrak{P}} & D_{\mathfrak{P}} \end{pmatrix}$$

be the matrix of $F_0 \oplus V_0^{-1}$ on $(O_{L,\mathfrak{P}} \otimes O_L \mathfrak{L}_0) \oplus (O_{L,\mathfrak{P}} \otimes O_L \mathfrak{L}_0)$ with respect to the
given basis. Define \( e_{\mathfrak{p},i}^{[1]} \) and \( a_{\mathfrak{p},i}^{[1]} \) in \( W(k) \) by

\[
C_{\mathfrak{p}} \left( \alpha_{\mathfrak{p},i}^{[1]} \right) = e_{\mathfrak{p},i}^{[1]} \alpha_{\mathfrak{p},i}^{[1]} + \cdots \quad \text{and} \quad A_{\mathfrak{p}} \left( \alpha_{\mathfrak{p},i}^{[1]} \right) = a_{\mathfrak{p},i}^{[1]} \alpha_{\mathfrak{p},i}^{[1]} + \cdots.
\]

### 8.4 Remark
For any prime \( \mathfrak{p} \) and \( \Omega \) of \( O_L \) over \( p \), we have by construction

\[
\langle \alpha_{\Omega,s}^{[t-1]}, \pi_{\Omega} \beta_{\mathfrak{p},i}^{[t-1]} \rangle = \langle \pi_{\Omega} \alpha_{\Omega,s}^{[t-1]}, \beta_{\mathfrak{p},i}^{[t-1]} \rangle = \left\{ \begin{array}{ll}
\langle \alpha_{\Omega,s}^{[t-1]}, \beta_{\mathfrak{p},i}^{[t-1]} \rangle & \text{if } 2 \leq t \leq e_{\Omega} \\
\langle \gamma, \beta_{\mathfrak{p},i}^{[t-1]} \rangle & \text{if } t = e_{\Omega} + 1.
\end{array} \right.
\]

Hence, for any \( 2 \leq j \leq e_{\mathfrak{p}} \), we have \( \pi_{\mathfrak{p}} \beta_{\mathfrak{p},i}^{[j]} = \beta_{\mathfrak{p},i}^{[j-1]} \) modulo \( pP_0 \).

### 8.5 Lemma
Let \( \mathfrak{p} \) be a prime over \( p \);
1. the \( (f_\mathfrak{p}e_\mathfrak{p}) \times 2(f_\mathfrak{p}e_\mathfrak{p}) \) matrix

\[
\begin{pmatrix}
A_{\mathfrak{p}} \\
C_{\mathfrak{p}}
\end{pmatrix}
\]

has rank \( g \);
2. for any \( i, j \) as above we have

\[
A_{\mathfrak{p}} \left( \alpha_{\mathfrak{p},i}^{[j]} \right) \in \oplus_{s=1}^{e_{\mathfrak{p}}} W(k) \alpha_{\mathfrak{p},i+1}^{[s]} \quad \text{and} \quad C_{\mathfrak{p}} \left( \alpha_{\mathfrak{p},i}^{[j]} \right) \in \oplus_{s=1}^{e_{\mathfrak{p}}} W(k) \beta_{\mathfrak{p},i+1}^{[s]}.
\]

Analogously,

\[
B_{\mathfrak{p}} \left( \beta_{\mathfrak{p},i}^{[j]} \right) \in \oplus_{s=1}^{e_{\mathfrak{p}}} W(k) \alpha_{\mathfrak{p},i+1}^{[s]} \quad \text{and} \quad D_{\mathfrak{p}} \left( \beta_{\mathfrak{p},i}^{[j]} \right) \in \oplus_{s=1}^{e_{\mathfrak{p}}} W(k) \beta_{\mathfrak{p},i+1}^{[s]};
\]
3. the matrix \( A_{\mathfrak{p}} \) is invertible if and only if \( A_0[\mathfrak{p}^{\infty}] \) is ordinary.

**Proof:** The first assertion follows since the map \( F_0 \oplus V_0^{-1} \) is an isomorphism. The second assertion follows the \( \sigma \)-linearity of \( F_0 \) and of \( V_0^{-1} \) and from the definition of the elements \( \alpha_{\mathfrak{p},i}^{[j]} \) and \( \beta_{\mathfrak{p},i}^{[j]} \). Note that \( A_0[\mathfrak{p}^{\infty}] \) is ordinary if and only if the reduction of \( F_0 \) on \( (O_L/\mathfrak{p}) \otimes_{O_L} (P_0/Q_0) = \mathfrak{f}/\mathfrak{p}\mathfrak{f} \) is an isomorphism. This proves the last assertion.

### 8.6 Corollary
Let \( \mathfrak{p} \) be a prime over \( p \). Then, either \( A_0[\mathfrak{p}^{\infty}] \) is ordinary or it is connected.

**Proof:** The 3n-display defined by \( A_0[\mathfrak{p}^{\infty}] \) is \( (O_L/\mathfrak{p}) \otimes_{O_L} (P_0/Q_0, F_0, V_0^{-1}) \). By 8.2, we have that \( O_L/\mathfrak{p} \otimes_{O_L} \mathfrak{f} \) is free of rank 1 over \( O_L/\mathfrak{p} \otimes_{O_L} \mathfrak{f} \). Consider the reduction \( A_{\mathfrak{p}} \) on \( \mathfrak{f}/\mathfrak{p}\mathfrak{f} \) of the matrix \( A_{\mathfrak{p}} \). By 8.5, Part (2) either \( A_{\mathfrak{p}} \) is invertible or it is nilpotent. The \( p \)-divisible group \( A_0[\mathfrak{p}^{\infty}] \) is connected if and only if \( A_0[\mathfrak{p}] \) is connected. This is equivalent to ask that \( A_{\mathfrak{p}} \) is nilpotent. We conclude by 8.5, Part (3).

### 8.7 Proposition
Let \( \mathfrak{p} \) be a prime over \( p \). Assume that \( A_0[\mathfrak{p}^{\infty}] \) has \( p \)-rank equal to 0 (equiv. is non-ordinary by 8.6). The universal equi-characteristic deformation space of \( A_0[\mathfrak{p}^{\infty}] \), as a principally polarized \( p \)-divisible group, is \( R_{\mathfrak{p}} := \)
$k[[t_{a,b}]]_{1 \leq a,b \leq f_p e_p}$ with the relations $t_{a,b} = t_{b,a}$. The universal display, denoted by $(P_\mathfrak{p}, Q_\mathfrak{p}, F_\mathfrak{p}, V_\mathfrak{p}^{-1})$, is given by

$$P_\mathfrak{p} := \left( O_L, \varphi \otimes \mathcal{O}_L \right) \otimes \mathbb{W}(R_\mathfrak{p}), \quad Q_\mathfrak{p} := \left( O_L, \varphi \otimes \mathcal{O}_L \right) \otimes \mathbb{W}(R_\mathfrak{p})$$

and

$$\mathfrak{L}_\mathfrak{p} := \left( O_L, \varphi \otimes \mathcal{O}_L \right) \otimes \mathbb{W}(R_\mathfrak{p}), \quad \mathfrak{T}_\mathfrak{p} := \left( O_L, \varphi \otimes \mathcal{O}_L \right) \otimes \mathbb{W}(R_\mathfrak{p}).$$

The matrix of $F_\mathfrak{p} \otimes V_\mathfrak{p}^{-1}$ on $\mathfrak{T}_\mathfrak{p} \oplus \mathfrak{L}_\mathfrak{p}$ with respect to $\mathcal{B}_\mathfrak{p}$ is

$$
\begin{pmatrix}
A_\mathfrak{p} + T_\mathfrak{p} C_\mathfrak{p} & B_\mathfrak{p} + T_\mathfrak{p} D_\mathfrak{p} \\
C_\mathfrak{p} & D_\mathfrak{p}
\end{pmatrix},
$$

where $T_\mathfrak{p}$ is the symmetric matrix of Teichmüller lifts $(w(t_{a,b}))_{1 \leq a,b \leq e_p f_p}$. The pairing

$$(\cdot, \cdot)_\mathfrak{p},$$
defined extending $O_L, \varphi \otimes O_L, \mathbb{W}(R_\mathfrak{p})$-linearly the pairing $(\cdot, \cdot)_0$, is a non-degenerate pairing of displays such that $\mathfrak{L}_\mathfrak{p}$ and $\mathfrak{T}_\mathfrak{p}$ are maximal isotropic submodules of $P_\mathfrak{p}$.

**Proof:** It follows from the assumption on the $p$-rank of $A_0[\mathfrak{p}^\infty]$ that $(P_0, Q_0, F_0, V_0^{-1})$ is a display. The theorem follows from [Zi].

**8.8 The universal equi-characteristic deformation space of $(A_0, \iota_0)$.** By the Serre-Tate theorem the universal equi-characteristic deformation space $\text{Spf}(R_\mathfrak{p})$ of $A_0$ with the $O_L$-action coincides with the universal equi-characteristic deformation space $\text{Spf}(R_\mathfrak{p})$ of $A_0[\mathfrak{p}^\infty]$ with the $O_L$-action. Hence,

$$\text{Spf}(R_\mathfrak{p}) = \prod_{\mathfrak{p}|p} \text{Spf}(R_{\mathfrak{p},\mathfrak{p}}),$$

where for any prime $\mathfrak{p}$ we define $\text{Spf}(R_{\mathfrak{p},\mathfrak{p}})$ as the universal deformation space of $A_0[\mathfrak{p}^\infty]$ with $O_L$-action.

Fix a prime $\mathfrak{p}$. If $A_0[\mathfrak{p}^\infty]$ is non-ordinary, $\text{Spf}(R_{\mathfrak{p},\mathfrak{p}})$ is the closed subscheme of $\text{Spf}(R_{\mathfrak{p}})$ defined by the condition that $F_\mathfrak{p}$ and $V_\mathfrak{p}^{-1}$ commute with the $O_L$-action on $P_\mathfrak{p}$ and $Q_\mathfrak{p}$ induced by the $O_L$-structures of $P_0$ and $Q_0$. Since $\langle F_\mathfrak{p}(x), V_\mathfrak{p}^{-1}(y) \rangle = \langle x, y \rangle_\mathfrak{p}$ for all $x$ in $P_\mathfrak{p}$ and all $y$ in $Q_\mathfrak{p}$, we deduce that $F_\mathfrak{p} \otimes V_\mathfrak{p}^{-1}$ is a symplectic isomorphism. Hence, $V_\mathfrak{p}^{-1}$ is $O_L$-linear if and only if $F_\mathfrak{p}$ is. This is equivalent to require that $F_\mathfrak{p}$ restricted to $\mathfrak{T}_\mathfrak{p}$ i.e., $A_\mathfrak{p} + T_\mathfrak{p} C_\mathfrak{p}$, is equivariant with respect to the $O_L$-structure on $\mathfrak{T}_\mathfrak{p}$.

**8.9 Lemma.** The conditions that the restriction of $F_\mathfrak{p}$ to $\mathfrak{T}_\mathfrak{p}$ is $O_L$-equivariant are linear in the $t_{a,b}$’s and are equivalent to the conditions

1. $F_\mathfrak{p}(\alpha_{\mathfrak{p},i}^{[1]}) \in \mathbb{W}(R) \alpha_{\mathfrak{p},i+1}^{[1]} \oplus \ldots \oplus \mathbb{W}(R) \alpha_{\mathfrak{p},i}^{[c_p]}$ for all $1 \leq i \leq f_\mathfrak{p}$;
2. $F_\mathfrak{p}(\alpha_{\mathfrak{p},i}^{[j]}) = \pi_\mathfrak{p}^{-1} F(\alpha_{\mathfrak{p},i}^{[1]})$ for all $1 \leq i \leq f_\mathfrak{p}$ and all $1 \leq j \leq e_p$.

**Proof:** Clear.
8.10 Definition. For any prime $\mathfrak{P}$ and integers $1 \leq i \leq f_{\mathfrak{P}}$ and $1 \leq j \leq e_{\mathfrak{P}}$ let
\[ t_{\mathfrak{P},i,j}^{[j]} := t_{a,b} \]
with $a = (i - 1)e_{\mathfrak{P}} + 1$ and $b = (i - 1)e_{\mathfrak{P}} + 1 + (j - 1)$.

8.11 Theorem. Let $\mathfrak{P}$ be a prime over $p$. Assume that $A_0[\mathfrak{P}^{\infty}]$ is non-ordinary. Let $\text{Spf}(R_{\mathfrak{P},\alpha})$ be the universal equi-characteristic deformation space of $A_0[\mathfrak{P}^{\infty}]$ as $p$-divisible group with $O_L$-action. Then, $R_{\mathfrak{P},\alpha}$ is a $(f_{\mathfrak{P}}e_{\mathfrak{P}})$-dimensional power series ring
\[ R_{\mathfrak{P},\alpha} = k[[t_{\mathfrak{P},i,j}^{[j]}]]. \]
The associated universal display $(P_{\mathfrak{P}}, Q_{\mathfrak{P}}, F_{\mathfrak{P}}, V_{\mathfrak{P}}^{-1})$ is given by
\[ P_{\mathfrak{P}} := (O_L, O_L \otimes P_0) \otimes W(R_{\mathfrak{P},\alpha}), \quad Q_{\mathfrak{P}} := (O_L, O_L \otimes Q_0) \otimes W(R_{\mathfrak{P},\alpha}) \]
and
\[ L_{\mathfrak{P}} := (O_L, O_L \otimes L_0) \otimes W(R_{\mathfrak{P},\alpha}), \quad \mathcal{T}_{\mathfrak{P}} := (O_L, O_L \otimes T_0) \otimes W(R_{\mathfrak{P},\alpha}). \]
The matrix of $F_{\mathfrak{P}} \otimes V_{\mathfrak{P}}^{-1}$ on $\mathcal{T}_{\mathfrak{P}} \oplus L_{\mathfrak{P}}$ with respect to $B_{\mathfrak{P}}$ is
\[ \begin{pmatrix} A_{\mathfrak{P}} + T_{\mathfrak{P}} C_{\mathfrak{P}} & B_{\mathfrak{P}} + T_{\mathfrak{P}} D_{\mathfrak{P}} \\ C_{\mathfrak{P}} & D_{\mathfrak{P}} \end{pmatrix}, \]
where $T_{\mathfrak{P}}$ is the matrix determined by
\[ T_{\mathfrak{P}}(\alpha_{\mathfrak{P},i}^{[j]}) = \sum_{l=1}^{e_{\mathfrak{P}}} w(t_{\mathfrak{P},i}^{[l]}) \pi^{-j-1}_{\mathfrak{P}} \alpha_{\mathfrak{P},i}^{[l]} \]
for all integers $1 \leq i \leq f_{\mathfrak{P}}$ and $1 \leq j \leq e_{\mathfrak{P}}$.

Proof: By 8.8 and 8.9, the formal scheme $\text{Spf}(R_{\mathfrak{P},\alpha})$ is the universal deformation space of $(O_L, O_L \otimes P_0, O_L, O_L \otimes Q_0, F_0, V_0^{-1})$ as display with $O_L$-action. By [Zi], it is also the universal deformation space of $A_0[\mathfrak{P}^{\infty}]$ with the $O_L$-action.

8.12 Corollary. The notation is as above. The formal scheme $\text{Spf}(R_{\mathfrak{P},\alpha})$ is formally smooth of dimension $f_{\mathfrak{P}}e_{\mathfrak{P}}$.

8.13 Example: the inert case. In this case $p$ remains a prime ideal in $O_L$. We omit the subscripts $\mathfrak{P}$ and $[j]$ in the formulas above. The matrix $A + TC \mod p$ of 8.11 is
\[ \begin{pmatrix} 0 & 0 & \ldots & 0 & \hat{a}_1 + t_1 \hat{c}_1 \\ \hat{a}_2 + t_2 \hat{c}_2 & 0 & \ldots & 0 & 0 \\ 0 & \hat{a}_3 + t_3 \hat{c}_3 & \ldots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \ldots & \hat{a}_g + t_g \hat{c}_g & 0 \end{pmatrix}. \]
8.14 Example: the totally ramified case. Suppose that there is only one prime over $p$ which is totally ramified. In this case we omit the subscripts $\Psi$ and $i$. We write the coefficients $a_{[j]}^i, c_{[j]}^i$ and the variables $t_{[j]}^i$ as $\bar{a}_{[j]}, \bar{c}_{[j]}$ and $\bar{t}_{[j]}$, respectively. The matrix $A + TC \mod p$ of 8.11 is

$$
\begin{pmatrix}
\bar{a}_{[1]} + \bar{t}_{[1]}\bar{c}_{[1]} & 0 & \cdots & 0 \\
\bar{a}_{[2]} + \bar{t}_{[2]}\bar{c}_{[1]} + \bar{t}_{[1]}\bar{c}_{[2]} & \bar{a}_{[1]} + \bar{t}_{[1]}\bar{c}_{[1]} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\bar{a}_{[g]} + \sum_{i=1}^g \bar{t}_{[g-i+1]}\bar{c}_{[i]} & \bar{a}_{[g-1]} + \sum_{i=1}^{g-1} \bar{t}_{[g-i]}\bar{c}_{[i]} & \cdots & \bar{a}_{[1]} + \bar{t}_{[1]}\bar{c}_{[1]}
\end{pmatrix}
$$

8.15 The Hasse-Witt matrix of the universal equi-characteristic deformation. Let $(A, i, \lambda)$ be the universal equi-characteristic object over the universal deformation space of $(A_0, i_0, \lambda_0)$. Let

$$(A^\Psi, i^\Psi, \lambda^\Psi) := (A, i, \lambda) \times \text{Spf}(R_{\Psi, i}),$$

the morphism $\text{Spf}(R_{\Psi, i}) \to \text{Spf}(R_i) = \prod_{\Omega|p} \text{Spf}(R_{\Omega, i})$ (see 8.8 for the last equality) is defined to be the identity on the factor $\text{Spf}(R_{\Psi, i})$ and the map $\text{Spf}(R_{\Psi, i}) \to \text{Spf}(R_{\Omega, i})$ if $\Omega \not= \Psi$. Let $I_{R_{\Psi, i}}$ be the kernel of the reduction map $W(R_{\Psi, i}) \to R_{\Psi, i}$. By [Me], we get a canonical identification of $H_{1,\text{dR}}(A^\Psi/R_{\Psi, i})$ with the Lie algebra of the universal vector extension of $A^\Psi[p^\infty]$. By the definition of $R_{\Psi, i}$ and $A^\Psi$ we have

$$A^\Psi[p^\infty] \cong A^\Psi[\mathbb{T}^\infty] \times \prod_{\Omega \not= \Psi} \left( A_0[\Omega^{-\infty}] \times \text{Spf}(R_{\Psi, i}) \right).$$

Hence, for any prime $\Omega$ over $p$ different from $\Psi$ we get a canonical isomorphism

$$(O_L/\Omega) \otimes_{O_L} H_{1,\text{dR}}(A^\Psi/R_{\Psi, i}) \cong (P_0/\Omega P_0) \otimes_k R_{\Psi, i}.$$ By 8.11 we have a canonical identification

$$(O_L/\Psi) \otimes_{O_L} H_{1,\text{dR}}(A^\Psi/R_{\Psi, i}) \cong P_{\Psi}/I_{R_{\Psi, i}}, P_{\Psi}.$$ The exact sequence

$$0 \to \text{Hom} \left( H^1(A^\Psi, O_{A^\Psi}), R_{\Psi, i} \right) \to H_{1,\text{dR}}(A^\Psi/R_{\Psi, i}) \to \text{Hom} \left( H^0(A^\Psi, \Omega_{A^\Psi/R_{\Psi, i}}^1), R_{\Psi, i} \right) \to 0,$$

tensored over $O_L$ with $O_L/\Psi$ (resp. $O_L/\Omega$ for $\Omega \not= \Psi$), and the exact sequence

$$0 \to \mathcal{L}_\Psi/I_{R_{\Psi, i}} \mathcal{L}_\Psi \to P_{\Psi}/I_{R_{\Psi, i}}, P_{\Psi} \to \mathcal{I}_\Psi/I_{R_{\Psi, i}}, \mathcal{I} \to 0$$

(resp.

$$0 \to (\mathcal{L}_0/\Omega \mathcal{L}_0) \otimes_k R_{\Psi, i} \to (P_0/\Omega P_0) \otimes_k R_{\Psi, i} \to (\mathcal{I}_0/\Omega \mathcal{I}_0) \otimes_k R_{\Psi, i} \to 0)$$

are identified. Using $A^\Psi$ and the choices in 7.1, we obtain a polarization on $A$ of degree prime to $p$. This induces perfect pairings between $H^0(A^\Psi, \Omega_{A^\Psi/R_{\Psi, i}}^1)$. 
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and $H^1\left(A^\wp, O_{A^\wp}\right)$, and between $\mathcal{L}/I_{R^\wp} \mathcal{L}$ and $\mathcal{I}_{R^\wp} / I_{R^\wp} \mathcal{I}_{R^\wp}$ (resp. $(\mathcal{I}_{0}/\Omega \mathcal{I}_{0}) \otimes_k R_{\wp,i}$ and $(\mathcal{I}_{0}/\Omega \mathcal{I}_{0}) \otimes_k R_{\wp,i}$), compatible with the identifications given above.

Hence, we get canonical isomorphisms
$$H^0\left(A^\wp, \Omega^1_{A^\wp}/R_{\wp,i}\right) \xrightarrow{\sim} \mathcal{L}_0 \otimes R_{\wp,i}$$
and
$$H^1\left(A^\wp, O_{A^\wp}\right) \xrightarrow{\sim} \mathcal{I}_{0} \otimes R_{\wp,i}$$
so that Frobenius on the LHS, induced by Frobenius on $O_{A^\wp}$, corresponds to Frobenius on the RHS.

By 8.3, the $k$-vector space $\mathcal{T}_0/p \mathcal{T}_0$ (resp. $\mathcal{L}_0/p \mathcal{L}_0$) is endowed with $k$-generators $\overline{\alpha}^{[j]}_{\mathcal{Q},i}$ (resp. $\overline{\beta}^{[j]}_{\mathcal{Q},i}$) defined as the reduction of $\alpha^{[j]}_{\mathcal{Q},i}$ (resp. $\beta^{[j]}_{\mathcal{Q},i}$). Their images induce canonical $R_{\wp,i}$-generators
$$\{\eta^{[1]}_{\mathcal{Q},i,j}\} \subset H^1\left(A^\wp, O_{A^\wp}\right)$$
(resp.
$$\{\omega^{[1]}_{\mathcal{Q},i,j}\} \subset H^0\left(A^\wp, \Omega^1_{A^\wp}/R_{\wp,i}\right).$$

**8.16 Lemma.** Let $\wp$ be a prime over $p$. Let $\{\mathcal{Q}_1, \ldots, \mathcal{Q}_d\}$ be the set of primes over $p$ different from $\wp$. Assume that $A_0[\wp^\infty]$ is not ordinary. The Hasse-Witt matrix of $(A^\wp, \iota^\wp, \lambda^\wp)$ with respect to the basis $\{\eta^{[j]}_{\mathcal{Q},i}\}$ is canonically identified with the reduction of the matrix
$$\begin{pmatrix}
A_{\mathcal{Q}_1} & 0 & 0 & 0 \\
0 & \cdots & A_{\mathcal{Q}_d} & 0 \\
0 & \cdots & 0 & A_{\wp} + T_{\wp} C_{\wp}
\end{pmatrix}$$
via the quotient map $W(R_i) \to R_i$.

**8.17 Corollary.** Let $\wp$ be a prime of $O_L$ over $p$. Assume that $A_0[\wp^\infty]$ is not ordinary. Let $i$ be an integer satisfying $1 \leq i \leq f_{\wp}$. With the notation of 7.12, we have
$$h_{\wp,i}(A, \iota, \lambda, \omega_\alpha) = \overline{a}^{[1]}_{\wp,i} + \overline{c}^{[1]}_{\wp,i} \overline{\eta}^{[1]}_{\wp,i}.$$ 

The elements $\overline{a}^{[1]}_{\wp,i}$ and $\overline{c}^{[1]}_{\wp,i}$ are the reduction mod $p$ of the element $a^{[1]}_{\wp,i}$ and $c^{[1]}_{\wp,i}$ defined in 8.3. If $\overline{a}^{[1]}_{\wp,i} = 0$, then $\overline{c}^{[1]}_{\wp,i}$ is invertible by 8.5.

**8.18 Corollary.** The zero locus $W_{\wp,i}$ of the partial Hasse invariant $h_{\wp,i}$ is a reduced, non-singular divisor. In particular, it is locally irreducible.

The divisor of the Hasse-invariant is equal to $\sum_{\wp,i} e_{\wp,i} W_{\wp,i}$ and the $W_{\wp,i}$ are normal crossing divisors.

**8.19 Proposition.** Let $f \in M\left(k, \mu_N, \chi\right)$ be a $\mathcal{I}$-polarized modular form over $k$ of weight $\chi$. There is a unique $\mathcal{I}$-polarized modular form $g$ over $k$ having the same
q-expansion as \( f \) at a (any) cusp and such that if \( g' \) is a \( \mathfrak{I} \)-polarized modular form over \( k \) with the same q-expansion of \( f \), then there exist non-negative integers \( b_{\mathfrak{P},i} \) for each prime \( \mathfrak{P} \) of \( O_L \) over \( p \) and each integer \( 1 \leq i \leq f_{\mathfrak{P}} \) such that

\[
g' = g \prod_{\mathfrak{P},i} h_{\mathfrak{P},i}^{b_{\mathfrak{P},i}};
\]

see 7.12 for the definition of the partial Hasse invariants \( h_{\mathfrak{P},i} \).

Proof: Define \( g \) to be a \( \mathfrak{I} \)-polarized modular form satisfying

\[
f = g \prod_{\mathfrak{P},i} h_{\mathfrak{P},i}^{a_{\mathfrak{P},i}},
\]

where the \( a_{\mathfrak{P},i} \) are chosen maximal non-negative so that \( g \) is a holomorphic modular form. The modular form \( g \) is unique with this property by the two previous corollaries. By 7.14, the modular form \( g \) has the same q-expansion of \( f \). It satisfies the requirement of the proposition by 7.21.

8.20 Filtrations on modular forms. The notation is as above. Define the filtration of \( f \), denoted by

\[
\Phi(f),
\]

to be the weight of the unique \( \mathfrak{I} \)-polarized modular form \( g \) with the properties described in the proposition. Since the weight of \( h_{\mathfrak{P},i} \) is \( \chi_{\mathfrak{P},i}^{p-1} \chi_{\mathfrak{P},i}^{-1} \), we have

\[
\chi = \Phi(f) \prod_{\mathfrak{P},i} \left( \chi_{\mathfrak{P},i}^{p-1} \chi_{\mathfrak{P},i}^{-1} \right)^{a_{\mathfrak{P},i}}
\]

for suitable non-negative integers \( a_{\mathfrak{P},i} \).

9 A compactification of \( \mathfrak{M}(k, \mu_N) \).

Fix a field \( k \) of characteristic \( p \) containing all the finite fields \( k_{\mathfrak{P}} \); see 7.1. Let \( N \geq 4 \) be an integer prime to \( p \). In this section we construct a compactification of \( \mathfrak{M}(k, \mu_N) \), which is well suited for the study of the arithmetic of modular forms. First, the compactification we construct is normal and its only singularities come from the singularities of \( \mathfrak{M}(k, \mu_N) \). Secondly, it is explicit, in the sense that it is defined, up to codimension 2, as the scheme resulting from adjoining to \( \mathfrak{M}(k, \mu_N) \) roots of explicitly given modular forms. The notation is as in 7.2.

9.1 Definition. Let \( \overline{\mathfrak{M}}(k, \mu_N) \) be the minimal compactification of \( \mathfrak{M}(k, \mu_N) \) constructed in [Ch, Thm. 4.3]. It is a projective normal scheme over \( k \) obtained by adding finitely many cusps. Its singular locus consists precisely of the complement of the Rapoport locus \( \mathfrak{M}(k, \mu_N)^R \) defined in 3.5.

Define

\[
\overline{\phi} : \overline{\mathfrak{M}}(k, \mu_N)_{\text{Kum}} \longrightarrow \overline{\mathfrak{M}}(k, \mu_N)
\]

as the normal closure of \( \overline{\mathfrak{M}}(k, \mu_N) \) in \( \mathfrak{M}(k, \mu_N)_{\text{Kum}} \) via the Galois cover \( \phi \) with group \( G = G_{1,1} \), defined in 7.2.

9.2 Lemma. The following properties hold:
1. the morphism $\varphi$ is finite;
2. the scheme $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$ is projective, irreducible and normal;
3. the scheme $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$ is endowed with an action of $G$ and $\varphi$ represents the quotient map;
4. the branch locus of $\varphi$ is a divisor contained in the complement of $\mathfrak{M}(k, \mu_{N})^{\text{ord}}$. We use the convention that the cusps are in the ordinary locus.

Proof: Since $\mathfrak{M}(k, \mu_{N})$ is of finite type over $k$, it is excellent and, hence, universally Japanese. By [EGA IV$_2$, §7.8.3] we conclude that $\varphi$ is finite. By [EGA II, Cor. 6.1.11] we deduce that $\varphi$ is projective and, by [EGA II, Prop. 5.5.5 (ii)], that $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$ is projective. The quotient of $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$ by $G$ is finite and birational over $\mathfrak{M}(k, \mu_{N})$. We deduce that it coincides with $\mathfrak{M}(k, \mu_{N})$. This concludes the proofs of claims (1)-(3). By purity of branch locus, see [SGA 2, X, Thm. 3.4 (i)], the map $\varphi$ is ramified along a divisor of $\mathfrak{M}(k, \mu_{N})$. By construction the pre-image of $\mathfrak{M}(k, \mu_{pN})^{\text{ord}}$ in $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$ is $\mathfrak{M}(k, \mu_{pN})^{\text{ord}}$. Hence, $\varphi$ is étale over $\mathfrak{M}(k, \mu_{N})^{\text{ord}}$. Since the cusps are isolated points in the complement of $\mathfrak{M}(k, \mu_{N})^{\text{ord}}$, the map $\varphi$ is unramified also at the cusps. This proves part (4).

9.3 Local charts of $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$. Fix a prime $\Omega$ of $O_L$ over $p$ and an integer $1 \leq j \leq f_{\Omega}$. Let

$$\mathfrak{M}(k, \mu_{N})^{\text{R}} \hookrightarrow \mathfrak{M}(k, \mu_{N}),$$

be the locus where condition (R) holds. The convention is that the cusps satisfy (R). We are going to give an explicit description of $\varphi$ in a neighborhood of the generic point of the divisor $W_{\Omega,j}$ defined by the partial Hasse invariant $h_{\Omega,j};$ see 8.18. Define a scheme

$$\mathfrak{M}(k, \mu_{N})^{\text{Kum,R}} \longrightarrow \mathfrak{M}(k, \mu_{N})^{\text{R}} \setminus \bigcup_{(\Psi,j) \neq (\Omega,j)} W_{\Psi,j}$$

over the complement in $\mathfrak{M}(k, \mu_{N})^{\text{R}}$ of the divisor $\sum_{(\Psi,j) \neq (\Omega,j)} W_{\Psi,j}$ by adjoining a $p/q - 1$-th root of the modular forms $h_{\Psi,i+1}^{p/q-1} h_{\Psi,i+2}^{p/q-2} \cdots h_{\Psi,j}$ for any prime $\Psi$ of $O_L$ over $p$ and a fixed integer $1 \leq i \leq f_{\Psi}$ (we require $i = j$ if $\Psi = \Omega$).

1) The identity

$$\left( h_{\Psi,i+1}^{p/q-1} h_{\Psi,i+2}^{p/q-2} h_{\Psi,j} \right)^{\frac{1}{p}} \left( h_{\Psi,i+1}^{p/q-1} h_{\Psi,i+2}^{p/q-2} h_{\Psi,j} \right)^{-\frac{1}{p}} = h_{\Psi,i}^{p/q-1}$$

for all $1 \leq i \leq f_\Psi$ implies that the construction is independent of $i$ for $\Psi \neq \Omega$.

2) For every prime $\Psi$ of $O_L$ over $p$ and any integer $1 \leq i \leq f_\Psi$ we have the following equality of modular forms on $\mathfrak{M}(k, \mu_{pN})^{\text{Kum}}$.

$$a(\chi_\Psi)^{p/q-1} = a(\chi_\Psi^{p/q-1})^{p/q-1} a(\chi_\Psi^{p/q-1})^{p/q-2} \cdots a(\chi_\Psi^{p/q-1})^{p/q} = \phi^*(h_{\Psi,i+1}^{p/q-1}) h_{\Psi,i+2}^{p/q-2} \cdots \phi^*(h_{\Psi,j}).$$
See 7.8 for the notation. In particular, we have a commutative diagram
\[
\begin{array}{ccc}
\mathcal{M}(k, \mu_{pN})^{Kum} & \longrightarrow & \overline{\mathcal{M}}(k, \mu_{pN})_{\Omega,j}^{Kum,R} \\
\phi \downarrow & & \phi' \downarrow \\
\mathcal{M}(k, \mu_{N})^{ord} & \longrightarrow & \overline{\mathcal{M}}(k, \mu_{N})_{pN}^{R} \setminus \sum_{(\Psi, i) \neq (\Omega, j)} W_{\Psi, i}
\end{array}
\]
By 7.2 the LHS is a finite étale morphism, Galois under the group $G$. In particular, its degree is equal to $\prod_{p \mid \varphi} (p^\ell - 1)$.

9.4 Proposition. The scheme $\overline{\mathcal{M}}(k, \mu_{pN})_{\Omega,j}^{Kum,R}$ has the following properties
1) it is irreducible and normal;
2) the morphism $\phi_{\Omega,j}$ is finite and its branch locus is $(p^{\ell} - 2) W_{\Omega,j}$.
3) there is a commutative diagram
\[
\begin{array}{ccc}
\mathcal{M}(k, \mu_{pN})^{Kum} & \longrightarrow & \mathcal{M}(k, \mu_{pN})_{\Omega,j}^{Kum,R} \\
\phi \downarrow & & \phi' \downarrow \\
\mathcal{M}(k, \mu_{N})^{ord} & \longrightarrow & \overline{\mathcal{M}}(k, \mu_{N})_{\Omega,j}^{R} \setminus \sum_{(\Psi, i) \neq (\Omega, j)} W_{\Psi, i}
\end{array}
\]
where the squares are cartesian and the horizontal arrows are open immersions.

Proof: The finiteness in claim (2) is clear from the construction. We prove claim (1), claim (2) and claim (3) for the square on the LHS. The existence of the diagram and the rest of claim (3) follow then from the definition of $\overline{\mathcal{M}}(k, \mu_{pN})_{\Omega,j}^{Kum}$ and the finiteness in (2).

Let $x$ be a closed point of $W_{\Omega,j}$ such that $x \notin W_{\Psi, i}$ for $(\Psi, i) \neq (\Omega, j)$. Let $U_x = \text{Spec}(A)$ be an affine open neighborhood of $x$ in $\overline{\mathcal{M}}(k, \mu_{N})_{\Omega,j}^{R} \setminus \sum_{(\Psi, i) \neq (\Omega, j)} W_{\Psi, i}$ over which every invertible sheaf $\mathcal{L}_{\chi, i}$ is trivial. Choose an ordering $\Omega = \Psi_1 < \cdots < \Psi_s$ of the primes of $O_L$ over $p$. Define
\[
B := A\left[ X_1, \ldots, X_s \right] / \left( X_1^{p^\ell - 1} - (h_{\Psi_1, i+1})^{p^\ell} \cdots (h_{\Psi_s, i})^{p^\ell} \right)_{t=1,\ldots,s},
\]
with the abuse of notation that, via the chosen trivialization, the elements $h_{\Psi, i}$ are now considered as elements of $A$. As remarked in 9.3 the definition does not depend on the choice of $1 \leq i \leq f_{pN}$ for $t > 1$. Then:

i) $B$ is finite and flat over $A$ of degree $\prod_{t=1}^{s} (p^{\ell t} - 1)$;
ii) the group $\prod_{t=1}^{s} k_p^\ast$ acts $A$-linearly on $B$ through roots of unity.

Note that $\phi^{-1}(U_x \setminus W_{\Omega,j}) \to U_x \setminus W_{\Omega,j}$ is endowed with an action of $G_{1,1} \cong \prod_{t=1}^{s} k_p^\ast$, as remarked in 9.3. By 7.8 the morphism $\phi^{-1}(U_x \setminus W_{\Omega,j}) \to \text{Spec}(B)$ defined in (2) of 9.3 is equivariant with respect to the action of $\prod_{t=1}^{s} k_p^\ast$. Hence, the map
\[
\phi^{-1}(U_x \setminus W_{\Omega,j}) \longrightarrow \text{Spec}(B \left[ h_{\Omega,j}^{-1} \right])
\]
is an isomorphism. In particular, we conclude that $B$ is a domain. Define
\[
B_1 := A\left[ X_1 / \left( X_1^{p^\ell - 1} - (h_{\Omega,j+1})^{p^\ell} \cdots (h_{\Omega,j})^{p^\ell} \right) \right].
\]
We know it is a domain. Let
\begin{equation*}
Y = \sum_{d=0}^{p^f - 2} Y_d X^d_t \quad \text{with } Y_d \in \text{Frac}(A)
\end{equation*}
be an element in the fraction field of $B_1$ which is a zero of a monic polynomial $g(X) \in A[X]$. For every prime $Q$ of $A$, the equation
\begin{equation*}
X^{p^f - 1} - (h_{Q,i+1})^{p^f} \cdots (h_{Q,j})
\end{equation*}
in the local ring $A_Q$ is either Eisenstein, if $h_{Q,j} \in Q$, or separable otherwise. Hence, $Y_d \in A_Q$ for every $d$. Since $A$ is normal, we conclude that $Y_d \in A$ for every $d$. In particular, $B_1$ is normal. Moreover, the extension $A \subset B_1$ is ramified only along $h_{Q,j} = 0$ with ramification index $p^f - 2$. The extension $B_1 \subset B$ is étale. Hence, $B$ is normal and $A \subset B$ is ramified only along $h_{Q,j} = 0$ with ramification index $p^f - 2$.

9.5 Corollary. The scheme $\bigcup_{Q,j} \mathcal{M}(k, \mu_N)^{Kum,R}_{Q,j}$ is endowed with an action of $G$ so that the map $\overline{\phi}$ is the quotient map. The open subscheme $\bigcup_{Q,j} \mathcal{M}(k, \mu_N)^{Kum,R}_{Q,j}$ of $\mathcal{M}(k, \mu_N)^{Kum}$ has codimension 2.

Proof: The first claim is clear. The second follows from 3.6.

9.6 Corollary. The branch locus of $\overline{\phi}$ is exactly the complement of the ordinary locus in $\mathcal{M}(k, \mu_N)$. For each prime $\mathfrak{P}$ and each $1 \leq i \leq f_{\mathfrak{P}}$, the ramification index of $W_{\mathfrak{P},i}$ in $\mathcal{M}(k, \mu_N)^{Kum}$ is $p^f - 2$.

Proof: It follows from 9.4.

9.7 Remark. The locus $\mathcal{M}(k, \mu_N)^{R}$ is the locus where the modular forms of level $\mu_N$ are defined; see 5.1 and 5.4. This is why we need an explicit description of the map $\overline{\phi}$ over such locus, at least up to codimension 2, as given in the proposition.

10 Congruences mod $p^n$ and Serre’s $p$-adic modular forms.

There is already a notion of $p$-adic Hilbert modular forms in the literature [Ka4, §1.9], [Hida, §4]. Although this notion is important and useful, the authors of this paper are not aware of a reference that explains how it stands vis-a-vis a more direct approach. Recall that the theory of $p$-adic modular forms began when Serre introduced the notion of a $p$-adic modular form of a given level as a $q$-expansion which is a $p$-adic uniform limit of $q$-expansions of classical modular forms of that same level.

In this setting, Katz’s approach of defining $p$-adic modular forms as certain regular functions on a formal scheme obtained from schemes of the sort $\mathcal{M}(\mathbb{Z}_p, \mu_{p^n N})$ merged nicely with Serre’s approach. See [Ka2, Prop. A1.6].

In the Hilbert modular case the development did not follow the same lines. It seems that the interest was mainly devoted to understanding the phenomenon of analytic families of Hilbert modular forms and the connection to completed Hecke algebras; the ensuing theory is now known as Hida’s theory. For this purpose one’s
interest is more in varying the level than varying the weight, and thus the mere existence of suitable ambient space of $p$-adic modular forms in which such families exist is sufficient.

The authors of this paper are interested in following Serre’s original approach. Congruences between modular forms imply congruences between their weights that suggest defining a $p$-adic modular form as a $q$-expansion that is a $p$-adic uniform limit of classical modular forms. Such a limit has a well defined weight in the completion $\hat{X}$ of $X$ with respect to a system of subgroups depending on $p$.

We prove that a $p$-adic modular form of weight $\chi \in \hat{X}$ defined in this fashion is the same thing as a $p$-adic modular form in Katz’s approach, which is an eigenfunction of character $\chi$. We remark that $p$-adic modular forms à la Katz are certain regular functions on the formal scheme

\[
\lim_{m \to \infty} \lim_{n \to \infty} M_{\mathbb{Z}}(W_m(k), \mu_p N)
\]

(see definition 11.5), and thus correspond to ordinary $p$-adic modular forms in the case $g = 1$, i.e., to $p$-adic modular forms of growth condition 1.

One virtue of this isomorphism is that the extension of certain derivation operators $\Theta_{\mu, j}$ (see 15.34) to $p$-adic modular forms is easily proven. This yields an ample supply of examples of $p$-adic modular forms. The results of this section follow the presentation in Serre, [Se].

**10.1 Notation.** In this section we fix a complete discrete valuation ring $R$ with fraction field $F$ of characteristic 0 and residue field $k$ of characteristic $p$. Let $m = (\pi)$ be the maximal ideal of $R$. Suppose that $R$ is a $\mathcal{O}_K$-algebra where $K$ is a normal closure of $L$.

**10.2 Definition.** Let $f \in M(F, \mu_N, \chi)$ be a $\mathfrak{A}$-polarized modular form over $F$ with $N$ not necessarily prime to $p$. Let $(A, B, \sigma)$ be a $\mathfrak{A}$-polarized cusp. Consider the $q$-expansion $f(Tate(A, B), \epsilon, j) = a_0 + \sum_{\nu \in (AB)^+} a_\nu q^\nu$ of $f$ at the given cusp. Define

\[
\text{val}(f) := \sup \{ n \in \mathbb{Z} | a_\nu \in m^n \forall \nu \} = \inf \{ \text{val}_p(a_\nu) \}.
\]

**10.3 Proposition.** The notation is as in the definition. Then $\text{val}(f) > -\infty$. Moreover, $\pi^{-\text{val}(f)} f \in M(R, \mu_N, \chi)$ i.e., is a $\mathfrak{A}$-polarized modular form over $R$.

**Proof:** To prove that $\text{val}(f) > -\infty$ note that, with the notation of 6.3, we have

\[
f(Tate(A, B), \epsilon, j) \in F \otimes \mathbb{Z}((A, B, \sigma)).
\]

In particular, the valuation of the coefficients of the $q$-expansion of $f$ is bounded from below. Since the $q$-expansion of $\pi^{-\text{val}(f)} f$ at the given cusp has integral coefficients, we conclude by 6.10 that $\pi^{-\text{val}(f)} f$ is defined over $R$.

**10.4 Lemma.** The number $\text{val}(f)$ is independent of the chosen cusp.
10.5 **Proposition.** Let \( N \geq 4 \) be an integer prime to \( p \). Let 

\[
    f_i \in \mathbf{M}(R, \mu_N, \chi_i)
\]

for \( i = 1, 2 \) be two \( \mathfrak{J} \)-polarized modular forms of weights \( \chi_1 \) and \( \chi_2 \) and level \( \mu_N \). Suppose that their \( q \)-expansions at a \( \mathfrak{J} \)-polarized unramified cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon, j)\) in the sense of 6.6 satisfy 

\[
    f_1(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \not\equiv 0 \pmod{m}
\]

and 

\[
    f_1(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \equiv f_2(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \pmod{m^n}.
\]

Then 

\[
    \chi_1 \equiv \chi_2 \pmod{\mathbb{X}_R(n)}.
\]

See 4.11 for the notation \( \mathbb{X}_R(n) \).

**Proof:** Let \( \bar{f}_i \) be the image of \( f_i \) in \( \mathbf{M}(R/m^n, \mu_N, \chi_i) \) for \( i = 1, 2 \). Consider the forgetful morphism 

\[
    \psi: \mathfrak{M}(R/m^n, \mu_{p^nN}) \longrightarrow \mathfrak{M}(R/m^n, \mu_N).
\]

It is a Galois cover with group 

\[
    \text{Aut}_{\mathcal{O}_L}(\mu_{p^n} \otimes D_L) = (\mathcal{O}_L/p^n\mathcal{O}_L)^*.
\]

Let 

\[
    r_1 = r(\bar{f}_1) \quad \text{and} \quad r_2 = r(\bar{f}_2)
\]

be the associated regular functions on \( \mathfrak{M}(R/m^n, \mu_{p^nN}) \) defined in 7.19. The hypothesis guarantees that \( r_1 = r_2 \). Therefore, if \( b \in (\mathcal{O}_L/p^n\mathcal{O}_L)^* \) is an element of the Galois group, then 

\[
    \chi_1(b)r_1 = [b]r_1 = [b]r_2 = \chi_2(b)r_2.
\]

Hence, \((1 - \chi_1\chi_2^{-1}(b))r_1 = 0\). This implies the claim.

10.6 **Corollary.** Let \( f_i \in \mathbf{M}(F, \mu_N, \chi_i) \) for \( i = 1, 2 \) be two \( \mathfrak{J} \)-polarized modular forms. Assume their \( q \)-expansions at a \( \mathfrak{J} \)-polarized unramified cusp satisfy 

\[
    f_1(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \equiv f_2(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \pmod{m^n}.
\]

Then 

\[
    \chi_1 \equiv \chi_2 \pmod{\mathbb{X}_R \left( \mathfrak{M}(F, \mu_N, \chi_i) \right)}.
\]

**Proof:** By 10.3 we may assume that \( f_1 \) and \( f_2 \) are defined over \( R \). Let \( m_i := \text{val}(f_i) \) for \( i = 1, 2 \). Without loss of generality we may assume that \( m_1 \leq m_2 \). Let \( F_i := \pi^{-m_i}f_i \) for \( i = 1, 2 \). By assumption \( F_i \in \mathbf{M}(R, \mu_N, \chi_i) \) and \( F_1 \not\equiv 0 \pmod{m} \) and 

\[
    F_1 \equiv F_2 \pmod{m^{n-m_1}}.
\]

We conclude using 10.5.
10.7 Corollary. Let \( f \in \mathbf{M}(F, \mu_N, \chi) \) be a \( \mathfrak{a} \)-polarized modular form. Consider its \( q \)-expansion \( f(\text{Tate}(\mathfrak{a}, \mathfrak{B}, \varepsilon, j)) = a_0 + \sum_v a_v q^v \) at a \( \mathfrak{a} \)-polarized unramified cusp. Let
\[
n(\chi) := \min \{ n \in \mathbb{N} | \chi \notin \mathbb{K}_R(n) \}.
\]
Then
\[
\text{val}(a_0) \geq -n(\chi) + \text{val}(f - a_0).
\]

Proof: By 10.3 we may assume that \( f \) is defined over \( R \). Consider \( a_0 \) as a modular form of weight 1 (the trivial character). By corollary 10.6, we have \( \mathbb{X}_R(\text{val}(f - a_0) - \text{val}(f)) \). Hence, \( \text{val}_\varepsilon(a_0) \geq \text{val}(f) \geq -n(\chi) + \text{val}(f - a_0) \) as wanted.

10.8 Definition. Suppose that \( R \) is \( \pi \)-adically complete. A \( \mathfrak{a} \)-polarized \( p \)-adic Hilbert modular form \( \text{à la Serre} \) over \( F \) of level \( \mu_N \) \((N \text{ prime to } p)\) is the equivalence class of a Cauchy sequence \( \{ f_i \in \mathbf{M}(F, \mu_N, \chi_i) \}_{i \in \mathbb{N}} \) of classical modular forms. ‘Cauchy’ means Cauchy with respect to \( \text{val} \) i. e., that for any \( n \in \mathbb{N} \) there exists \( m \in \mathbb{N} \) such that
\[
\text{val}(f_i - f_j) \geq n \quad \text{for all } i, j \geq m.
\]
We say that two Cauchy sequences \( \{ f_i \}_{i \in \mathbb{N}} \) and \( \{ g_j \}_{j \in \mathbb{N}} \) are equivalent iff \( \text{val}(f_i - g_j) \to \infty \) for \( i \to \infty \). The next lemma shows that this is a well defined concept.

10.9 Lemma. Let \( (\mathfrak{a}_1, \mathfrak{B}_1, \varepsilon_1, j_1) \) be a \( \mathfrak{a} \)-polarized unramified cusp. Let \( \{ f_i \}_i \) be a Cauchy sequence of \( \mathfrak{a} \)-polarized Hilbert modular forms with respect to the valuation \( \text{val}_1 \) from \( (\mathfrak{a}_1, \mathfrak{B}_1, \varepsilon_1, j_1) \). If \( (\mathfrak{a}_2, \mathfrak{B}_2, \varepsilon_2, j_2) \) is another unramified \( \mathfrak{a} \)-polarized cusp with associated valuation \( \text{val}_2 \), then \( \{ f_i \}_i \) is Cauchy also with respect to the \( \text{val}_2 \).

10.10 Definition. (Weight and \( q \)-expansions of \( p \)-adic modular forms) Let
\[
f = \{ f_i \in \mathbf{M}(F, \mu_N, \chi_i) \}_{i \in \mathbb{N}}
\]
be a \( \mathfrak{a} \)-polarized \( p \)-adic Hilbert modular form \( \text{à la Serre} \) over \( R \) of level \( \mu_N \). Define the weight \( \chi \in \mathbb{K}_R \) of \( f \) as
\[
\chi := \lim_{i \to \infty} \chi_i \in \mathbb{K}_R.
\]
Fix a \( \mathfrak{a} \)-polarized unramified cusp \( (\mathfrak{a}, \mathfrak{B}, \varepsilon, j) \) over \( F \). Define the \( q \)-expansion of \( f \) at the given cusp by
\[
f(\text{Tate}(\mathfrak{a}, \mathfrak{B}, \varepsilon, j)) := \lim_{i \to \infty} f_i(\text{Tate}(\mathfrak{a}, \mathfrak{B}, \varepsilon, j)).
\]
Finally, define
\[
\text{val}(f) := \sup \{ n \in \mathbb{Z} | a_0 \in \mathfrak{m}^n \} = \inf \{ \text{val}_\varepsilon(a_0) \}.
\]

10.11 Proposition. The notation is as in the definition.
1) The weight and the \( q \)-expansion at the \( \mathfrak{a} \)-polarized cusp \( (\mathfrak{a}, \mathfrak{B}, \varepsilon, j) \) of a \( \mathfrak{a} \)-polarized \( p \)-adic modular form \( f \) \( \text{à la Serre} \) are well defined i. e., the limits
exist and do not depend on the choice of Cauchy sequence of classical modular forms \( f_i \), defining it;

2) the map

\[
p\text{-adic Hilbert modular forms of wt } \chi \rightarrow q\text{-expansions at } (\mathfrak{A}, \mathfrak{B}, \varepsilon, j),
\]

associating to a \( p\text{-adic modular form } f \) its \( q\text{-expansion } f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \), is injective;

3) The assertions in 10.3-10.7 hold if one replaces \( I\text{-polarized Hilbert modular forms of level } \mu_N \) with \( I\text{-polarized } p\text{-adic Hilbert modular forms } \) à la Serre of level \( \mu_N \) and \( \mathcal{X}_R \) with \( \hat{\mathcal{X}}_R \).

Proof: Assertions (1) and (2) follow from the previous corollaries. The last assertion follows as in [Se, §1].

10.12 Remark. See 11.13 for examples of how Hilbert modular forms of level \( \mu_{Np^n} \) and trivial nebentypus at \( p \) define \( I\text{-polarized } p\text{-adic Hilbert modular forms. See } 12.8 \) for examples of \( p\text{-adic, but not classical, } I\text{-polarized Hilbert modular forms arising from Eisenstein series. Other examples are given in } 15.25 \) by applying suitable \( p\text{-adic theta operators to classical Hilbert modular forms.}

10.13 Definition. We say that a \( I\text{-polarized } p\text{-adic modular form } \{ f_i \} \) of level \( \mu_N \) over \( F \) is a cusp form if the constant coefficient of its \( q\text{-expansion at any cusp is } 0. \)

11 Katz’s \( p\text{-adic Hilbert modular forms.} \)

The notation is as in 10.1.

11.1 Definition. Let \( m \geq 1, n \geq 0 \) and \( N \geq 4 \) be integers. Let \( p \) be a prime not dividing \( N \). Consider the affine schemes

\[
\mathfrak{M}(m, n) = \mathfrak{M}(R/m^m, \mu_{p^nN}).
\]

For \( n = 0 \) we use the convention \( \mathfrak{M}(m, 0) = \mathfrak{M}(R/m^m, \mu_N)^{ord} \). For \( m' \leq m \) we have a closed immersion

\[
\mathfrak{M}(m', n) \hookrightarrow \mathfrak{M}(m, n).
\]

For \( n' \geq n \) we have a Galois covering

\[
\mathfrak{M}(m, n') \rightarrow \mathfrak{M}(m, n)
\]

with Galois group

\[
\Gamma(n', n) = (O_L/p^nO_L)^*/(O_L/p^nO_L)^{\ast},
\]

where the group \((O_L/p^nO_L)^{\ast}\) is understood as the trivial group. Define

\[
\Gamma_{n'} := \Gamma(n', 0) = \text{Aut}_{O_L}(\mu_{p^{n'}} \otimes D_{L}^{-1}) = (O_L/p^nO_L)^{\ast}.
\]

Define \( \mathfrak{M}(\infty, \infty) \) as the formal scheme

\[
\mathfrak{M}(\infty, \infty) = \lim_{m \to \infty} \mathfrak{M}(m, \infty) = \lim_{m \to \infty} \left( \lim_{n \to \infty} \mathfrak{M}(m, n) \right).
\]
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The group
\[ \Gamma = \lim_{\infty \to n} \Gamma_n = \lim_{\infty \to n} (O_L/p^nO_L)^* = (\mathbb{Z}_p \otimes O_L)^* \]
acts as Galois automorphisms on \( \mathfrak{M}(m, \infty) \) for every \( m \) with quotient \( \mathfrak{M}(m, 0) \).

11.2 The Kummer description. Let \( n \geq m \). Let
\[ \mathfrak{M}(m, n)^{\text{Kum}} \longrightarrow \mathfrak{M}(m, 0) \]
be the Kummer part of the cover \( \mathfrak{M}(m, n) \to \mathfrak{M}(m, 0) \); see 7.2. Its Galois group is
\[ G_{m,n} \cong \Gamma(n, 0)/(\cap_s \ker(\chi)) \]
the intersection is taken over all the universal characters \( \chi \) restricted to \( \chi: (O_L/p^nO_L)^* \longrightarrow (R/m^n)^* \).
Since the natural map
\[ \lim_{\infty \to n} \Gamma_n \longrightarrow \lim_{\infty \to n} G_{m,n} \]
is an isomorphism, we deduce that
\[ \mathfrak{M}(\infty, \infty) = \lim_{m \to \infty} \mathfrak{M}(m, \infty)^{\text{Kum}} = \lim_{m \to \infty} \left( \lim_{\infty \to n} \mathfrak{M}(m, n) \right)^{\text{Kum}} . \]

11.3 Lemma. To give a regular function \( f \) on \( \mathfrak{M}(\infty, \infty) \) is equivalent to give a sequence \( \{ f_n \} \) of regular functions \( f_n \) on \( \mathfrak{M}(n, n) \) (equivalently on \( \mathfrak{M}(n, n)^{\text{Kum}} \) ) such that \( f_{n+1}|_{\mathfrak{M}(n, n+1)} \) (resp. \( f_{n+1}|_{\mathfrak{M}(n, n+1)^{\text{Kum}}} \) ) is the pull back of \( f_n \) under the forgetful morphism \( \mathfrak{M}(n, n+1) \to \mathfrak{M}(n, n) \) (resp. \( \mathfrak{M}(n, n+1)^{\text{Kum}} \to \mathfrak{M}(n, n)^{\text{Kum}} \)). We shall call such a sequence a compatible sequence.

Proof: A regular function \( f \) on \( \mathfrak{M}(\infty, \infty) \) may be identified with a sequence \( f_n \) with \( f_n \) a regular function on \( \mathfrak{M}(n, n, \infty) \) satisfying \( f_{n+1} \equiv f_n \mod m^n \). The function \( f_n \) is thus a function on \( \mathfrak{M}(n, s(n)) \) for a suitable integer \( s(n) \). We may assume w.l.o.g. that the sequence \( s(n) \) is monotone increasing and \( s(n) \geq n \) for all \( n \). We then have the compatibility that \( f_{n+1}|_{\mathfrak{M}(n, s(n+1))} \) is the pull back of \( f_n \) under the morphism \( \mathfrak{M}(n, s(n+1)) \to \mathfrak{M}(n, s(n)) \). Since the morphism \( \mathfrak{M}(m, n) \to \mathfrak{M}(m+1, n) \) is a closed immersion of affine schemes, we may find for every \( n \) a regular function \( f'_n \) on \( \mathfrak{M}(s(n), s(n)) \) equal to \( f_n \) under restriction. The function \( f \) is identified with the sequence \( \{ f'_n \} \). The same proof applies to the Kummer parts.

11.4 Weights and characters of \( \Gamma \). Let \( \chi \in \mathbb{X}_R \) be a character. We may apply \( \chi \) to \( \Gamma \) by forming the composition
\[ \Gamma = (\mathbb{Z}_p \otimes O_L)^* \longrightarrow (R \otimes O_L)^* = S(R) \xrightarrow{\chi} R^* . \]
Suppose that \( \chi \in \mathbb{X}_R(n) \) (see 4.11), then \( \chi(\Gamma) \equiv 1 \mod m^n \). It follows that every element of \( \chi \in \mathbb{X}_R \) defines a well defined homomorphism
\[ \Gamma \xrightarrow{\chi} R^* . \]
11.5 Definition. ($p$-adic Hilbert modular forms à la Katz; c.f. [Ka4, §1.9]) Let $\chi$ be a character in $\hat{X}_R$. A $\mathcal{I}$-polarized Katz modular form of weight $\chi$ and level $\mu_N$ defined over $R$ is a regular function $f$ on $\mathfrak{M}(\infty, \infty)$ such that for every $\alpha \in \Gamma$ we have
\[ \alpha^*(f) = \chi(\alpha) f, \]
where $\alpha^*(f) := f \circ \alpha$. Denote the $R$-module of such functions by
\[ \mathcal{M}(R, \mu_N, \chi)^{p\text{-adic}}. \]

The $F$-module of $\mathcal{I}$-polarized Katz modular forms of weight $\chi$ and level $\mu_N$ defined over $F$ is defined by
\[ \mathcal{M}(F, \mu_N, \chi)^{p\text{-adic}} := F \otimes_R \mathcal{M}(R, \mu_N, \chi)^{p\text{-adic}}. \]

11.6 Remark. The notion of $\mathcal{I}$-polarized Katz $p$-adic Hilbert modular forms commutes with base change. More precisely, let $R \rightarrow R'$ be an extension of $O_K$-algebras, which are discrete valuation rings of unequal characteristic $p$ and 0. Let $F$ and $F'$ be the associated fraction fields. If $\chi \in \hat{X}_R \subset \hat{X}_{R'}$, then
\[ \mathcal{M}(R', \mu_N, \chi)^{p\text{-adic}} \cong \mathcal{M}(R, \mu_N, \chi)^{p\text{-adic}} \otimes_R R', \]
and
\[ \mathcal{M}(F', \mu_N, \chi)^{p\text{-adic}} \cong \mathcal{M}(F, \mu_N, \chi)^{p\text{-adic}} \otimes_F F'. \]
This follows from the fact that the formation of the moduli spaces $\mathfrak{M}(m, n)$ commutes with base change.

11.7 Definition. ($q$-expansions of Katz modular forms) Define a $\mathcal{I}$-polarized unramified cusp of $\mathfrak{M}(\infty, \infty)$ to be equivalently
a) an unramified cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon_p \infty, j_\varepsilon)$ over $R$ with $\mu_p \infty$-level structure;
b) a compatible system of unramified cusps $(\mathfrak{A}, \mathfrak{B}, \varepsilon_p \infty, j_\varepsilon)$ over $R/m^n$.
Note that we write $j_\varepsilon$ in place of $j_\varepsilon p^\infty$ (resp. $j_\varepsilon p^n$). We refer to 6.5 for the latter notation. Given such a cusp, one has a $q$-expansion map
\[ \otimes \mathcal{M}(F, \mu_N, \chi)^{p\text{-adic}} \longrightarrow \mathbb{F}[[q^\nu]]_\nu \subset \mathbb{Q}((\mathfrak{A} \mathfrak{B}))^{\sum(0)}, \]
which is injective; see [Ka4, Thm. 1.10.15]. With the notation of 6.3, it is defined by evaluating a $\mathcal{I}$-polarized Katz modular form $f$ defined over $R$ via
\[ \text{Spec } \left( \mathbb{Z}((\mathfrak{A}, \mathfrak{B}, \sigma_\beta)) \otimes_R \right) \longrightarrow \mathfrak{M}(\infty, \infty). \]
We say that a $\mathcal{I}$-polarized Katz modular form is a cusp form if the constant coefficient of its $q$-expansion at any cusp is 0.

11.8 Recall. If the inequality $m \leq n$ holds and $\chi \in \hat{X}_R$ there is a canonically defined modular form
\[ a(\chi) \in \mathcal{M}(R/m^m, \mu_p \infty, \chi); \]
see 7.4. Let \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{p = N}, j_c)\) be a \(\mathfrak{A}\)-polarized unramified cusp of \(\mathfrak{M}(m, n)\); see 6.4. Then

i) the modular form \(a(\chi)\) descends to a modular form on \(\mathfrak{M}(R/m^n, \mu_{p^n})^{\text{Kum}}\). See 7.8;

ii) the modular form \(a(\chi)\) transforms under \(\Gamma_n\) (equivalently under \(G_{m,n}\)) according to the character \(\chi^{-1}\). See 7.7;

iii) \(a(\chi)\) has \(q\)-expansion 1 at the cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{p = N}, j_c)\);

iv) for \(m' \leq m \leq n\) and \(n' \geq n \geq m\) the modular forms \(a(\chi)\) defined on \(\mathfrak{M}(m, n)\), on \(\mathfrak{M}(m', n)\) and on \(\mathfrak{M}(m, n')\) (resp. on \(\mathfrak{M}(m, n)^{\text{Kum}}\), on \(\mathfrak{M}(m', n)^{\text{Kum}}\) and on \(\mathfrak{M}(m, n')^{\text{Kum}}\)) agree.

11.9 The comparison between Serre and Katz modular forms. Let \(g = \{g_i\}_i\) be a \(\mathfrak{A}\)-polarized Serre \(p\)-adic modular form of weight \(\chi\), level \(\mu_N\) and defined over \(R\) as in 10.8. We may assume w.l.o.g. that

\[ g_{n+1} \equiv g_n \mod m^n. \]

Let \(\chi_n\) be the weight of \(g_n\) so that \(\chi = \lim_n \chi_n\) by 10.10. For every \(n \in \mathbb{N}\) define

\[ f_n := g_n/a(\chi_n) \]

as a regular function on \(\mathfrak{M}(n, n)\). By 11.3 the sequence \(\{f_n\}_n\) defines a \(\mathfrak{A}\)-polarized Katz \(p\)-adic modular form of weight \(\chi\) and level \(\mu_N\) over \(R\). Moreover, the \(q\)-expansion at a cusp of \(\mathfrak{M}(n, n)\) of \(f_n\) is the \(q\)-expansion of \(g_n\). Hence, the \(q\)-expansion of \(f\) at a cusp of \(\mathfrak{M}(\infty, \infty)\) coincides with that of \(g\). Thus, we obtain a map

\[ r: \mathfrak{A}\text{-pol. Serre } p\text{-adic HMF over } F \longrightarrow \mathfrak{A}\text{-pol. Katz } p\text{-adic HMF over } F, \]

which preserves weights. We also conclude that for any \(\mathfrak{A}\)-polarized unramified cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{p = N}, j_c)\) of \(\mathfrak{M}(\infty, \infty)\) the following diagram is commutative

\[
\begin{array}{ccc}
\text{Serre } p\text{-adic HMF over } F & \xrightarrow{\text{q-exp}} & \text{Katz } p\text{-adic HMF over } F \\
\downarrow & & \downarrow \quad \text{q-exp} \\
F[q^\nu]_{\nu \in \langle \mathfrak{A}, \mathfrak{B} \rangle + \mathbb{Z}[0]}.
\end{array}
\]

We deduce from 11.7, and the fact that \(r\) preserves weights, that the \(q\)-expansion map is injective also on the graded ring of \(\mathfrak{A}\)-polarized Serre \(p\)-adic Hilbert modular forms.

11.10 Lemma. Let \(N \geq 4\) be an integer.

1) For a suitable integer \(n_0 > 0\) the modular form \(h^{n_0}\) (the \(n_0\)-th power of the Hasse invariant defined in 7.12) admits a lift to a modular form \(h\) over \(\mathbb{Z}_p\) of weight \(\text{Nm}^{(p-1)n_0}\). We may choose \(h\) so that the leading coefficient of its \(q\)-expansion at a given cusp is 1.

2) For any \(\mathfrak{A}\)-polarized modular form \(f \in \mathcal{M}(R/m^n, \mu_N, \text{Nm}^s)\) there exists a \(\mathfrak{A}\)-polarized modular form \(g_n \in \mathcal{M}(R, \mu_N, \text{Nm}^s)\) such that

2.a) \(g_n \mod m^n\) and \(f\) have the same \(q\)-expansion at one (any) cusp;

2.b) \(\text{Nm}^s \equiv \text{Nm}^s \mod \mathfrak{K}_R(n)\).
3) For any character $\chi \in \mathcal{X}_R$, any $n \in \mathbb{N}$ and any 3-polarized cusp form $f \in M(R/m^n, \mu_n, \chi)$ there exists a 3-polarized modular form $g_n \in M(R, \mu_n, \chi')$ such that

3.a) $g_n \mod m^n$ and $f$ have the same $q$-expansion at one (any) cusp;

3.b) $\chi \equiv \chi' \mod \mathcal{X}_R(n)$.

Proof: We fix some notation. Let

$$\delta: \overline{\mathcal{M}}(R, \mu_n)_{\sigma_\beta} \longrightarrow \overline{\mathcal{M}}(R, \mu_n)$$

be the morphism from a toroidal compactification to the minimal compactification of $\mathcal{M}(R, \mu_n)$. See [Ra, §5] and [Ch, §4]. Let

$$\pi: \Lambda \longrightarrow \mathcal{M}(R, \mu_n)$$

be the universal 3-polarized abelian scheme with real multiplication by $O_L$. By [Ra, §5.4], the abelian scheme $\Lambda$ extends to a semiabelian scheme over $\overline{\mathcal{M}}(R, \mu_n)_{\sigma_\beta}$. Hence, the sheaf $\Omega^1_{\Lambda/\mathcal{M}(R, \mu_n)_{\sigma_\beta}}$ extends to an invertible sheaf $\overline{O_L \otimes^L O_{\mathcal{M}(R, \mu_n)_{\sigma_\beta}}}$-module $\Omega$ on $\overline{\mathcal{M}}(R, \mu_n)_{\sigma_\beta}$. The line bundle

$$\wedge^3 \pi_* \left( \Omega^1_{\Lambda/\mathcal{M}(R, \mu_n)_{\sigma_\beta}} \right) = \mathcal{L}_{Nm}$$

is the Hodge bundle; see 5.4 for the notation. It extends to a line bundle $\wedge^3 \pi_*(\Omega)$ on $\overline{\mathcal{M}}(R, \mu_n)_{\sigma_\beta}$. By [Ch, Thm. 4.3 (IX)] the latter descends to an ample line bundle on $\overline{\mathcal{M}}(R, \mu_n)$, which we denote in the same way. This implies that there exists an integer $n_0 \gg 0$ such that $\mathcal{L}_{Nm^{n_0}(p-1)}$ is very ample. Note that $h$ is a section of $\mathcal{L}_{Nm}$ over $\overline{\mathcal{M}}(k, \mu_n)^R$ which has codimension at least two in $\overline{\mathcal{M}}(k, \mu_n)$. By [Ch, Thm. 4.3 (V)], the scheme $\overline{\mathcal{M}}(k, \mu_n)$ is normal. In particular, $h$ extends to a section over $\overline{\mathcal{M}}(k, \mu_n)$. Hence, $h^{n_0}$ lifts to a modular form $h$ of $\mathcal{L}_{Nm^{n_0}(p-1)}$ over $\overline{\mathcal{M}}(R, \mu_n)$.

Fix a 3-polarized unramified cusp $(\mathfrak{a}, \mathfrak{b}, \varepsilon, \mathcal{L}_\chi)$ of $\mathcal{M}(R, \mu_n)$. The $q$-expansion principle implies that the $q$-expansion of $h$ is congruent to that of $h^{n_0}$ modulo $m$. By 7.14, letting

$$a_0 + \sum_{\nu \in \{0, 1\}^+} a_\nu q^\nu$$

be the $q$-expansion of $h$ at the given cusp, we have that $a_0 \equiv 1 \mod m$ and $a_\nu \in m$ for all $\nu \neq 0$. In particular, $a_0$ is a unit. Replacing $h$ by $a_0^{-1} h$ we may assume $h$ to have a leading Fourier coefficient equal to one at the given cusp. This proves (1).

The proof of (2) is analogous: one replaces $f$ by $f' := fh^{n_0}$ for $n \gg 0$, argues that $f'$ extends to the minimal compactification and lifts to $R$ provided $n$ is suitably chosen.

Define

$$\delta^o: \overline{\mathcal{M}}(R, \mu_n)_{\sigma_\beta} \longrightarrow \overline{\mathcal{M}}(R, \mu_n)^o$$

as the restriction of $\delta$ to the complement of the divisor $h$ in $\overline{\mathcal{M}}(R, \mu_n)$. Let $\chi \in \mathcal{X}_R$. Since $\Omega^1_{\Lambda/\mathcal{M}(R, \mu_n)_{\sigma_\beta}}$ extends on $\overline{\mathcal{M}}(R, \mu_n)^o_{\sigma_\beta}$ as an invertible $O_L \otimes^L O_{\mathcal{M}(R, \mu_n)_{\sigma_\beta}}$-module, proceeding as in 5.4 we see that the invertible sheaf $\mathcal{L}_\chi$ on $\overline{\mathcal{M}}(R, \mu_n)$ extends to an invertible sheaf $\mathcal{L}_\chi^o$ on $\overline{\mathcal{M}}(R, \mu_n)^o_{\sigma_\beta}$. Since $\delta^o$ is proper, $\delta^o_*(\mathcal{L}_\chi)$ is a coherent sheaf. By construction its restriction to $\overline{\mathcal{M}}(R, \mu_n)$ coincides with $\mathcal{L}_\chi$. 
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Since $h$ is very ample, $\mathfrak{M}(R,\mu_N)^o$ is affine. In particular, for any $n \in \mathbb{N}$ the map
$$\Gamma(\mathfrak{M}(R,\mu_N)^o,\delta^*(\mathcal{L}_\chi)) \longrightarrow \Gamma(\mathfrak{M}(R/m^n,\mu_N)^o,\delta^*(\mathcal{L}_\chi))$$
is surjective. Note that
$$\mathcal{M}(R/m^n,\mu_N,\chi) = \Gamma\left(\mathfrak{M}(R/m^n,\mu_N),\mathcal{L}_\chi \times \text{Spec}(R/m^n)\right).$$
In particular, if $f \in \mathcal{M}(R/m^n,\mu_N,\chi)$ is a cusp form, we can extend $f$ by $0$ to a global section $f'$ of $\delta^*(\mathcal{L}_\chi)$ over $\mathfrak{M}(R/m^n,\mu_N)^o$. There exists a global section $g'$ of $\delta^*(\mathcal{L}_\chi)$ over $\mathfrak{M}(R,\mu_N)^o$ lifting $f'$. Hence, there exists $r \gg 0$ such that $g := g'h^r$ extends to a section of $\mathcal{L}_\chi$ over $\mathfrak{M}(R,\mu_N)$ and $\text{Nm}^{(p-1)n+r} \equiv 1 \mod \mathbb{X}_R(n)$. Since
$$\mathcal{M}(R,\mu_N,\chi) = \Gamma(\mathfrak{M}(R,\mu_N),\mathcal{L}_\chi),$$
this proves (3).

11.11 Lemma. Let $N$ be an integer. Let $U_1(N)$ denote the elements of $O_L^*$ congruent to $1$ modulo $N$. Let $\chi \in \mathbb{X}_R$ such that we have $\chi(U_1(N)) = 1$. Then $\chi$ is a power of $\text{Nm}$.

Proof: The character $\chi$ belongs to $\mathbb{X}$ by 4.2. Let us write the complex embeddings of $L$ as $\sigma_1, \ldots, \sigma_g$. Then we may write $\chi \otimes \mathbb{C} = \sigma_1^{a_1} \ldots \sigma_g^{a_g}$. Replacing $\chi$ by $\chi^2$ if necessary, we may assume that the $a_1, \ldots, a_g$ are even. By multiplying $\chi$ by a suitable power of $\text{Nm}^2$ we may assume $a_i \geq 0$ for all $1 \leq i \leq g$ and w.l.o.g. $a_1 = 0$. By Dirichlet’s units theorem there exists a unit $u \in O_L^*$ such that $\sigma_i(u) > 0$ and $0 < \sigma_i(u) < 1$ for $i = 2, \ldots, g$. Since $U_1(N)$ is of finite index in $O_L^*$, there exists a power $u^n$ of $u$ such that $u^n \in U_1(N)$. But then $1 = \chi(u^n) = \prod_{i=2}^g \sigma_i^{a_i}(u^n) \leq 1$. We have equality if and only if $a_i = 0$ for $2 \leq i \leq g$. i.e., $\chi$ is a multiple of $\text{Nm}$.

11.12 Theorem. The notions of a 3-polarized $p$-adic Hilbert modular form over $F$ in the sense of Serre and in the sense of Katz are the same i.e., the map $r$ is an isomorphism, in the following cases:

i. cusp forms;

ii. forms of weight $\chi \in \mathbb{X}$;

iii. forms of weight $\text{Nm}^z$ with $z \in \mathbb{Z}_p$.

Moreover, a modular form of non-parallel weight $\chi \in \mathbb{X}$ i.e., whose weight is not of the form $\text{Nm}^s$ for a suitable integer $s$, is a cusp form.

Proof: The injectivity of $r$ follows from the injectivity of the $q$-expansion map on Serre $p$-adic modular forms proven in 10.11. The fact that $r$ preserves the notion of cusp form in the sense of Katz and of Serre follows from 11.9. We are left with the proof of the surjectivity of $r$. By 10.3 it suffices to prove it for modular forms defined over $R$.

Let $\{f_n\}$ be a sequence as in 11.3 giving a Katz modular form of weight $\chi \in \widehat{\mathbb{X}}$. For every $n$, the regular function $f_n$ on $\mathfrak{M}(n,n)$ is of weight $\chi_n := \chi \mod m^n$, a character of $\Gamma_n$. In particular, $f_n$ is invariant under $H := \cap \psi \text{Ker} \psi$, where the intersection is taken over all characters $\psi: \Gamma_n \to (R/m^n)^\ast$. Let $\mathfrak{M}(n,n) \to \mathcal{O}$.
\( \mathcal{M}(n, n)^\text{Kum} \) be the Galois cover with group \( H \); see 7.2. Note that

\[
f_n \in O_{\mathcal{M}(n, n)^\text{Kum}}^X \cong \mathcal{L}_X.
\]

the isomorphism being as \( O_L \otimes_{\mathbb{Z}} O_{\mathcal{M}(n, 0)} \)-modules. It follows from 7.8 that the modular form \( g'_n := a(\chi_n) f_n \) on \( \mathcal{M}(n, 0) \) of weight \( \chi_n \) mod. \( \mathbb{X}_R(n) \) and with the same \( q \)-expansion at any cusp as that of \( f_n \). By multiplying it by a high enough power of the modular form \( h \), constructed in 11.10 as a lifting to \( \mathbb{Z} \) a power of the Hasse invariant, we may assume that \( g'_n \) extends to a modular form defined over \( \mathcal{M}(R/m^n, \mu_N) \).

Assume first that \( f \) is a cusp form. Then so is each \( f_n \) and \( g'_n \). It follows from 11.10 that we may find a modular form \( g_n \) over \( R \) such that

\[
g_n \equiv g'_n \pmod{m^n}.
\]

Hence, the sequence of modular forms \( g_n \) of weight \( \psi_n \equiv \chi_n \pmod{\mathbb{X}_R(n)} \) of modular forms over \( R \) converges to a Serre \( p \)-adic modular form with the same \( q \)-expansion as that of \( f \). It follows from 11.9 that \( f \) is the image of the Serre \( p \)-adic modular form \( \{g_n\}_n \). This proves (i).

Suppose that \( f \) is not a cusp form, but has weight \( \chi \in \mathbb{X} \). The \( q \)-expansion of \( g'_n \) lies in the ring

\[
(R/m^n)[[q]]^{U_1(N)}_{\nu \in \mathcal{O}_L^\times},
\]

where the action of \( U_1(N) \) (the units of \( O_L \) congruent to 1 mod \( N \)) is given by the “factor of automorphy”

\[
q^\epsilon \mapsto \chi(\epsilon) q^{2\nu}.
\]

Looking at the coefficient \( q^0 \), this implies that \( \chi(\epsilon) \equiv 1 \pmod{m^n} \) for all \( n \) and \( \epsilon \in U_1(N) \) and, therefore, that \( \chi \) induces the trivial character \( \chi: U_1(N) \to R^\times \). We conclude from 11.11 that \( \chi \) is of the form \( \mathbf{Nm}^r \) for a suitable \( r \in \mathbb{Z} \).

In particular, to prove (ii) and (iii) we may assume that \( \chi_n = \mathbf{Nm}^{s(n)} \pmod{\mathbb{X}_R(n)} \) for a suitable integer \( s(n) \). There exists a positive integer \( t \), depending on \( g'_n \), such that the modular form \( g'_n h^t \) extends to a modular form on \( \mathcal{M}(R/m^n, \mu_N) \). By 11.10, we may take \( t \) such that \( g'_n h^t \) can be lifted to a modular form \( g_n \) of parallel weight, defined over \( R \) and whose \( q \)-expansion mod \( m^n \) is the \( q \)-expansion of \( g'_n \). The sequence \( \{g_n\}_n \) defines a Serre \( p \)-adic modular form whose associated Katz \( p \)-adic modular form is \( f \) by construction.

11.13 Modular forms of level \( \Gamma_0(p^n) \) as \( p \)-adic modular forms. Let \( \mathcal{M}(R, \mu_{p^n N}, \chi)^4 \) be the \( R \)-module of \( p \)-polarized modular forms of level \( \mu_{p^n N} \), character \( \chi \) and trivial nebentypus at \( p \) i.e., invariant under \( \Gamma_n = \text{Aut}(D_{L^{-1}} \otimes_{\mathbb{Z}} \mu_{p^n}) \). Define an \( R \)-linear map

\[
\tau_F: \mathcal{M}(F, \mu_{p^n N}, \chi)^4 \to \mathcal{M}(F, \mu_N, \chi)^{p\text{-adic}}
\]

as follows. For any \( m \in \mathbb{N} \), consider the Galois morphism with group \( \Gamma_n \)

\[
\psi: \mathcal{M}(R/m^m, \mu_{p^n N}) \to \mathcal{M}(R/m^m, \mu_N).
\]

Let \( f \in \mathcal{M}(R, \mu_{p^n N}, \chi)^4 \). For any \( m \in \mathbb{N} \) the reduction \( g_m \) of \( f \) defines a modular form on \( \mathcal{M}(R/m^m, \mu_{p^n N}) \) of weight \( \chi \) invariant under the action of \( \Gamma_n \). Hence, \( g_m \) descends to a modular form of weight \( \chi \) on \( \mathcal{M}(m, 0) = \mathcal{M}(R/m^m, \mu_N)^{\text{ord}} \) (we freely
use the interpretation of modular forms of given weight as sections of line bundles; see 5.4). In particular, for any \( s \geq m \) we obtain a regular function

\[
\frac{g_m}{a(\chi)} \in \Gamma (\mathcal{M}(m,s), O_{\mathcal{M}(m,s)}) ;
\]

see 11.8 for the notation. By 11.3 this defines a \( \mathfrak{A} \)-polarized \( p \)-adic Hilbert modular form \( g \) à la Katz of weight \( \chi \). Define

\[
\tau_F(f) := g.
\]

If \( f \) is a \( \mathfrak{A} \)-polarized modular form of weight \( \chi \) and level \( \mu_N \times \Gamma_0(\mu^*) \) defined over \( F \), as argued in 10.3, there exists an integer \( t \gg 0 \) such that \( \pi^t f \) is defined over \( R \). Define

\[
\tau_F(f) := \pi^{-t} \tau_F(\pi^t f).
\]

We now explain the connection to \( \mathfrak{A} \)-polarized modular forms of level \( \mu_N \times \Gamma_0(\mu^*) \). The notation is as in 5.2. The morphism

\[
\mathcal{M}(\bar{F}, \mu_{\mu^*}) \longrightarrow \mathcal{M}(\bar{F}, \mu_{\mu^*}, \Gamma_0(\mu^*))
\]

is finite, étale and Galois with group \( \text{Aut}(D_L^{-1} \otimes_{\mathbb{Z}} \mu_{\mu^*}) \). In particular, we obtain the isomorphism

\[
\mathcal{M}(\bar{F}, \mu_N, \Gamma_0(\mu^*), \chi) \cong \mathcal{M}(\bar{F}, \mu_{\mu^*}, \chi)^{1}. 
\]

Hence, we get \( \bar{F} \)-linear maps

\[
\mathcal{M}(\bar{F}, \mu_N, \Gamma_0(\mu^*), \chi) \longrightarrow \mathcal{M}(\bar{F}, \mu_{\mu^*}, \chi)^{1} \mathbf{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon_{\mu^*}, 1_k ;
\]

By construction we obtain the following important property

\[
\tau_F(f)(\mathbf{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon_{\mu^*}, 1_\varepsilon) = f(\mathbf{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon_{\mu^*}, 1_\varepsilon);
\]

see 6.6 and 11.7 for the notation.

12 Integrality and congruences for values of zeta functions.

In this section we apply the results of Section 10 to derive congruences between values of Dedekind zeta functions and bounds on the denominators of these values. In fact, the method is applicable for a wide range of \( L \)-functions; [DeRi].

12.1 Definition. Let

\[
\zeta_L(s) := \sum_I \text{Nm}(I)^{-s} \quad (\text{Re}(s) > 1)
\]

be the Dedekind \( \zeta \)-function associated to \( L \).

12.2 Theorem. The function \( \zeta_L(s) \) can be continued to a meromorphic function on \( \mathbb{C} \), holomorphic for \( s \neq 1 \). Moreover, \( \zeta_L(1-k) \) is in \( \mathbb{Q} \) for every integer \( k \geq 1 \).

Proof: See [Si].
12.3 Theorem. Let $k \geq 2$ be an even integer. There exists a $\mathcal{J}$-polarized modular form
\[ E_k \in M(C, \mu_N, \text{Nm}^{k-1}) \]
such that the $q$-expansion of $E_k$ at a $\mathcal{J}$-polarized unramified cusp $(\mathfrak{A}, \mathfrak{B}, j_{\text{can}})$, as in 6.4 and 6.11, is
\[ \text{Nm}^{k-1}(\mathfrak{A}) \left( 2^{-g} \zeta_L(1-k) + \sum_{\nu \in (\mathfrak{A}\mathfrak{B})^*} \left( \sum_{\mu \in \mathfrak{C}^{k-1}} \text{Nm}(\mu \mathfrak{C}^{-1})^{k-1} \right) q^{\nu} \right). \]

Proof: See [vdG, Chap. I, §6] or [DeRi, Thm. 6.1].

12.4 Definition. Let $\mathfrak{D}$ be an ideal of $O_L$ dividing $p$ and prime to $N$. See 3.4 for the notion of $\Gamma_0(p)$-level structures. Let
\[ \pi_\mathfrak{D}: \mathfrak{M}(C, \mu_N, \Gamma_0(p)) \longrightarrow \mathfrak{M}(C, \mu_N) \]
be the map associating to a Hilbert-Blumenthal abelian scheme $A$ over a scheme $S$ with $O_L$-action, $\mu_N$-level structure and $\Gamma_0(p)$-level structure $H \hookrightarrow A$ the Hilbert-Blumenthal abelian scheme $A/H[\mathfrak{D}]$ over $S$ with induced $O_L$-action and $\mu_N$-level structure.

12.5 Remark. Here we are forced to work with several polarization modules. Indeed, if the abelian scheme $A$ in 12.4 is $\mathcal{J}$-polarized, the quotient $A/H[\mathfrak{D}]$ is $\mathcal{D}\mathcal{J}$-polarized.

12.6 Theorem. The notation is as in 12.4. Consider the $\mathcal{D}\mathcal{J}$-polarized Eisenstein series
\[ E_k \in M(C, \mu_N, \text{Nm}^{k-1}). \]
Let
\[ H = \left( \frac{O_L}{\mathfrak{D}} \right)(1) \hookrightarrow \text{Tate}(O_L, \mathcal{J}^{-1})_{\sigma_\beta} \]
be the subgroup defined in 6.2. The $q$-expansion of $\pi_\mathfrak{D}^*(E_k)$ at the $\mathcal{J}$-polarized cusp $(O_L, \mathcal{J}^{-1}, \varepsilon, H, j_{\text{can}})$ is
\[ \text{Nm}(\mathfrak{D})^{k-1} \left( 2^{-g} \zeta_L(1-k) + \sum_{\nu \in (\mathcal{J}^{-1}\mathfrak{D})^*} \left( \sum_{\mu \in \mathcal{C}\mathcal{D}^{-1}} \text{Nm}(\nu \mathcal{C}^{-1})^{k-1} \right) q^{\nu} \right). \]
See 6.7 for the notation.

Proof: The $q$-expansion of $\pi_\mathfrak{D}^*(E_k)$ is defined by
\[ \pi_\mathfrak{D}^*(E_k) \left( \text{Tate}(O_L, \mathcal{J}^{-1})_{\sigma_\beta} \otimes R, \varepsilon, H, \frac{dt}{t} \right); \]
the notation is as in 6.4 and in 6.7. This is equal to
\[ E_k \left( \pi_\mathfrak{D} \left( \text{Tate}(O_L, \mathcal{J}^{-1})_{\sigma_\beta} \otimes R, \varepsilon, H, \frac{dt}{t} \right) \right). \]
As explained in 6.3, the abelian scheme $\text{Tate}(O_L, J^{-1})_{\sigma_0}$ is defined by restricting the semiabelian scheme $D_L^{-1} \otimes \mathbb{Z} G_{m,S_{\sigma_0}}/q(J^{-1})$ to the open $S_{\sigma_0} \backslash S_{\sigma_0,0}$. Using the dictionary of 6.1 we get that $\pi_\Omega(\text{Tate}(O_L, J^{-1})_{\sigma_0})$ coincides with the restriction to $S_{\sigma_0} \backslash S_{\sigma_0,0}$ of $D^{-1}D_L^{-1} \otimes \mathbb{Z} G_{m,S_{\sigma_0}}/q(J)$. Observe that $J^{-1}D \subset J^{-1}$, where the inclusion is as $O_L$-modules of rank 1 with a notion of positivity. Any rational polyhedron $\{\sigma_\beta\}_{\beta}$ in the given rational polyhedral cone decomposition of the dual cone to $(J^{-1})^*_R \subset (J^{-1})^-_R$ induces a rational polyhedron of the dual cone to $(J^{-1}D)^*_R \subset (J^{-1}D)^-_R$. Hence $\pi_\Omega(\text{Tate}(O_L, J^{-1})_{\sigma_0})$ is the pullback of $\text{Tate}(O_L, J^{-1})_{\sigma_0}$ via the morphism induced by completing along the boundaries the affine torus embeddings associated to $\sigma_\beta$ via the morphism induced by completing along the boundaries the affine torus embeddings associated to $\sigma_\beta$ to the isogeny of the tori

$$(J^{-1})^\vee \otimes \mathbb{Z} G_{m,Z} \subset (J^{-1}D)^\vee \otimes \mathbb{Z} G_{m,Z}.$$ 

Since the differential $dt/t$ descends to $\text{Tate}(O_L, J^{-1})$ and corresponds to the differential $dt/t$ on $\text{Tate}(O_L, J^{-1})$ we conclude.

12.7 Corollary. There exists a $J$-polarized modular form $E_k^+$ of weight $Nm^{k-1}$ and level $\mu_N \times \Gamma_0(p)$ i.e., $E_k^+ \in \mathcal{M}(C, \mu_N, \Gamma_0(p), Nm^{k-1})$, whose q-expansion at the cusp $(O_L, J^{-1}, \varepsilon, (O_L/p), j_{\text{can}})$ is

$$\left( \prod_{\mathfrak{p}|p} \left( 1 - Nm(\mathfrak{p})^{k-1} \right) \right) \left( 2^{-\beta} \zeta_L(1-k) \right) \sum_{\nu \in (J^{-1})^+} \left( \sum_{\nu \in \mathfrak{M}^{-1}} Nm'((\nu^{-1})^{k-1}) \right) q^\nu,$$

where

$$Nm'((\nu^{-1})^{k-1}) = \begin{cases} Nm((\nu^{-1})^{k-1}) & \text{if } Nm((\nu^{-1})^{k-1}) \text{ is prime to } p \\ 0 & \text{otherwise.} \end{cases}$$

Proof: Let $Z$ be the set of primes of $L$ over $p$. If $I$ is a subset of $Z$, define $\mathfrak{D}_I := \prod_{\mathfrak{p} \in I} \mathfrak{p}$. Define

$$E_k^+ := \sum_{I \subset Z} (-1)^{|I|} \pi_\mathfrak{D}_I (E_k).$$

Fix $\nu \in (J^{-1})^+$. Let $I$ be a subset of $Z$. It follows from 12.6 that the coefficient of $q^\nu$ in the q-expansion at the given cusp of $\pi_\mathfrak{D}_I (E_k)$ is 0, if $\nu \notin (J^{-1}D)^+_I$, and is

$$Nm^{k-1}(\mathfrak{D}_I) \left( \sum_{\nu \in \mathfrak{M}^{-1}} Nm((\nu^{-1})^{k-1}) \right) = \sum_{\nu \in \mathfrak{M}^{-1}} Nm((\nu^{-1})^{k-1}) \left( \sum_{\nu \in \mathfrak{M}^{-1}} Nm((\nu^{-1})^{k-1}) \right)$$

otherwise. Fix $\mathfrak{M} \subset J^{-1}$ such that $\nu \in \mathfrak{M}$. Let $I$ be the maximal subset of $Z$ such that $D_I((\nu^{-1})^{k-1})$. The contribution of $Nm((\nu^{-1})^{k-1})$ to the coefficient of $q^\nu$ in the q-expansion of $E_k^+$ is

$$\left( \sum_{I \subset I} (-1)^{|I|} \right) Nm((\nu^{-1})^{k-1}).$$
Since $\sum_{I \subseteq \ell} (-1)^{|I|}$ is 0 if $I \neq \emptyset$ and is 1 if $I = \emptyset$, we conclude.

12.8 $p$-adic Eisenstein series. Let $p$ be a prime not dividing $N$. Let $k_1 < k_2 < \ldots < k_n < \ldots$ be a sequence of even integers $\geq 2$ converging $p$-adically to $k \in \mathbb{Z}_p$. Let $(O_L, \mathfrak{m}^{-1}, i)$ be a $\mathfrak{m}$-polarized unramified cusp defined over $\mathbb{Z}_p$. It follows from 12.3 that for every $\nu \in (\mathfrak{m})^+$ the coefficient $a_{k_i, \nu}$ of $q^\nu$ in the $q$-expansion of $E_{k_i}$ at the given cusp is

$$a_{k_i, \nu} = \left( \sum_{\nu \in \mathbb{C}, \mathfrak{m}^{-1}} Nm(\nu \mathfrak{m}^{-1})^{k_i - 1} \right) \in \mathbb{Q}.$$ 

It follows from the $q$-expansion principle, see 6.10, that

$$E_{k_i} \in M(\mathbb{Q}, \mu_N, \mathbb{N}m^{k_i-1}).$$

For $i \to \infty$ we have

$$\lim_{i \to \infty} a_{k_i, \nu} = \left( \sum_{\nu \in \mathbb{C}, \mathfrak{m}^{-1}} Nm(\nu \mathfrak{m}^{-1})^{k-1} \right)$$

and the convergence is uniform in $k_i$. See 12.7 for the definition of $Nm'$. It follows from 10.7 that the sequence

$$a_{k_i, 0} = 2^{-g} \zeta_L(1 - k_i) \in \mathbb{Q}_p$$

is bounded. As in [Se, Cor. 2, §1.5], one concludes that it converges $p$-adically. Define

$$\zeta_L^*(1 - k) := \lim_{i \to \infty} \zeta_L(1 - k_i) \in \mathbb{Q}_p.$$ 

One may interpret this formula as the value of the $p$-adic zeta function $\zeta_L^*$ associated to $L$ at $1 - k$; see [Se, Thm. 3, §1.6, Thm. 20, §5.3]. We also get that

$$E_k^* := \frac{\zeta_L^*(1 - k)}{2^g} + \sum_{\nu \in \mathbb{C}, \mathfrak{m}^{-1}} \left( \sum_{\nu \in \mathbb{C}, \mathfrak{m}^{-1}} Nm(\nu \mathfrak{m}^{-1})^{k-1} \right) q^\nu$$

is a $p$-adic modular form à la Serre; see 10.8.

12.9 $E_k^*$ as a $p$-adic Eisenstein series. Let $k$ be an even, positive integer. By 11.13 the $\mathfrak{m}$-polarized modular form $E_k^*$ defines a $\mathfrak{m}$-polarized $p$-adic modular form à la Katz, and hence à la Serre by 11.12, of level $\mu_N$ over $\mathbb{Q}_p$. It has the property that its $q$-expansion at a $\mathfrak{m}$-polarized cusp $(\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}, \mathfrak{f}, \mathfrak{g}, \mathfrak{h}, \mathfrak{i}, \mathfrak{j})$, in the sense of 10.10, is the $q$-expansion of $E_k^*$ at the $\mathfrak{m}$-polarized cusp $(\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}, \mathfrak{f}, \mathfrak{g}, \mathfrak{h}, \mathfrak{i}, \mathfrak{j})$. The latter is given in 12.7. In particular, it has the same coefficients for $\nu \neq 0$ as the $q$-expansion of the Serre $\mathfrak{m}$-polarized $p$-adic Hilbert modular form $E_k^*$ of level $\mu_N$ at the cusp $(\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}, \mathfrak{f}, \mathfrak{g}, \mathfrak{h}, \mathfrak{i}, \mathfrak{j})$. It follows from 10.11, more precisely from the generalization of 10.7 to the case of $p$-adic modular forms of level $\mu_N$, that $E_k^*$ has the same $q$-expansion as $E_k^*$. Hence,

$$\zeta_L^*(1 - k) = \prod_{\mathfrak{p} | p} \left( (1 - Nm(\mathfrak{p})^{k-1}) \right) \cdot \zeta_L(1 - k) \quad \text{for } k \in 2\mathbb{Z}, k \geq 2.$$

Compare with [Se, Rmk 1, §1.6].
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12.10 Notation. Let $\mathfrak{P}$ be a prime dividing $p$ in $O_L$. Let $B_{\mathfrak{P}}$ be the maximal abelian subextension over $Q_p$ of the completion $L_{\mathfrak{P}}$ of $L$ at $\mathfrak{P}$ and let $A_{\mathfrak{P}}$ be its ring of integers. Let $e'(\mathfrak{P}/p)$ be the ramification index of $B_{\mathfrak{P}}$ over $Q_p$. Note that $e'(\mathfrak{P}/p)$ divides $e_{\mathfrak{P}}$. Write $e'(\mathfrak{P}/p) = e'(\mathfrak{P}/p)^t \cdot e'(\mathfrak{P}/p)^w$, where $e'(\mathfrak{P}/p)^t$ is the prime to $p$ part of $e'(\mathfrak{P}/p)$. Local class field theory gives that

$$H(\mathfrak{P}) := \text{Nm}_{B_{\mathfrak{P}}/Q_p}(A_{\mathfrak{P}}^\ast)$$

is equal to $\text{Nm}_{L_{\mathfrak{P}}/Q_p}(O_{L_{\mathfrak{P}}}^\ast)$. Moreover, for $p \neq 2$,

$$H(\mathfrak{P}) = H_1(\mathfrak{P}) H_2(\mathfrak{P}),$$

where $H_1(\mathfrak{P}) \subset \mu_{p-1}$ is the unique subgroup of $\mu_{p-1}$ of index $e'_p$ and $H_2(\mathfrak{P}) \subset 1 + p\mathbb{Z}_p$ is equal to $1 + pe'(\mathfrak{P}/p)^w\mathbb{Z}_p$, is the unique subgroup of index $e'(\mathfrak{P}/p)^w$. For $p = 2$, $H(\mathfrak{P})$ is the unique subgroup of index $e'(\mathfrak{P}/p)$ of $\mathbb{Z}_2^\ast \cong \{\pm 1\} \times \mathbb{Z}_2$.

Let $e'_p := \min\{e'(\mathfrak{P}/p)^t : \mathfrak{P}|p\}, \quad e''_p := \min\{e'(\mathfrak{P}/p)^w : \mathfrak{P}|p\}$.

For $p = 2$ we use $e_2 := e''_2$.

We find that for $p \neq 2$,

$$H := \text{Nm}((O_L \otimes \mathbb{Z}_p)^\ast) = \prod_{\mathfrak{P}|p} H_1(\mathfrak{P}) \times \prod_{\mathfrak{P}|p} H_2(\mathfrak{P}) = H_1 \times H_2,$$

where $H_1$ is the unique subgroup of index $e'_p$ of $\mu_{p-1}$ and $H_2$ is the unique subgroup of $e''_p$ of $1 + p\mathbb{Z}_p$.

For $p = 2$, we find that

$$H := \text{Nm}((O_L \otimes \mathbb{Z}_p)^\ast) = \prod_{\mathfrak{P}|p} H(\mathfrak{P})$$

is a subgroup of index $e_2$ of $\mathbb{Z}_2^\ast$.

12.11 Calculation of exponents. Let $n \geq 1$ be an integer. We compute the exponent of the abelian group

$$\mathbb{T} := \text{Image}(H) \quad \text{via the map } \mathbb{Z}_p^\ast \to (\mathbb{Z}_p/p^n\mathbb{Z}_p)^\ast.$$

If $x \in \mathbb{R}$, we use the notation

$$[x] := \min\{n \in \mathbb{Z}|x \leq n\}.$$

If $p \neq 2$, the exponent is equal to

$$\frac{p - 1}{e'_p} \times \left\lceil \frac{p^{n-1}}{e''_p} \right\rceil.$$

If $p = 2$, the exponent is equal to

$$2^{e''_2} \cdot \left\lceil \frac{2^{l(n)}}{e_2} \right\rceil.$$
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where \( \epsilon = 0, 1 \) depending on the case and

\[
\ell(n) := \begin{cases} 
   n - 1 & \text{if } n \leq 2, \\
   n - 2 & \text{if } n \geq 3;
\end{cases}
\]

(note that \( 2^{\ell(n)} \) is the exponent of \( (\mathbb{Z}_2/2^n\mathbb{Z}_2)^* \)).

12.12 Theorem. Let \( k > 1 \) be an even integer. Suppose that \( 2^{-g} \zeta_L(1 - k) \) is not \( p \)-integral and let \( n = -\text{val}_p(2^{-g} \zeta_L(1 - k)) \). Then,

i. if \( p \neq 2 \),

\[
k \equiv 0 \mod \frac{p - 1}{e_p} \cdot \left[ \frac{p^{n-1}}{e_p^n} \right];
\]

ii. if \( p = 2 \),

\[
k \equiv 0 \mod \left[ \frac{2^{\ell(n)}}{e_2} \right].
\]

Proof: Consider the modular form \( f_1 := p^n E_k \). It is a modular form of weight \( N \text{m}^k \)
over \( \mathbb{Z}_p \) and the reduction modulo \( p^n \) of its \( q \)-expansion is equivalent to \( 2^{-g} p^n \zeta_L(1 - k) \). Let \( f_2 \) be the modular form \( 2^{-g} p^n \zeta_L(1 - k) \) over \( \mathbb{Z}_p \) of weight 0. By 10.5
we conclude that \( N \text{m}^k \in \mathbb{X}_z/p^e \mathbb{Z} \) i.e., that for any \( b \in (O_L \otimes \mathbb{Z}_p)^* \) we have \( N \text{m}^k(b) \equiv 1 \) modulo \( p^n \). It follows that the exponent of \( H \) (see 12.11) divides \( k \) and the theorem follows.

12.13 Theorem. Let \( k, k' \geq 2 \) be even integers such that \( k \equiv k' \) modulo \( (p - 1)p^m \)
for some non-negative integer \( m \). Then

i. if \( k \not\equiv 0 \mod (p - 1)/e_p \) (and hence \( p \neq 2 \)), then

\[
\text{val}_p \left\{ \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k-1} \right) \zeta_L(1 - k) - \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k'-1} \right) \zeta_L(1 - k') \right\} \geq m + 1;
\]

ii. if \( k \equiv 0 \mod (p - 1)/e_p \) and \( p \neq 2 \), then

\[
\text{val}_p \left\{ \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k-1} \right) \zeta_L(1 - k) - \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k'-1} \right) \zeta_L(1 - k') \right\} \geq m - \text{val}_p(kk') - 1 - 2\text{val}_p(e_p);
\]

iii. if \( p = 2 \), then

\[
\text{val}_2 \left\{ \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k-1} \right) \zeta_L(1 - k) - \left( \prod_{\wp|p} (1 - N \text{m}^{\wp})^{k'-1} \right) \zeta_L(1 - k') \right\} \geq m - 2 - \text{val}_2(kk') - 2\text{val}_2(e_2).
\]

Proof: Let

\[
\ell := \max \left\{ -\text{val}_p(2^{-g} \zeta_L(1 - k)), -\text{val}_p(2^{-g} \zeta_L(1 - k')), 0 \right\}
\]
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and let
\[ \beta = p^f \left( 2^{-g} \zeta_L(1-k) \prod_{p \mid \mathfrak{p}} (1 - \mathsf{Nm}(\mathfrak{p})^{k-1}) - 2^{-g} \zeta_L(1-k') \prod_{p \mid \mathfrak{p}} (1 - \mathsf{Nm}(\mathfrak{p})^{k'-1}) \right). \]

Let \( i := 1 \) if \( p \neq 2 \) and let \( i := 2 \) if \( p = 2 \). Note that if \( x \) is an integer prime to \( p \), then
\[ x^k - x^{k'} \equiv 0 \mod p^{m+i}. \]

It follows that
\[ f := p^f E^i_k - p^f E^i_{k'} - \beta \equiv 0 \mod p^{m+i}. \]

Using 12.9, we interpret \( f \) as a \( p \)-adic modular form à la Katz. It reduces to function 0 on \( \mathfrak{M}(\mathbb{Z}/p^{m+i+\ell}, \mu_{Np^{m+i+\ell}}) \), invariant under \( \Gamma_{m+i+t} \). (Here \( N \) is any auxiliary integer \( \geq 4 \) and prime to \( p \)). It follows that for all \( \alpha \in \Gamma_{m+i+t} = (O_L/p^{m+i+\ell})^* \) we have
\[ \alpha^*f - f = (\mathsf{Nm}^k(\alpha) - 1)p^f E^i_k - (\mathsf{Nm}^{k'}(\alpha) - 1)p^f E^i_{k'} \equiv 0 \mod p^{m+i}. \]

Consider this equation modulo \( p^{m+i} \). Using that for \( \alpha \in \Gamma_{m+i+t} \) we have \( \mathsf{Nm}^k(\alpha) \equiv \mathsf{Nm}^{k'}(\alpha) \mod p^{m+i} \), we find
\[ \alpha^*f - f = (\mathsf{Nm}^k(\alpha) - 1) \left( p^f E^i_k - p^f E^i_{k'} \right) \equiv 0 \mod p^{m+i}, \]

and from here that
\[ (\mathsf{Nm}^k(\alpha) - 1)\beta \equiv 0 \mod p^{m+i}. \]

Let \( t \) be the \( p \)-adic valuation of \( \beta \). Then \( \mathsf{Nm}^k(\alpha) - 1 \equiv 0 \) modulo \( \left[ p^{m+i-t} \right] \).

Let \( n := m + i - t \). In the notation of 12.10 and 12.11, \( H = \mathsf{Nm}(O_L \otimes \mathbb{Z}_p)^* \) and we have:

1) If \( p \neq 2 \), then \( H = H_1 \times H_2 \) where \( H_1, H_2 \) are as in loc. cit.

1.a) If \( k \not\equiv 0 \mod \frac{p-1}{2} \), then we must have \( t \geq m + i \). In this case also \( \ell = 0 \) by 12.12. Part (i) follows.

1.b) If \( k \equiv 0 \mod \frac{p-1}{2} \), then 12.10 implies that \( k \equiv 0 \mod \left[ \frac{p^{n-1}}{2p} \right] \). Therefore, \( n - 1 - \text{val}_p(e^w_k) \leq \text{val}_p(k) \) and we get that \( t \geq m + i - 1 - \text{val}_p(e^w_k) - \text{val}_p(k) \).
The same holds for \( k' \) and we conclude that
\[ \text{val}_p(p^{-\ell} \beta) \geq m + i - 1 - \text{val}_p(e^w_k) - \ell - \min\{\text{val}_p(k), \text{val}_p(k')\}. \]

However, by 12.12, \( \ell \leq \max\{\text{val}_p(k), \text{val}_p(k')\} + \text{val}_p(e^w_k) + 1. \) Put together this yields
\[ \text{val}_p(p^{-\ell} \beta) \geq m - 1 - 2\text{val}_p(e^w_k) - \text{val}_p(kk'). \]

This proves Part (ii).

2) If \( p = 2 \), \( H \) is a subquotient of index \( e_2 \) of \( \mathbb{Z}_2^* \). By 12.11 its image \( \overline{H} \) in \( \left( \mathbb{Z}_2^*/2^n \mathbb{Z}_2^* \right)^* \)
is killed by \( \left[ \frac{2^{n}(n)}{e_2} \right] \), but not by any smaller power of 2. Thus, \( \text{val}_2(k) \geq l(n) - \text{val}_2(e_2) = l(m + 2 - t) - \text{val}_2(e_2) \).

Recall that \( t \geq 0 \) and \( m \geq 1 \). Thus, \( t \geq
\[ m - \text{val}_2(e_2) - \text{val}_2(k). \] Therefore,
\[ \text{val}_2\left(2^{-\ell} \beta\right) \geq m - \text{val}_2(e_2) - \ell \geq \min\{\text{val}_2(k), \text{val}_2(k')\}. \]

Using 12.12, we find that \( l(\ell) - \text{val}_2(e_2) \leq \text{val}_2(k) \) and therefore,
\[ \ell \leq 2 + \max\{\text{val}_2(k), \text{val}_2(k')\} + \text{val}_2(e_2). \]

Part (iii) follows from the last two displayed formulas.

12.14 Remark. For \( p = 2 \), one can improve the results given the precise structure of the completions of \( L \) at primes above 2 e. g., when 2 is inert; c.f. [Go2].

13 Numerical examples.

13.1 Example 1. Consider the field \( L = \mathbb{Q}(\sqrt{3}) \). It is a real quadratic field of discriminant 12, equal to the totally real subfield of the cyclotomic field obtained by adjoining to \( \mathbb{Q} \) the roots of unity of order 12. The following table provides some information on the decomposition of rational primes in \( L \).

<table>
<thead>
<tr>
<th>( p )</th>
<th>decomposition</th>
<th>( e_p )</th>
<th>( e_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>ramified</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>ramified</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5, 7, 17, 19, 29, 31</td>
<td>inert</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>11, 13, 23, 37</td>
<td>split</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The results of the Section 11 imply that the only odd primes at which \( \zeta_L(1 - k)^{-1} \) can have positive \( p \)-adic valuation \( n \) are the primes \( p \) such that \( (p - 1)|k, \) and then \( n - 1 \) is at most the power of \( p \) dividing \( k \). For the prime \( p = 2 \), we find that if \( n \) is the valuation at 2 of \( 2^\epsilon \zeta_L(1 - k)^{-1} \), then \( \text{val}_2(k) \geq l(n) - 1 \). In this case, the \( \epsilon \) in 11.11 is 1 since \(-1 \) is not a norm from \( \mathbb{Q}(\sqrt{3}) \). Hence, the bound may be improved to \( \text{val}_2(k) \geq l(n) \). For example, taking \( k = 18 \) is the prediction that the only odd primes at which \( \zeta_L(-17)^{-1} \) may have positive valuation \( n \) are 3, 7 and 19 and that valuation can be at most 3, 1 and 1, respectively. At 2 the valuation can be at most 1. Indeed:

\[ \zeta_L(-17) = \frac{514802473837215246476827}{7182} = 2^{-1} \cdot 3^{-3} \cdot 7^{-1} \cdot 11^{-1} \cdot 19^{-1} \cdot 43867 \cdot 1066866320794199171. \]

Another interesting value is the denominator of \( \zeta_L(-35) \), which is

\[ \text{denominator}(\zeta_L(-35)) = 2^2 \cdot 3^3 \cdot 5 \cdot 7 \cdot 13 \cdot 19 \cdot 37. \]

We consider the congruences involving \( 2^{-2} \zeta_L(1 - 2) \) and \( 2^{-2} \zeta_L(1 - 26) \). Congruences are predicted for the primes 2, 3, 5, 7, 13. The prediction is

\[ \text{val}_2\left\{(1 - 2^{2-1})2^{-2}\zeta_L(1 - 2) - (1 - 2^{26-1})2^{-2}\zeta_L(1 - 26)\right\} \geq 3 - 2 - 2 - 2 = -3. \]

Using \( \zeta_L(-1) = 1/6 \) and

\[ \zeta_L(-25) = \frac{59603426243912408678663547473670548011}{6} \]
one verifies the congruence since the valuation is $-1$.

For the prime $3$ the prediction is

$$\text{val}_3 \left\{ (1 - 3)2^{-2}\zeta_L(-1) - (1 - 3^{25})2^{-2}\zeta_L(-25) \right\} \geq 1 - 0 - 2 \cdot 0 = 0.$$  

This indeed holds, since the valuation is $0$. For the prime $7$, we expect

$$\text{val}_7 \left\{ (1 - 49)2^{-2}\zeta_L(-1) - (1 - 49^{25})2^{-2}\zeta(-25) \right\} \geq 0 + 1 = 1,$$

which holds, since the valuation is $1$. For the prime $13$ the predicted congruence is

$$\text{val}_{13} \left\{ (1 - 13)2^{-2}\zeta_L(-1) - (1 - 13^{25})2^{-2}\zeta_L(-25) \right\} \geq 0 + 1 = 1.$$  

This is verified, since the valuation is $1$.

### 13.2 Example 2

Consider the cyclic cubic totally real field $L$ of discriminant $49$, equal to the totally real subfield of the cyclotomic field of roots of unity of order $7$. The following table provides some information on the decomposition of rational primes in $L$.

<table>
<thead>
<tr>
<th>$p$</th>
<th>decomposition</th>
<th>$e_p^{\text{tame}}$</th>
<th>$e_p^{\text{Wild}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$7$</td>
<td>ramified</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>$2, 3, 5, 11, 17, 19, 23, 31, 37$</td>
<td>inert</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$13, 29$</td>
<td>split</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The results of Section 11 imply that if $p$ is odd, not equal to $7$, then the only odd primes at which $\zeta_L(1 - k)^{-1}$ can have positive $p$-adic valuation $n$ are the primes $p$ such that $(p - 1)/k$ and then $n - 1$ is at most the power of $p$ dividing $k$. If $p = 7$, then $\zeta_L(1 - k)^{-1}$ can indeed have positive $7$-adic valuation $n$ ($k$ is even) and then $n - 1$ is at most the power of $7$ dividing $k$. For the prime $p = 2$, letting $n := \text{val}_2(2^5\zeta_L(1 - k))$, we find that $\text{val}_2(k) \geq \nu(n)$. This implies that $\text{val}_2(\text{denom}\, \zeta_L(1 - k)) \leq \text{val}_2(k) - 1$. For example, taking $k = 10$ the prediction is that the only odd primes at which $\zeta_L(-9)^{-1}$ may have positive valuation $n$ are $3, 7$ and $11$, and that valuation can be at most $1$ in each case. At $2$, the valuation cannot be positive. Indeed:

$$\zeta_L(-9) = -1141452324871/231 = -3^{-1} \cdot 7^{-1} \cdot 11^{-1} \cdot 1141452324871.$$  

We consider congruence for $7$ for $2^{-3}\zeta_L(1 - 2)$ and $2^{-3}\zeta_L(1 - 14)$. The expected congruence is

$$\text{val}_7 \left\{ (1 - 7^{3(2 - 1)})2^{-3}\zeta_L(1 - 2) - (1 - 7^{3(16 - 1)})2^{-3}\zeta_L(1 - 14) \right\} \geq -1 - 1 = -2.$$  

It holds because the denominators of both values,

$$\zeta_L(-1) = -1/21, \zeta_L(-13) = -5589087133015782866737/147$$

are not divisible by $7^3$. For $2$ the expected congruence is

$$\text{val}_2 \left\{ (1 - 8)2^{-3}\zeta_L(-1) - (1 - 8^{15})2^{-3}\zeta_L(-13) \right\} \geq 2 - 2 - 2 \cdot 0 = -2.$$
This is visibly true, because both zeta values have odd numerator. For \( p = 13 \), the expected congruence is
\[
\text{val}_{13}\left\{(1 - 13)^32^{-3}\zeta_L(-1) - (1 - 13^{25})2^{-3}\zeta_L(-13)\right\} \geq 0 + 1 = 1.
\]
This holds, since the valuation is 1.

13.3 Example 3. Take the non-Galois totally real cubic field \( L = \mathbb{Q}[x]/(x^3 - 9x - 6) \). It has discriminant \( 2^3 \cdot 3^2 \). The prime 2 decomposes as \( \mathfrak{P}_2^3 \mathfrak{P}_2 \) and therefore \( e_2 = 1 \). The prime 3 decomposes as \( \mathfrak{P}_3^3 \), the field \( \mathbb{Q}[x]/(x^3 - 9x - 6) \) is cubic non-Galois and, therefore, \( e_3 = e_\mathfrak{P}_3^3 = 1 \). We conclude that if an odd prime divides the denominator of \( \zeta_L(1 - k) \) with valuation \( n \), then \( k \equiv 0 \) modulo \((p - 1)p^{n-1} \). Analogously, if \( n \) is the valuation at 2 of \( 2^3\zeta_L(1 - k) \), then \( \text{val}_2(k) \geq l(n) \). For example, if \( k = 6 \), we find
\[
\zeta_L(-5) = -2 \cdot 3^{-2} \cdot 5 \cdot 7^{-1} \cdot 184669 \cdot 512249.
\]
The prime 7 decomposes as a product of two prime ideals in \( L \) and \( e_7^\mathfrak{P}_7^2 = e_7^\mathfrak{P}_7^3 = 1 \). The expected congruence for \( 2^3\zeta_L(1 - 2) \) and \( 2^3\zeta_L(1 - 14) \) is
\[
(1 - 7)(1 - 7^2)2^{-3}\zeta_L(-1) \equiv (1 - 7^{15})(1 - 7^{30})2^{-3}\zeta_L(-13) \pmod{7}.
\]
Using that \( \zeta_L(-1) = -70/3 \) and
\[
\zeta_L(-13) = -433441315504312280903563360244187028747610/3
\]
are both divisible by 7, the congruence follows trivially. For the values \( 2^{-3}\zeta_L(1 - 4) \) and \( 2^{-3}\zeta_L(1 - 16) \) we again predict
\[
\text{val}_7\left\{(1 - 7^3)(1 - 7^6)2^{-3}\zeta_L(-3) - (1 - 7^{15})(1 - 7^{30})2^{-3}\zeta_L(-15)\right\} \geq 1.
\]
The zeta values are \( \zeta(-3) = 2556221/15 \) and
\[
\zeta(-15) = 83822500848624173596590790551322515127580563498549957/1020,
\]
which are both 7-adic units. The congruence holds, though, since the valuation is 1. For the prime 2, we predict that
\[
\text{val}_2\left\{(1 - 2^3)(1 - 4^3)2^{-3}\zeta_L(-3) - (1 - 2^{15})(1 - 4^{15})\zeta_L(-15)\right\} \geq 2 - 2 - 6 = -6.
\]
This holds, since the valuation is -5. Again for the prime 2 we predict
\[
\text{val}_2\left\{(1 - 2)^22^{-3}\zeta_L(-1) - (1 - 2^{17})2^{-3}\zeta_L(-17)\right\} \geq 4 - 2 - 2 - 0 = 0.
\]
Using
\[
\zeta_L(-17) = -3647421225841578953319613809666454838832065018732125543
\]
\[06326430 \cdot 3591^{-1}
\]
one verifies that the valuation is 1. In particular, the congruence holds.
14 Comments regarding values of zeta functions.

We make a few remarks on values of zeta functions. We have no real theorem to offer here, but rather we would like to draw the reader’s attention to the amount of mathematics hidden behind the innocuous Bernoulli numbers, or even just their denominators. The connection to zeta functions rests on the identity

\[ \zeta(1 - 2k) = -\frac{B_{2k}}{2^k}, \quad k \geq 1. \]

To begin with, consider the question of which normalized Eisenstein series \( E_{2k} \) for the modular group \( \text{SL}_2(\mathbb{Z}) \) are congruent to one modulo \( p \). Here \( p \) is a fixed odd prime. Since the Eisenstein series has the form

\[ 1 + \frac{2}{\zeta(1 - 2k)} \sum_{n=1}^{\infty} \sigma_{2k-1}(n)q^n, \]

the question is for which \( k \) does \( p \) divide the denominator of \( \zeta(1 - 2k) \)? (As an aside we mention that this means that there is an element of order \( p \) is the \( 4k - 1 \) stable homotopy groups of the spheres. Cf. [MiSt, App. B]; note that \( B_n \) in their notation is our \( B_{2n} \)). The Kummer congruences imply that this is the case iff \( 2k \equiv 0 \pmod{p - 1} \) and then

\[ \text{val}_p(\zeta(1 - 2k)) = -1 - \text{val}_p(2k); \]

see [Se, §1.1]. Assume, for argument’s sake, that \( k \) is prime. Then \( p - 1 \) is either 1, 2, \( k \) or \( 2k \). Apart from \( p = 2, 3 \), assuming \( k > 3 \), we are left only with the possibility that \( p = 2k + 1 \), i. e., that \( k \) is a Germain prime! There are infinitely many primes that are not Germain primes (take \( k \) to be a prime congruent to 1 mod. 6), hence the order of the denominator of \( \zeta(1 - 2k) \) does not grow to infinity with \( k \). In fact, one can prove that if all the prime factors of \( k \) are congruent to 1 modulo 6 then the denominator of \( \zeta(1 - 2k) \) is equal to 12 ([MiSt, App. B, Pb B-1]).

Let \( p \equiv 1 \pmod{4} \) and let \( K = \mathbb{Q}(\sqrt{p}) \). Let \( \chi = \left( \frac{\cdot}{p} \right) \) be the corresponding Dirichlet character. Let \( \omega \) be the Teichmüller character, then \( \chi = \omega^{(p-1)/2} \). We note also that the discriminant of \( L \) is \( p \) and is equal to the conductor \( f_\chi \) of \( \chi \).

14.1 Proposition. Let \( p \) be a prime congruent to 1 modulo 4 and let \( K := \mathbb{Q}(\sqrt{p}) \).
Assume Vandiver’s conjecture ([Wa, p. 159]). Then for any integer \( r \geq 1 \) we have

\[ \text{val}_p(\zeta_K(1 - r(p - 1))) = -1 - \text{val}_p(r). \]

Hence, in this case, the Hasse invariant in characteristic \( p \) lifts to the Eisenstein series \( E_{K,p-1} \).

Proof: We have the identity

\[ \zeta_K(1 - r(p - 1)) = \zeta_\mathbb{Q}(1 - r(p - 1)) \cdot L(1 - r(p - 1), \chi). \]

Therefore, the claim would follow if we prove that \( \text{val}_p(L(1 - r(p - 1), \chi)) = 0 \). Using [Wa, Thms 4.2, 5.11] we get that for any \( n \geq 1 \)

\[ L_p(1 - n, \chi) = (1 - \chi \omega^{-n}(p)p^{n-1}) \cdot L(1 - n, \chi \omega^{-n}). \]
Applying this formula in our situation we get
\[ \text{val}_p(L(1 - r(p - 1), \chi)) = \text{val}_p(L_p(1 - r(p - 1), \chi)). \]

By [Wa, Cor. 5.13], for any integers \(m, n\) we have \(L_p(m, \chi) \equiv L_p(n, \chi) \mod p\) and both numbers are \(p\)-integral. It is thus enough to prove for a single integer \(m\) that \(L_p(m, \chi)\) is a \(p\)-adic unit. Using the results cited above we find
\[ \text{val}_p(L_p(1 - (p - 1)/2, \chi)) = \text{val}_p(L(1 - (p - 1)/2, \chi)). \]

The assertion \(\text{val}_p(B_{(p-1)/2}) = 0\) is known as the Ankeny-Artin-Chowla conjecture and was verified for \(p < 10^{11}\) by A. J. van der Poorten, H. te Riele and H. Williams in [vdP]. This conjecture is a consequence of Vandiver’s conjecture. See [Wa, Thm 5.34].

14.2 Proposition. Let \(p\) be a prime congruent to 1 modulo 4 and let \(K = \mathbb{Q}(\sqrt{p})\).
For every odd integer \(r \geq 1\)
\[ \text{val}_p(\zeta_K(1 - r(p - 1)/2)) = -1 - \text{val}_p(r). \]
Hence the partial Hasse invariant defined in 7.12 admits a lift to char. 0, the Eisenstein series \(E_{K,(p-1)/2}\).

Proof: We have
\[ \zeta_K(1 - r(p - 1)/2) = \zeta_{\mathbb{Q}}(1 - r(p - 1)/2) \cdot L(1 - r(p - 1)/2, \chi). \]
Note that \(r(p - 1)/2 \not\equiv 0 \mod p - 1\) and therefore
\[ \text{val}_p(\zeta_K(1 - r(p - 1)/2)) = -1 - \text{val}_p(r) \Leftrightarrow \text{val}_p(L(1 - r(p - 1)/2, \chi)) = -1 - \text{val}_p(r). \]
However,
\[ L_p(1 - r(p - 1)/2, 1) = (1 - \omega^{r(p-1)/2(p)p^{r(p-1)/2-1}})L(1 - r(p - 1)/2, \omega^{r(p-1)/2}) = L(1 - r(p - 1)/2, \chi), \]
and therefore,
\[ \text{val}_p(L(1 - r(p - 1)/2, \chi)) = \text{val}_p(L_p(1 - r(p - 1)/2, 1)). \]
Using [Wa, Ex. 5.11], we write
\[ L_p(s, 1) = \frac{p - 1}{p} \cdot \frac{1}{s - 1} + a_0 + a_1(s - 1) + a_2(s - 1)^2 + \ldots, \]
where \(a_i \in \mathbb{Z}_p\) for every \(i\). In particular, \(\text{val}_p(L_p(1 - r(p - 1)/2, 1)) = -1 - \text{val}_p(r). \)
15 The operators $\Theta_{p,i}$.

This section is devoted to the construction of certain derivation operators on $p$-adic Hilbert modular forms and on Hilbert modular forms in characteristic $p$. For $p$ unramified, these operators were defined by Katz [Ka4, §2.5]. However, our construction is independent; more importantly, in characteristic $p$ the operators defined by Katz are defined only on the ordinary locus, while our operators are defined on the whole space.

Let $R$ be a discrete valuation ring of unequal characteristic $p$-0 and with maximal ideal $m$. Our method is first to define these operators as derivation operators on functions on $\mathcal{M}(R/(m^n),\mu_{p^nN})$ and then to use the map $r$ of 7.19, which relates modular forms on $\mathcal{M}(R/m^n,\mu_{N})$ to functions on $\mathcal{M}(R/m^n,\mu_{p^nN})$, to transport the operators to modular forms on $\mathcal{M}(R/m^n,\mu_{N})^{\text{ord}}$.

In characteristic $p$, we succeed in defining theta operators on modular forms defined on $\mathcal{M}(R/m,\mu_{N})$. After establishing the existence of these operators and some basic properties we examine how the divisor of a modular form changes under such a derivation operator. This is applied to study how the filtration of a $q$-expansion changes under these derivation operators.

This section is technically demanding, yet forms the core of the rest of the paper. To orient the reader we explain its structure.

Sections 15.1-15.6 recall the definition of the Kodaira-Spencer isomorphism in the setting of the schemes $\mathcal{M}(m,n)$ ($n \geq m$). The main use we make of this isomorphism is to construct a canonical basis for the holomorphic 1-forms on $\mathcal{M}(m,n)$ from the modular forms $a(\chi_P,i)$ of 7.4.

Sections 15.7-15.10 are devoted to constructing machinery to be used in the following definition of the theta operators. The complications arise from ramification. One of our goals is to have a certain operator $\Lambda$ – constructed out of theta operators – on modular forms, such that $\Lambda(f)$ is in the image of the operator $V$. The operator $V$ is essentially raising to a $p$-power (see Section 16). Hence, we need $\Lambda(f)$ to have $q$-expansion of the form $\sum_{\nu \in \mathcal{O}_L^+} a(p^\nu)q^{p^\nu}$. On the other hand, our theta operator associated to a character $\chi$ yield $q$-expansion of the form $\sum_{\nu \in \mathcal{O}_L^+} \chi(\nu) a(\nu)q^{\nu}$ in which “too many” coefficients are zero; we find that in the case of ramification the theta operators need an extra modification for which §§ 15.7-15.9 provide technical background.

Sections 15.11-15.13 provide the definition of the theta operators in the mod $p$ and $p$-adic setting. In essence, the theta operators are coming from the operation $f \mapsto df$ and the canonical trivialization of the holomorphic one forms on the schemes $\mathcal{M}(m,n)$. The propagation of this definition to modular forms of level $\mu_N$ is carried out later.

Sections 15.14-15.25 are devoted to the calculation of the effect of the theta operators on $q$-expansions and various corollaries.

Sections 15.26-15.33 are devoted to examining how the poles of a rational function on $\mathcal{M}(m,n)^{\text{Kum}}$, whose poles are supported on the complement of the ordinary locus, change under a theta operator. For this we use the local charts of $\mathcal{M}(m,n)^{\text{Kum}}$ constructed in 9.3. Ultimately this will be applied to determining how weights of modular forms change under a theta operator.

Sections 15.34-15.38 apply the previous results to define and derive the properties of theta operators on modular forms. We remark that on the level of Galois
representations, an application of a theta operator corresponds to a twist by a Hecke character. The change of filtration under a theta operator is examined in Section 18; that corresponds to the question of the minimal weight from which a Galois representation arises, up to a twist.

15.1 Notation. Let \( R \) be a complete discrete valuation ring with maximal ideal \( m \), residue field \( k \) of characteristic \( p \) and fraction field \( F \) of characteristic 0. Suppose that \( R \) is a \( O_K \)-algebra where \( K \) is a normal closure of \( L \).

15.2 Definition. Let \( n \geq n' \geq m \geq 1 \) be integers. Let

\[
\mathcal{M}(m, n) \longrightarrow \mathcal{M}(m, n')
\]

be the Galois cover over \( \text{Spec}(R/m) \) defined in 7.2. We also write

\[
\mathcal{M}(m, 0) := \mathcal{M}(R/m^m \mu_N)_{\text{ord}}.
\]

Let

\[
d: O_{\mathcal{M}(m, n)} \longrightarrow \Omega^1_{\mathcal{M}(m, n)/(R/m^m)} \quad \text{and} \quad d': O_{\mathcal{M}(m, n')} \longrightarrow \Omega^1_{\mathcal{M}(m, n')/(R/m^m)}
\]

be the sheaves of differentials of \( \mathcal{M}(m, n) \) (resp. of \( \mathcal{M}(m, n') \)) over \( (R/m^m) \). Denote by

\[
\pi: A \longrightarrow \mathcal{M}(m, n) \quad \text{and} \quad \pi': A' \longrightarrow \mathcal{M}(m, n')
\]

the universal \( \mathcal{I} \)-polarized abelian schemes.

Let

\[
\omega_{A/\mathcal{M}(m, n)} := \pi_* \left( \Omega^1_{A/\mathcal{M}(m, n)} \right) \quad \text{and} \quad \omega_{A'/\mathcal{M}(m, n')} := \pi'_* \left( \Omega^1_{A'/\mathcal{M}(m, n')} \right).
\]

15.3 Remark. By 7.2 we have canonical isomorphisms

\[
A \sim \longrightarrow A' \times_{\mathcal{M}(m, 0)} \mathcal{M}(m, n) \quad \text{and} \quad \omega_{A/\mathcal{M}(m, n)} \sim \longrightarrow \phi^*(\omega_{A'/\mathcal{M}(m, 0)}).
\]

We deduce that \( O_{\mathcal{M}(m, n)}, \Omega^1_{\mathcal{M}(m, n)/(R/m^m)} \) and \( \Omega^1_{A/\mathcal{M}(m, n)} \) are canonically endowed with an action of \( \Gamma_n \) (see 7.2 for the notation). Note that \( d \) is \( \Gamma_n \)-equivariant. It follows from 3.6 that \( \Omega^1_{A/\mathcal{M}(m, n)} \) is a locally free \( O_{\mathcal{M}(m, n)} \otimes \mathbb{Z} \mathcal{O}_L \)-module of rank 1 and hence it is endowed with an action of \( ((R/m^m) \otimes \mathbb{Z} \mathcal{O}_L)^* \). Let \( \chi \) be a universal character. Let \( L_\chi \) the line bundle associated to \( \Omega^1_{A/\mathcal{M}(m, n)} \) and the character \( \chi \) as in 5.4. Then \( L_\chi \) is endowed with two actions of \( (O_L/p^n \mathcal{O}_L)^* \):

a. the first is induced by the Galois action of \( \Gamma_n \) on \( \Omega^1_{A/\mathcal{M}(m, n)} \);

b. the second is induced via the natural map

\[
(O_L/p^n \mathcal{O}_L)^* \longrightarrow ((R/m^m) \otimes \mathbb{Z} \mathcal{O}_L)^*
\]

by the action of \( ((R/m^m) \otimes \mathbb{Z} \mathcal{O}_L)^* \). The latter is identified with the automorphism group of \( \Omega^1_{A/\mathcal{M}(m, n)} \) as \( O_{\mathcal{M}(m, n)} \otimes \mathbb{Z} \mathcal{O}_L \)-module.

By 7.8 the two actions are one the inverse of the other.
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15.4 Notation. Fix an element \( l \in \mathcal{I}^+ \) generating \( \mathbb{Z}_p \otimes \mathcal{I} \) as \( \mathbb{Z}_p \otimes \mathcal{I} \) \( O_L \)-module as in 7.1. For any \( \mathcal{I} \)-polarized abelian scheme with real multiplication by \( O_L \) over a \( \mathbb{Z}_p \)-scheme \( S \) such a choice induces a prime to \( p \) and \( O_L \)-linear polarization.

15.5 Remark. The sequence of differentials

\[
0 \longrightarrow \pi^* \left( \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \right) \longrightarrow \Omega^1_{\Lambda/(R/m^n)} \longrightarrow \Omega^1_{\Lambda/\mathfrak{M}(m,n)} \longrightarrow 0 \quad (15.5.1)
\]

is exact. The exactness on the right and in the middle is obvious; see [EGA IV\(^4\), Cor. 16.4.19]. The exactness on the left follows from the smoothness of \( A \) over \( \mathfrak{M}(m,n) \); see [EGA IV\(^4\), Prop. 17.2.3]. The sheaves appearing in the sequence above are locally free \( O_{\mathfrak{M}(m,n)} \)-modules. The functor from the category of sheaves on \( A \), invariant under translation on \( A \), to the category of sheaves on \( \mathfrak{M}(m,n) \) defined by pulling back along the identity section of \( \pi \) defines an equivalence of categories. Hence, there is a canonical isomorphism of \( O_A \)-modules

\[
\pi^* \left( \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \right) \cong \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \otimes O_A.
\]

Applying the functor \( \pi_* \) to the sequence (15.5.1), we obtain an exact sequence of \( O_{\mathfrak{M}(m,n)} \)-modules

\[
0 \longrightarrow \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \longrightarrow \pi_* \left( \Omega^1_{\Lambda/(R/m^n)} \right) \longrightarrow \omega_{A/\mathfrak{M}(m,n)} \longrightarrow R^1 \pi_* \left( \pi^* \left( \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \right) \right).
\]

We have canonical isomorphisms

\[
R^1 \pi_* \left( \pi^* \left( \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \right) \right) \cong \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \otimes R^1 \pi_* (O_A)
\]

\[
\cong \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \otimes \text{Hom}_{O_{\mathfrak{M}(m,n)}} (\omega_{A^\vee/\mathfrak{M}(m,n)} \otimes O_{\mathfrak{M}(m,n)}),
\]

where \( A^\vee \) is the dual abelian scheme of \( A \). By 15.4 we get a prime to \( p \) and \( O_L \)-linear polarization \( A \rightarrow A^\vee \). This induces an isomorphism

\[
\omega_{A/\mathfrak{M}(m,n)} \otimes \omega_{A/\mathfrak{M}(m,n)} \cong \omega_{A/\mathfrak{M}(m,n)} \otimes \omega_{A^\vee/\mathfrak{M}(m,n)}
\]

and hence a morphism

\[
\omega_{A/\mathfrak{M}(m,n)} \otimes \omega_{A/\mathfrak{M}(m,n)} \longrightarrow \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)}.
\]

A similar remark holds for \( A' \) in place of \( A \) and \( \mathfrak{M}(m,n') \) in place of \( \mathfrak{M}(m,n) \).

15.6 Proposition. The maps described above induce canonical isomorphisms, called Kodaira-Spencer isomorphisms,

\[
\text{KS}^t: \Omega^1_{\mathfrak{M}(m,n)/(R/m^n)} \longrightarrow \omega_{A^\vee/\mathfrak{M}(m,n')}
\]
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and
\[ KS: \Omega^1_{\mathfrak{M}(m,n)/(R/m^m)} \rightarrow \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n)}, \]

where \( \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n)} \) means tensor product as \( O_L \)-modules. In particular, \( \Omega^1_{\mathfrak{M}(m,n)/(R/m^m)} \) (resp. \( \omega^2_{\mathfrak{M}(m,n)/(R/m^m)} \)) is endowed with the structure of free \( O_{\mathfrak{M}(m,n')} \otimes_Z O_L \)-module (resp. of \( O_{\mathfrak{M}(m,n)} \otimes_Z O_L \)-module) of rank 1. Moreover, the following diagram is commutative:

\[
\begin{array}{ccc}
\Omega^1_{\mathfrak{M}(m,n)/(R/m^m)} & \xrightarrow{KS} & \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n)} \\
\downarrow{\iota} & & \downarrow{\iota} \\
\phi^*(\Omega^1_{\mathfrak{M}(m,n')/(R/m^{m'})}) & \xrightarrow{\phi^*(KS)} & \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n')}.
\end{array}
\]

In particular, the map \( KS \) is \( \Gamma_n \)-equivariantly.

Proof: The fact that \( KS \) and \( KS' \) are isomorphisms is well known. See [Ka4, §1.0.21]. The rest is clear.

15.7 Recall. The notation is as in 7.4. Define

\[
\omega^{can} \otimes \omega^{can} \in \Gamma \left( \mathfrak{M}(m,n), \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n)} \right)
\]

(resp. \( KS^{-1} \left( \omega^{can} \otimes \omega^{can} \right) \in \Gamma \left( \mathfrak{M}(m,n), \Omega^1_{\mathfrak{M}(m,n)/(R/m^m)} \right) \))

the canonical generators of \( \omega^2_{\mathfrak{M}/\mathfrak{M}(m,n)} \) (resp. \( \omega^1_{\mathfrak{M}(m,n)/(R/m^m)} \)) as \( O_{\mathfrak{M}(m,n)} \otimes_Z O_L \)-module.

For each prime \( \mathfrak{p} \) of \( O_L \) dividing \( p \) let \( \pi_{\mathfrak{p}} \in O_L \) be a generator of the ideal \( \mathfrak{p} O_L \mathfrak{p} \) as in 2.1. Let \( p := m \cap O_K \). For each integer \( 1 \leq i \leq f_{\mathfrak{p}} \), let

\[
\sigma_{\mathfrak{p},i}: R \otimes O_L \rightarrow R \quad \text{and} \quad \epsilon_{\mathfrak{p},i} \in R \otimes O_L
\]

be as in 2.2. Recall that \( R \) is assumed to be a \( m \)-adically complete \( O_K \)-algebra.

15.8 Lemma. Let \( m \geq 1 \). Let \( \mathfrak{p} \) be a prime of \( O_L \) over \( p \) and let \( 0 \leq j \leq e_{\mathfrak{p}} - 1 \). There exists a maximal non-negative integer \( 1 \leq i^{[\mathfrak{p}]}(m) \leq m \) satisfying the following. For each \( 1 \leq i \leq f_{\mathfrak{p}} \) there exists a unique morphism

\[
\sigma_{\mathfrak{p},i}: (R/m^m) \otimes_{\mathbb{Z}} \mathfrak{p}^{[\mathfrak{p}]} \rightarrow (R/m^{i^{[\mathfrak{p}]}(m)})
\]

of \( O_L \otimes_{\mathbb{Z}} (R/m^m) \)-modules such that the diagram

\[
\begin{array}{ccc}
(R/m^m) \otimes_{\mathbb{Z}} O_L & \xrightarrow{(1 \otimes \pi_{\mathfrak{p}})} & (R/m^m) \otimes_{\mathbb{Z}} \mathfrak{p}^{[\mathfrak{p}]}
\\
\sigma_{\mathfrak{p},i} & \downarrow{\bar{\sigma}_{\mathfrak{p},i}} & \\
R/m^{i^{[\mathfrak{p}]}(m)} & & (R/m^m) \otimes_{\mathbb{Z}} \mathfrak{p}^{[\mathfrak{p}]}
\end{array}
\]

commutes. Moreover, the sequence \( \{i^{[\mathfrak{p}]}(m)\}_{m \in \mathbb{N}} \) is non-decreasing and

\[
\lim_{m \to \infty} i^{[\mathfrak{p}]}(m) = \infty.
\]
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Proof: Fix \(0 \leq j \leq e_\wp - 1\). The morphism \(\sigma^{[i]}_{\wp,i}\), whose existence is claimed in the lemma exists if and only if \(\text{Ker}(\cdot(1 \otimes \pi^j_\wp)) \subset \text{Ker}(\sigma_{\wp,i})\). Consider first the case \(m = 1\). Then \(R/m^j = k\). Moreover, \(a \otimes (1 \otimes \pi^j_\wp)\) if and only if \(a = (1 \otimes \pi^j_\wp^{-1}) \cdot b\) for some \(b \in k \otimes \mathbb{Z} O_L\). Since \(e_\wp - j > 0\), it follows that \(\sigma_{\wp,i}(a) = 0\). This proves that \(t^{[i]}_{\wp}(1) = 1\) and that \(t^{[i]}_{\wp}(m) \geq t^{[i]}_{\wp}(1) = 1\) for any \(m\). Clearly \(t^{[i]}_{\wp}(m + 1) \geq t^{[i]}_{\wp}(m)\). Since \(\cdot(1 \otimes \pi^j_\wp): R \otimes \mathbb{Z} O_L \to R \otimes \mathbb{Z} O_L\) is injective and \(R\) is \(\mathfrak{m}\)-adically complete, it is clear that

\[
\lim_{\infty \leftarrow m} \text{Ker}(\cdot(1 \otimes \pi^j_\wp)(R/m^n) \otimes \mathbb{Z} O_L) = 0.
\]

Hence, \(\lim_{m \to \infty} t^{[i]}_{\wp}(m) = \infty\) as claimed.

15.9 Definition. Let \(\mathfrak{p}\) be a prime of \(O_L\) over \(p\) and let \(1 \leq i \leq f_{\wp}\). Define

\[
\sigma_{\wp,i}: \omega_{A/O_L} \longrightarrow \mathcal{L}_{\chi_{\wp,i}}
\]

to be the unique morphism of \(O_{2\mathfrak{m}(m,n)}\)-modules such that

1) \(\sigma_{\wp,i}(\omega^{\text{can}} \otimes \omega^{\text{can}}) = a(\chi^2_{\wp,i})\). See 7.8 for the definition of \(a(\chi_{\wp,i})\);

2) for any \(l \in O_L\) and any local section \(\omega\) of \(\omega_{A/O_L}\) we have

\(\sigma_{\wp,i}(\alpha \cdot \omega) = \sigma_{\wp,i}(\alpha) \sigma_{\wp,i}(\omega)\).

Let \(0 \leq j \leq e_\wp - 1\) be an integer. Let \(t^{[i]}_{\wp}(m)\) be as in 15.8. Let

\[
\mathcal{L}_{\chi_{\wp,i}} \longrightarrow \mathfrak{m}(t^{[i]}_{\wp}(m), n)
\]

be the line bundle defined in 5.4. Define

\[
\tilde{\sigma}^{[i]}_{\wp,i}: \omega_{A/O_L} \otimes \mathfrak{p}^j \longrightarrow \mathcal{L}_{\chi_{\wp,i}}
\]

as the unique morphism of \(O_L \otimes \mathbb{Z} O_{2\mathfrak{m}(m,n)}\)-modules such that the following diagram commutes

\[
\begin{array}{ccc}
\omega_{A/O_L} & \xrightarrow{(1 \otimes \pi^j_\wp)} & \omega_{A/O_L} \\
\sigma_{\wp,i} & & \tilde{\sigma}^{[i]}_{\wp,i} \\
\mathcal{L}_{\chi_{\wp,i}} & & \\
\end{array}
\]

Its existence is guaranteed by 15.8.

15.10 Lemma. The morphisms \(\tilde{\sigma}^{[i]}_{\wp,i}\) satisfy the following properties

1) they are compatible for different \(m\) and \(n\) i.e., if \(n' \geq n\) and \(m' \geq m\) are integers such that \(n' \geq m'\) and \(n \geq m\), then

1.a) the morphism \(\tilde{\sigma}^{[i]}_{\wp,i}\) defined on \(\omega_{A/O_L} \otimes \mathfrak{p}^j\), restricts mod \(m^n\) to the morphism \(\tilde{\sigma}^{[i]}_{\wp,i}\) defined on \(\omega_{A/O_L} \otimes \mathfrak{p}^j\);

1.b) the morphism \(\tilde{\sigma}^{[i]}_{\wp,i}\) defined on \(\omega_{A/O_L} \otimes \mathfrak{p}^j\), coincides with the pull-back of the morphism \(\tilde{\sigma}^{[i]}_{\wp,i}\) defined on \(\omega_{A/O_L} \otimes \mathfrak{p}^j\).
2) Let $\Gamma_n$ be the Galois group of $\mathfrak{M}(m,n) \to \mathfrak{M}(m,0)$. For any $\alpha \in \Gamma_n$, we have

$$\alpha^* (\tilde{\sigma}^{[j]}_{\mathfrak{P}, i}) = \tilde{\sigma}^{[j]}_{\mathfrak{P}, i}.$$

Proof: By the definition of $\tilde{\sigma}^{[j]}_{\mathfrak{P}, i}$, it suffices to prove the lemma for $j = 0$ i.e.,

for $\sigma_{\mathfrak{P}, i}$. Both $\omega_{\lambda/\mathfrak{M}(m,n)}$ and $L_{\chi^2_{\mathfrak{P}, i}}$ are defined over $\mathfrak{M}(m,0)$ and are compatible for different $m$'s. In particular, they are endowed with a canonical action of $\Gamma_n$, proving that statement (2) makes sense. By 5.4 the line bundle $L_{\chi^2_{\mathfrak{P}, i}}$ over $\mathfrak{M}(m,0)$ is defined by push-out of $\omega_{\lambda/\mathfrak{M}(m,0)}$ by the map $\sigma_{\mathfrak{P}, i}$ of 15.8. By 7.8 this defines the map $\tilde{\sigma}^{[j]}_{\mathfrak{P}, i}$ over $\mathfrak{M}(m,0)$. The conclusions follow.

15.11 Definition. For each prime $\mathfrak{P}$ of $O_L$ dividing $p$ and each integer $1 \leq i \leq f_{\mathfrak{P}}$, define the $(R/m^n)$-derivation

$$\Theta^{[j]}_{\mathfrak{P}, i}: O_{\mathfrak{M}(m,n)} \longrightarrow O_{\mathfrak{M}(m,n)}$$

by the formula

$$f \longmapsto \sigma_{\mathfrak{P}, i} \left( \text{KS}(df) \right) \cdot a \left( \chi^2_{\mathfrak{P}, i} \right)^{-1}.$$

See 15.7 for the definition of $\sigma_{\mathfrak{P}, i}$. For $0 \leq j \leq e_{\mathfrak{P}} - 1$ define the subsheaf of $O_{\mathfrak{M}(m,n)}$

$$O^{[j]}_{\mathfrak{M}(m,n)}(U) := \{ f \in \Gamma(U, O_{\mathfrak{M}(m,n)}) \mid (df) \equiv 0 \mod \mathfrak{P} \}.$$

Define the $(R/m^n)$-derivation

$$\Theta^{[j]}_{\mathfrak{P}, i}: O^{[j]}_{\mathfrak{M}(m,n)} \longrightarrow O^{[j]}_{\mathfrak{M}(e_{\mathfrak{P}}(m,n))},$$

considered as a sheaf on $\mathfrak{M}(m,n)$, by the formula

$$f \longmapsto \tilde{\sigma}^{[j]}_{\mathfrak{P}, i} \left( \text{KS}(df) \right) \cdot a \left( \chi^2_{\mathfrak{P}, i} \right)^{-1}.$$

See 15.9 for the definition of $\tilde{\sigma}^{[j]}_{\mathfrak{P}, i}$ and 15.8 for the definition of $t^{[j]}_{\mathfrak{P}}(m)$. Note that

$$O^{[0]}_{\mathfrak{M}(m,n)} = O_{\mathfrak{M}(m,n)}$$

and $\Theta^{[0]}_{\mathfrak{P}, i}$ coincides with $\Theta^{[j]}_{\mathfrak{P}, i}$.

15.12 Proposition. Let $f$ be a regular function on $\mathfrak{M}(m,n)$. Suppose that $f$ is an eigenfunction for the action of $\Gamma_n$ of weight $\psi: \Gamma_n \to (R/m^n)^*$ i.e., $\alpha^* (f) = \psi(\alpha) f$. Then, $\Theta^{[j]}_{\mathfrak{P}, i}(f)$, whenever defined, is an eigenfunction for $\Gamma_n$ of weight $\Psi \cdot \chi^2_{\mathfrak{P}, i}$.

Proof: For any $\alpha \in \Gamma_n$ denote by $\alpha^*$ the induced action on functions, differentials, etc. Using 15.6 and 7.8, we obtain:

$$\psi(\alpha) \text{KS}(df) = \text{KS}(\psi(\alpha) df) = \text{KS}(d(\psi(\alpha) f))$$
$$= \text{KS}(d(\alpha^* f)) = \text{KS}(\alpha^* (df))$$
$$= \alpha^* (\text{KS}(df)).$$
Applying $\tilde{\sigma}^{[ij]}_{P,i}$ on the first and last terms of these inequalities and using 15.10, we have
\[
\psi(\alpha)\tilde{\sigma}^{[ij]}_{P,i} \mathrm{KS}(df) = \sigma^{[ij]}_{P,i}(\psi(\alpha)\mathrm{KS}(df))
= \tilde{\sigma}^{[ij]}_{P,i} \left(\alpha^* (\mathrm{KS}(df))\right)
= \alpha^* \left(\tilde{\sigma}^{[ij]}_{P,i}(\mathrm{KS}(df))\right).
\]
By 7.8 we have that
\[
\alpha^*(a(\chi^{[ij]}_{P,i})) = \chi^{[ij]}_{P,i}(\alpha) \cdot a(\chi^{[ij]}_{P,i}).
\]
Hence, the conclusion.

15.13 Theta operators on Katz $p$-adic modular forms. The notation is as in 11.5. For every prime ideal $\mathfrak{P}$ of $O_L$ over $p$ and any $1 \leq i \leq f_\mathfrak{P}$ one can define the $R$-linear operator
\[
\Theta_{\mathfrak{P},i}: M(R, \mu_N, \chi)^{p\text{-adic}} \longrightarrow M(R, \mu_N, \chi^{[ij]}_{\mathfrak{P},i})^{p\text{-adic}}
\]
as follows. Let $\{f_n\}_n$ be a compatible sequence of functions, $f_n$ a regular function on $\mathfrak{M}(n, n)$, defining a $J$-polarized (Katz) $p$-adic Hilbert modular form $f$. Let $\chi_n = \chi \mod \mathfrak{X}_R(n)$ be the weight of $f_n$. Define
\[
\Theta_{\mathfrak{P},i}(f_n) \in \Gamma(\mathfrak{M}(n, n), O_{\mathfrak{M}(n, n)})
\]
as in 15.11. By the compatibility of the Kodaira-Spencer morphisms proven in 15.6, by 11.8 and 15.10, it follows that $\{\Theta_{\mathfrak{P},i}(f_n)\}_n$ is a compatible sequence defining a $p$-adic modular form $\Theta_{\mathfrak{P},i}(f)$ of weight $\chi \cdot \chi_i^2$. For any $0 \leq j \leq c_\mathfrak{P} - 1$ let
\[
f \in M(R, \mu_N, \chi)^{p\text{-adic}, \mathfrak{P}[j]}
\]
be the $p$-adic modular form associated to the compatible sequence of functions $\{f_n\}_n \in \Gamma(\mathfrak{M}(n, n), O^{[ij]}_{\mathfrak{M}(n, n)}).$ One defines the $R$-linear operator
\[
\Theta^{[ij]}_{\mathfrak{P},i}: M(R, \mu_N, \chi)^{p\text{-adic}, \mathfrak{P}[j]} \longrightarrow M(R, \mu_N, \chi^{[ij]}_{\mathfrak{P},i})^{p\text{-adic}, \mathfrak{P}[j]}
\]
as follows. With the notation of 15.8, we have a compatible sequence
\[
\Theta^{[ij]}_{\mathfrak{P},i}(f_n) \in \Gamma \left(\mathfrak{M}(t^{[ij]}_{\mathfrak{P}}(n), n), O_{\mathfrak{M}(t^{[ij]}_{\mathfrak{P}}(n), n)}\right).
\]
Since $t^{[ij]}_{\mathfrak{P}}(n) \to \infty$ this defines a $p$-adic modular form by 11.3.

15.14 The behavior of $\Theta^{[ij]}_{\mathfrak{P},i}$ on $q$-expansions. Fix a prime $\mathfrak{P}$ of $O_L$ over $p$ and integers $1 \leq i \leq f_\mathfrak{P}$ and $0 \leq j \leq c_\mathfrak{P} - 1$. To compute the effect of $\Theta^{[ij]}_{\mathfrak{P},i}$ on $q$-expansions we need to use some definitions and properties of Tate objects; see 6.3. Fix a cusp $\langle \mathfrak{B}, \mathfrak{A}, \varepsilon, \iota \rangle$ as in 6.4. Fix a rational polyhedral cone decomposition $\{\sigma_\beta\}_\beta$ of the dual cone to $M^*_R \subset M_R$, where $M := \mathfrak{A} \mathfrak{B}$, as in 6.3. Then
\[
R\left(\langle \mathfrak{A}, \mathfrak{B}, \sigma_\beta \rangle\right) := R \otimes Z\left(\langle \mathfrak{A}, \mathfrak{B}, \sigma_\beta \rangle\right)
\]
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is a formally smooth $R$-algebra of dimension $g$, which can be interpreted as

$$\text{Spec}\left(R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)\right) = \left(S_{\sigma_{\beta}}^0, S_{\sigma_{\alpha,0}}\right) \times R.$$ 

Moreover,

$$\Omega^1_{R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)}/R = \left(\frac{dq^\nu}{q^\nu}\right)_{\nu \in M}.$$ 

The span is taken as a $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)$-module. In particular, we conclude that

15.15 Lemma. There is a canonical isomorphism

$$\Omega^1_{R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)}/R \cong R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} M.$$ 

In particular, the module of relative differentials $\Omega^1_{R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)}/R$ is endowed with the structure of free $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} O_L$-module of rank 1.

15.16 Remark. By 6.2 the translation invariant relative differentials

$$\omega_{\text{Tate}\left(\mathfrak{A}, \mathfrak{B}\right)_{\sigma_{\beta}}}/R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)$$

of the universal object $\text{Tate}\left(\mathfrak{A}, \mathfrak{B}\right)_{\sigma_{\beta}}$ over $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)$ are canonically isomorphic to $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} \mathfrak{A}$ as $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} O_L$-module. The $O_L$-structure is of course given by the real multiplication by $O_L$ on $\text{Tate}\left(\mathfrak{A}, \mathfrak{B}\right)_{\sigma_{\beta}}$ over $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)$.

In 15.4 we have fixed an element $l \in J \cong \text{Hom}_{O_L}\left(\mathfrak{B}, \mathfrak{A}\right)$ inducing a $O_L$-linear isomorphism $\mathbb{Z}_p \otimes \mathbb{Z} \mathfrak{B} \cong \mathbb{Z}_p \otimes \mathbb{Z} \mathfrak{A}$. We get a $O_L$-linear isomorphism

$$\tau: \mathbb{Z}_p \otimes \mathbb{Z} \mathfrak{B} \cong \mathbb{Z}_p \otimes \mathbb{Z}^2.$$ 

15.17 Proposition. The Kodaira-Spencer map is defined on $R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)$. The $O_L$-linear isomorphism $\tau$ makes the following diagram commutative

$$\begin{array}{ccc}
\Omega^1_{R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)}/R & \to & R \otimes \mathbb{Z} \left(\omega_{\text{Tate}\left(\mathfrak{A}, \mathfrak{B}\right)_{\sigma_{\beta}}}/R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right)\right) \\
\downarrow l & & \downarrow l \\
R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} M & \to & R\left(\mathfrak{A}, \mathfrak{B}, \sigma_{\beta}\right) \otimes \mathbb{Z} \mathfrak{A}^\otimes_{O_L}.
\end{array}$$

Proof: It follows from [Ka4, §1.1.18-§1.1.20].

15.18 Remark. The isomorphisms $\text{KS}$ and $\tau$ depend on the choice of the element $l \in J^+$ in 15.4. Different choices of $l$ change the isomorphisms by multiplication by a unit of $R \otimes \mathbb{Z} O_L$. In [Ka4, §1.0.21] one finds an expression for $\text{KS}$ which is independent of such choice.
15.19 Corollary. The notation is as in 15.11. Let \( f \in \Gamma(M(m, n), O_{M(m, n)}) \) be a regular function on \( M(m, n) \). Fix a 3-polarized unramified cusp \((A, B, \varepsilon, j_{\varepsilon})\) of \( M(m, n) \). Suppose that the value of \( f \) in \( R/m^m((A, B, \sigma_3)) \) is \( f = \sum \alpha_{\nu} q^{\nu} \). For any \( \nu \in \mathfrak{P} M \) define
\[
\hat{\chi}^{[i]}_{\mathfrak{P}, i}(\nu) = \hat{\alpha}^{[i]}_{\mathfrak{P}, i}(j_{\varepsilon}(\tau(\nu))) \text{ mod } \mathfrak{m}_{\mathfrak{P}}^{[i]}(m),
\]
where \( \hat{\alpha}^{[i]}_{\mathfrak{P}, i} : R \otimes_{\mathbb{Z}} \mathfrak{P}^i \to R \) is the \( R \otimes_{\mathbb{Z}} O_{\mathfrak{L}} \)-linear homomorphism defined in 15.8. Then

1. \( f \in \Gamma(M(m, n), O_{M(m, n)}) \) in the sense of 15.11 if and only if \( \nu \in \mathfrak{P} M \) for all \( \nu \) such that \( a_{\nu} \neq 0 \);
2. if \( f \) is in \( \Gamma(M(m, n), O_{M(m, n)}) \), the value of \( \Theta_{\mathfrak{P}, i}(f) \) in \( R/m^{[i]}(m)((A, B, \sigma_3)) \) is
\[
\Theta_{\mathfrak{P}, i}(f) = \sum \hat{\alpha}^{[i]}_{\mathfrak{P}, i}(\nu) \alpha_{\nu} q^{\nu}.
\]

Proof: Note that
\[
d\left( a_0 + \sum_{\nu \in M^+} a_{\nu} q^{\nu} \right) = \sum_{\nu \in M^+} a_{\nu} q^{\nu} \frac{d(q^{\nu})}{q^{\nu}} = \sum_{\nu \in M^+} a_{\nu} q^{\nu} \otimes \nu,
\]
where the last element is in \( R((A, B, \sigma_3)) \otimes_{\mathbb{Z}} M \). By 15.17 we have that \( f \) belongs to \( \Gamma(M(m, n), O_{M(m, n)}) \) if and only if \( \sum_{\nu \in M^+} a_{\nu} q^{\nu} \otimes \nu \) is in \( R((A, B, \sigma_3)) \otimes_{\mathbb{Z}} \mathfrak{P}^i M \). Since condition \( f \in \Gamma(M(m, n), O_{M(m, n)}) \) is a closed condition, Part (1) is proven.

By the definition of \( \Theta_{\mathfrak{P}, i} \) in 15.11 and the fact that the \( q \)-expansion of \( a(\chi_{\mathfrak{P}, i}) \) at any unramified cusp is 1, we have that the \( q \)-expansion of \( \Theta_{\mathfrak{P}, i}(f) \) at the given cusp is
\[
\Theta_{\mathfrak{P}, i}(f) (\text{Tate}(A, B, \varepsilon, j_{\varepsilon}) = \hat{\alpha}^{[i]}_{\mathfrak{P}, i} \left( j_{\varepsilon} \left( \text{KS} \left( d(a_0 + \sum_{\nu \in M^+} a_{\nu} q^{\nu}) \right) \right) \right)
\]
\[
= \sum_{\nu \in M^+} a_{\nu} q^{\nu} \cdot \hat{\alpha}^{[i]}_{\mathfrak{P}, i}(j_{\varepsilon}(\tau(\nu)))
\]
as claimed.

15.20 Corollary. The operators \( \Theta_{\mathfrak{P}, i} \) commute for different primes \( \mathfrak{P} \) and different \( 1 \leq i \leq f_{\mathfrak{P}} \).

15.21 Corollary. The notation is as in 15.13 and in 15.19. Let \( f \) be a 3-polarized \( p \)-adic Hilbert modular form over \( R \) of level \( \mu_N \) and weight \( \chi \); see 11.5. Suppose that \( f \) has \( q \)-expansion at the 3-polarized \( p \)-adic cusp \((A, B, \varepsilon_{p \sim N}, j_{\varepsilon})\) equal to \( a_0 + \sum_{\nu \in M^+} a_{\nu} q^{\nu} \); see 11.7 for the notation. Here \( M = A \mathfrak{B} \). Then

1. \( f \in M(R, \mu_N, \chi)_{p \text{-adic}, \mathfrak{P}, [i]} \) if and only if \( \nu \in \mathfrak{P} M \) for all \( \nu \in M \);
2. if \( f \in M(R, \mu_N, \chi)^{p\text{-adic}, \mathfrak{P}^{[i]}} \), the \( q \)-expansion of \( \Theta^{[i]}_{\mathfrak{P}, i}(f) \) at the same cusp is

\[
\Theta^{[i]}_{\mathfrak{P}, i}(f)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j_c) = \sum_{\nu} \chi^{[i]}(\mathfrak{P}, i)_{\mathfrak{P}}(\nu) a_\nu q^\nu.
\]

Proof: It follows from the definition of \( \Theta^{[i]}_{\mathfrak{P}, i} \) given in 15.13 and the previous corollary.

15.22 Corollary. The \( p \)-adic theta operators \( \Theta^{[i]}_{\mathfrak{P}, i} \) commute for different primes \( \mathfrak{P} \) and different \( 1 \leq i \leq f_{\mathfrak{P}} \).

15.23 The comparison with the complex theory. We use the notation of 6.11. Given a class in the strict class group of \( L \), we may choose a representative \( \mathfrak{A} \) which is fractional ideal prime to \( p \). Take \( \mathfrak{B} = \mathcal{O}_L \) and \( \mathfrak{A} = \mathcal{I} \). Let \( f \) be a \( \mathfrak{A} \)-polarized Hilbert modular forms in \( M(\mathcal{Q}, \mu_N, \chi) \). Choose embeddings \( \mathcal{Q} \subset \mathbb{C} \) and \( \mathcal{Q} \subset \mathcal{Q}_p \) and view \( f \) as a complex or \( p \)-adic Hilbert modular form. Assume that the \( q \)-expansion of \( f \) at the cusp \((i\infty, \ldots, i\infty)\) is \( a_0 + \sum_{\nu \in \mathfrak{A}^+} a_\nu q^\nu \). Then, \( f \in \mathcal{Q}(\mu_N, \chi)^{\mathfrak{B}, [i]} \) if and only if \( a_\nu = 0 \) for all \( \nu \not\in (\mathfrak{P} \mathfrak{A})^+ \) and

\[
\Theta^{[i]}_{\mathfrak{P}, i}(f)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j_c) = \sum_{\nu \in \mathfrak{A}^+} \chi^{[i]}_{\mathfrak{P}, i}(\nu \pi_{\mathfrak{P}}^{-1}) a_\nu q^\nu;
\]

where \( \pi_{\mathfrak{P}} \) is the chosen uniformizer of \( \mathcal{O}_L \) at \( p \).

15.24 Katz’s \( p \)-adic theta operators. In [Ka4, §2.6] one finds a definition of \( p \)-adic theta operators on \( p \)-adic Hilbert modular forms à la Katz (see 11.5) if \( p \) is unramified in \( L \). In this case it follows from [Ka4, Cor. 2.6.25] and 15.21 that Katz’s theta operators coincide on \( q \)-expansions with the \( p \)-adic theta operators defined above.

15.25 Other examples of \( p \)-adic modular forms. One way to produce examples of \( p \)-adic modular forms (see 11.5) is by applying the \( p \)-adic theta operators to classical Hilbert modular forms. In general, the image of a classical modular form, i.e., an element of \( M(F, \mu_N, \chi) \) (see 5.1), under a theta operator is not a classical modular form. To illustrate this consider the case of \( g = 2 \) and the \( \mathfrak{A} \)-polarized classical Eisenstein series \( E_2 \) over \( \mathcal{Q} \) of weight 2. Recall from 12.3 that its \( q \)-expansion at a \( \mathfrak{A} \)-polarized unramified \( \mathcal{Q} \)-rational cusp \((\mathfrak{A}, \mathfrak{B}, j_{\text{can}})\) is

\[
Nm^{k-1}(\mathfrak{A})\left(2^{-g} \zeta_L(1 - k) + \sum_{\nu \in (\mathfrak{A} \mathfrak{B})^+} \left(\sum_{\nu \in \mathfrak{B} \mathfrak{B}} Nm(\nu \mathfrak{C}^{-1})^{k-1}\right) q^\nu\right).
\]

Let \( p \) be a split prime and let \( \chi, \chi' \) be the fundamental characters over \( p \). Then \( \Theta^\chi E_2 \) is a \( p \)-adic modular form, whose \( q \)-expansion is

\[
Nm^{k-1}(\mathfrak{A})\left(2^{-g} \zeta_L(1 - k) + \sum_{\nu \in (\mathfrak{A} \mathfrak{B})^+} \left(\sum_{\nu \in \mathfrak{B} \mathfrak{B}} Nm(\nu \mathfrak{C}^{-1})^{k-1}\right) \tilde{\chi}(\nu) q^\nu\right),
\]

which is not a classical modular form. To see that we remark that there exists a pull-back map from classical modular forms for our quadratic field to modular forms
on $\mathbb{Q}$, taking a modular form of level 1 (say) and weight $\chi_1^{a_1} \cdots \chi_g^{a_g}$ to a modular form on $SL_2(\mathbb{Z})$ of weight $a_1 + \cdots + a_g$. See §19. The pull-back of $E_2$ is a multiple of the Eisenstein series $E_1^Q$ on $SL_2(\mathbb{Z})$, where to avoid confusion, we write $E_1^Q$ for Eisenstein series of weight $k$ for the field $\mathbb{Q}$.

If $\Theta_1 E_2$ is classical of some weight and level, so is its Galois conjugate $\Theta_{\bar{c}} E_2$ over $L$. Hence, the sum $\Theta_1 E_2 + \Theta_{\bar{c}} E_2$ is in the graded ring of classical modular forms. It follows from 19.8 that the pull-back of $\Theta_1 E_2 + \Theta_{\bar{c}} E_2$ is proportional to $\Theta E_4^Q$ and is a $p$-adic cusp form on $SL_2(\mathbb{Q})$ of weight 6 and integral $q$-expansion. But then, reducing modulo $p$, we would have a mod $p$ cusp form of weight $4 + p + 1$, hence divisible, as a holomorphic modular form, by $\Delta$. Take $p = 2, 3$ or 5 to obtain a contradiction.

From now on we work in characteristic $p$. The goal of the rest of this section is to define theta operators on Hilbert modular forms in characteristic $p$. See the introduction of the section for a more detailed discussion.

**15.26 The poles of $\Theta_{\mathfrak{p}}$, in char $p$.** Denote by

$$\mathfrak{M} := \mathfrak{M}(1,1)^{Kum} \quad \text{and} \quad \mathfrak{M}' := \mathfrak{M}(1,0).$$

Then $\phi: \mathfrak{M} \to \mathfrak{M}'$ is a Galois cover with group

$$G \cong \prod_{\mathfrak{p} \mid (p)} (O_L/\mathfrak{p})^*.$$

By 9.1 and 9.3 we can complete $\phi$ to a morphism of projective normal schemes:

$$\begin{array}{ccc}
\mathfrak{M} & \xrightarrow{\phi} & \mathfrak{M}' \\
\phi & \downarrow & \downarrow \phi \\
\mathfrak{M}' & \xleftarrow{\phi} & \mathfrak{M}.
\end{array}$$

Note that $\mathfrak{M}'$ is the minimal compactification of $\mathfrak{M}(k,\mu_N)$ and the map $\bar{\phi}$ is ramified along the complement of the ordinary locus of $\mathfrak{M}'$. The Kodaira- Spencer isomorphisms extends to the boundary as follows. Over the open subscheme $\mathfrak{M}(k,\mu_N)$ of $\mathfrak{M}'$, one has a universal abelian scheme denoted, by abuse of notation, by $\pi: \mathcal{A}' \to \mathfrak{M}(k,\mu_N)$. Proceeding as in 15.6 one obtains an isomorphism

$$KS' : \Omega^1_{\mathfrak{M}(k,\mu_N)/k} \sim \omega_{\mathfrak{A}'/\mathfrak{M}(k,\mu_N)}.$$

Then we have

$$KS := \bar{\phi}^* (KS') : \bar{\phi}^* \left( \Omega^1_{\mathfrak{M}(k,\mu_N)/k} \right) \sim \bar{\phi}^* \left( \omega_{\mathfrak{A}'/\mathfrak{M}(k,\mu_N)} \right)$$

extending KS. Let

$$\mathfrak{M}^R := \bar{\phi}^{-1} \left( \mathfrak{M}(k,\mu_N)^R \right)$$

the inverse image of the Rapoport locus defined in 3.5 including the cusps. Its complement in $\mathfrak{M}$ has codimension at least 2.
15.27 Definition. For every prime $\mathfrak{P}$ over $p$ and any integer $1 \leq i \leq f_{\mathfrak{P}}$, define the Weil divisor of $M$:

$$W_{\mathfrak{P},i} := \text{support of the effective divisor } \varphi^{-1}(h_{\mathfrak{P},i}).$$

15.28 Remark. By construction $W_{\mathfrak{P},i}$ is reduced. Moreover

$$\left(\varphi^{-1}(h_{\mathfrak{P},i})\right) = \varphi^{-1}\left(h_{\mathfrak{P},i}\right) = (p^{f_{\mathfrak{P}}} - 1)W_{\mathfrak{P},i}.$$

If $f$ is a regular function of $M$ lying in $\Gamma(M, O_{\mathfrak{M}}, [j])$, we are interested in computing the poles of $\Theta_{[j],\mathfrak{P},i}(f)$ on $M$. This is achieved as follows:

15.29 Some notation. Let $Q$ and $\mathfrak{P}$ be prime ideals of $O_L$ over $p$ and let $1 \leq j \leq f_Q$ and $1 \leq i \leq f_{\mathfrak{P}}$. Define

$$\left(\Omega^1_{M/k}\right)_{Q,i} := e_{Q,i} \cdot \Omega^1_{\mathfrak{M}/k}$$

and if $f \in O_{\mathfrak{M}}$ define

$$df_{Q,i} := e_{Q,i} \cdot df \in \left(\Omega^1_{\mathfrak{M}/k}\right)_{Q,i}.$$ 

See 15.7 for the definition of the idempotent $e_{Q,i}$. Let $\delta$ be a local uniformizer of an irreducible component of the divisor $W_{Q,j}$. Let $v_\delta$ be the discrete valuation on the meromorphic functions on $M$ defined by $\delta$. Express

$$f := u \delta^n,$$

where $u$ is a function such that $v_\delta(u) = 0$. Then

$$\left(\Omega^1_{\mathfrak{M}/k}\right)_{Q,i} \ni (df)_{Q,i} = \frac{(du)_{Q,i}}{\delta^n} - \frac{n u (dd)_{Q,i}}{\delta^{n+1}}.$$

15.30 The poles of $d\delta$. To compute $(d\delta)_{Q,i}$, we need to use the detailed analysis of the deformation theory using displays defined in 8.11. By 9.3-9.4 we may choose $\delta$ such that

$$\delta^{p^f - 1} = h_{Q,j+1}^{p^f - 1} \cdots h_{Q,j-1} h_{Q,j},$$

where the elements $h_{Q,j}$ are now viewed not as sections of line bundles but as functions via the choice of local generators for the sheaves themselves. Since $k$ is of characteristic $p$, we conclude that

$$(p^{f_{\mathfrak{P}}} - 1) \delta^{p^f - 2} d\delta = \left(h_{Q,j+1}^{p^f - 1} \cdots h_{Q,j-1}^{p} \right) dh_{Q,j}.$$ 

In 8.11 we have computed the completion

$$R_t = k \left[ [\mathfrak{P},i] [\mathfrak{P},i,j] \right]$$

of $\mathfrak{M}(k, \mu_N)^R$ at a geometric point. With the notation of 8.15, it follows from 8.17 that

$$dh_{Q,j} = e_{Q,j} [j] d[j]_{Q,j}.$$
for an invertible element $e^{[1]}_{\Omega,j}$ of $k$.

15.31 Lemma. We have:

$$d\left(e^{[1]}_{\Omega,j}\right) = \in \left(\Omega^1_{\mathfrak{M}(k,\mu_N)n/k}\right)_{\Omega,j}.$$

Proof: The proof relies on understanding the connection between two deformation theories of abelian varieties: one based on Grothendieck and Mumford’s infinitesimal theory, the other based on the theory of displays. Consider the display $(P_0, Q_0, F_0, V_0^{-1})$ over $k$ introduced in 8.1–8.3. The following results follow from [Zi].

Let $(P_1, Q_1, F_1, V_1^{-1})$ and $(P_2, Q_2, F_2, V_2^{-1})$ two displays over an artinian $k$-algebra $D$ deforming $(P_0, Q_0, F_0, V_0^{-1})$. For $i = 1, 2$ let $\bar{Q}_i$ be the inverse image of $Q_i$ via $P \to P_0$. Then there exists a unique isomorphism

$$\alpha_{P_1, P_2}: (P_1, \bar{Q}_1, F_1, V_1^{-1}) \xrightarrow{\sim} (P_2, \bar{Q}_2, F_1, V_2^{-1})$$

inducing the identity on $(P_0, Q_0, F_0, V_0^{-1})$.

In particular, the functor associating to a nilpotent $p$-thickening $k \subset D$ the $D$-module $\mathcal{D}_{P_0}(D) := P := P / IP_0$, where $(P, Q, F, V^{-1})$ is a display over $D$ deforming $(P_0, Q_0, F_0, V_0^{-1})$, defines a crystal over $k$.

b. Let $\mathcal{D}_{A_0[p\infty]}$ be the crystal over $k$ associated to the formal group $A_0[\infty]$ by Grothendieck and Messing [Me]. The morphism $\mathcal{D}_{P_0} \to \mathcal{D}_{A_0[p\infty]}$, which associates to a nilpotent $p$-thickening $k \subset D$ and a display $(P, Q, F, V^{-1})$ over $D$ deforming $(P_0, Q_0, F_0, V_0^{-1})$ the Lie algebra of the universal extension over $D$ of the formal group associated to $P$, defines an isomorphism of crystals.

Let $D$ be an artinian $k$-algebra with a section $s$. Let $(P_{can}, Q_{can}, F_{can}, V_{can}^{-1})$ be the trivial deformation of $(P_0, Q_0, F_0, V_0^{-1})$ to $D$ defined by pulling-back via $s$. Let $\text{Def}_{P_0}(D)$ be the category of deformations of the display $(P_0, Q_0, F_0, V_0^{-1})$ to a display over $D$. Let $\text{Def}_{Q \subset P_{can}}(D)$ be the category of liftings of the Hodge filtration $Q_0 \subset P_0$ in $P_{can}$.

c. The functor

$$\text{Def}_{P_0}(D) \longrightarrow \text{Def}_{Q \subset P_{can}}(D),$$

associating to $(P, Q, F, V^{-1}) \in \text{Def}_{P_0}(D)$ the flag $\alpha_{P_{can}, P}(Q) \subset P_{can}$, defines an equivalence of categories.

Let $D := k[t_{a,b}]_{\leq a, b \leq g}$ with the relations $t_{a,b}t_{a', b'} = 0$. Let $T$ (resp. $\hat{T}$) be the matrix of Teichmüller lifts $(w(t_{a,b}))_{\leq a, b \leq g}$ (resp. the matrix $(t_{a,b})_{\leq a, b \leq g}$).

d. The flag $Q_{can} + T\mathfrak{z}_{can} \subset P_{can}$ comes from the display $P := P_{can}$ and $Q := Q_{can}$ via the map

$$\alpha_{P_{can}, P} := \begin{pmatrix} \text{Id}_g & T \\ 0 & \text{Id}_g \end{pmatrix};$$

the matrix is given on $P_{can} = \mathfrak{z}_{can} \oplus \mathfrak{z}_{can}$ with respect to $B$. In particular, the matrix of $F \oplus V^{-1}$ with respect to the same basis is given by

$$\begin{pmatrix} A + TC & B + TD \\ C & D \end{pmatrix}.$$
Imposing the condition that \((P, Q, F, V^{-1})\) is polarized is equivalent to restrict to the quotient of \(D\) defined by the relations \(t_{a,b} = t_{b,a}\). Let \(R_i\) be the maximal \(R\)-algebra over which the \(O_L\)-action extends; see 8.11. Denote by \(m_i = (t_{a,b})\) its maximal ideal. Define \((P, Q, F, V^{-1})\) to be the associated display over \(R_i\).

Let \(A \to \text{Spec}(R_i)\) be the abelian scheme with real multiplication by \(O_L\) associated to the display \((P, Q, F, V^{-1})\). The isomorphism \(\alpha_{\text{Pcan}, p}\) induces an \(O_L\)-linear isomorphism

\[
H_{1, \text{dR}}(A_0/k) \times \text{Spec}(R_i) = \hat{P}_{\text{can}} \xrightarrow{\sim} \hat{P} = H_{1, \text{dR}}(A/R_i)
\]

where \(\hat{P} \xrightarrow{\sim} \hat{P}_{\text{can}}\) is the isomorphism (15.31.1).

By (b) it is compatible with the isomorphism

\[
\mathcal{D}_{A_0[p^\infty]}(k) \times \text{Spec}(R_i) \xrightarrow{\sim} \mathcal{D}_{A_0[p^\infty]}(R_i).
\]

By the comparison theorem between the crystals \(\mathcal{D}_{A_0[p^\infty]}\) and \(R^1\pi_{\text{crys}}^*(O_{A_0, \text{crys}})\), we get that the isomorphism (15.31.1) identifies \(H_{1, \text{dR}}(A_0/k)\) with the horizontal sections of the Gauss-Manin connection on \(H_{1, \text{dR}}(A/R_i)\).

Via the identifications of 8.15, we get that the \(O_L\)-linear map deduced from (15.31.1)

\[
\text{Hom} \left( H^1(A_0, O_{A_0}), k \right) = Q_0 \xrightarrow{\cdot} m_i \cdot (\hat{P}/\hat{Q}) = \text{Hom} \left( H^0(A_0, \Omega_{A_0/k}^1), m_i \right)
\]

is defined by the matrix \(\hat{T}\). By [Ka4, §1.0.11–§1.0.21] the induced \(k\)-linear map

\[
H^0(A_0, \Omega_{A_0/k}^1) \otimes H^0(A_0, \Omega_{A_0/k}^1) \xrightarrow{\sim} m_i = \Omega_{R_i/k}^1
\]

coinsides with the Kodaira-Spencer map. In particular, for any prime \(\Omega\), any \(1 \leq j \leq f_\Omega\) and any \(1 \leq l \leq e_\Omega\), such map is uniquely defined by the formula

\[
(\omega_{\Omega,j}^{[l]}) \otimes (\omega_{\Omega,j}^{[l]}) \longmapsto d \left( t_{\Omega,j}^{[l]} \right).
\]

This concludes the proof of the lemma.

Gathering the results of 15.29 and 15.30 and using the results of the lemma, we conclude that for the particular choice of \(\delta\) made in 15.30

\[
v_\delta \left( (d\delta)^{[l]} \right) = \begin{cases} \infty & \text{if } (\Psi, i) \neq (\Omega, j); \\ 2 - p^{f_\Psi} & \text{if } (\Psi, i) = (\Omega, j). \end{cases}
\]

Hence,

15.32 Proposition. With the notation of 15.29, we have

\[
v_\delta \left( (df)^{[l]} \right) = \begin{cases} v_\delta(f) & \text{if } p | v_\delta(f) \text{ or } (\Psi, i) \neq (\Omega, j); \\ v_\delta(f) - (p^{f_\Psi} - 1) & \text{otherwise}. \end{cases}
\]

15.33 Proposition. The notation is as in 15.11. Fix primes \(\Psi\) and \(\Omega\) over \(p\) and integers \(1 \leq i \leq f_\Psi\) and \(1 \leq j \leq f_\Omega\). Let \(0 \leq j \leq e_\Psi - 1\). Let \(f\) be a regular function on \(\mathfrak{M}\) such that \(f \in \Gamma(\mathfrak{M}, O_{\mathfrak{M}}^{[l]}\)). Let \(C\) be an irreducible component of
the divisor $W_{\Omega,j}$ defined in 15.27. Let $v_C$ be the corresponding valuation. Then

$$v_C \left( \Theta^{[i]}_{\mathfrak{p},i}(f) \right) = \begin{cases} \geq v_C(f) & \text{if } \mathfrak{p} \neq \Omega; \\ \geq v_C(f) - 2p^e\mathfrak{p}^{-r} & \text{if } \mathfrak{p} = \Omega \text{ and } i \neq j; \\ \geq v_C(f) - 2 & \text{if } \mathfrak{p} = \Omega, i = j \text{ and } p \nmid v_C(f); \\ v_C(f) - 2 - (p^e\mathfrak{p}^{-1} - 1) & \text{if } \mathfrak{p} = \Omega, i = j \text{ and } p \mid v_C(f); \end{cases}$$

where $r = j - i$ if $j > i$ and $r = f_{\mathfrak{p}} + j - i$ if $j < i$.

**Proof:** By 15.11 we have

$$\Theta^{[i]}_{\mathfrak{p},i}(f) = \overline{\sigma}^{[i]}_{\mathfrak{p},i} \left( \mathfrak{KS}(df) \right) \cdot a(\chi_{\mathfrak{p},i}^2)^{-1}$$
on $\mathfrak{M}$. The map $\overline{\sigma}^{[i]}_{\mathfrak{p},i}$ defined in 15.9 over $\mathfrak{M}(k,\mu_N)^{\text{ord}}$ extends to a $O_L \otimes \mathbf{Z}$-linear map

$$\overline{\sigma}^{[i]}_{\mathfrak{p},i} : \omega^2_{\mathfrak{A}/\mathfrak{M}(k,\mu_N)^{\text{reg}}} \otimes_{O_L} \mathfrak{P}^i \longrightarrow \mathcal{L}_{\mathfrak{p},i}^2,$$
on over $\mathfrak{M}(k,\mu_N)^{\mathbf{R}}$. Hence we obtain a $O_L \otimes \mathbf{Z}$-linear map

$$\Omega^1_{\mathfrak{M}(k,\mu_N)^{\mathbf{R}}/k} \xrightarrow{\mathfrak{KS}} \omega^2_{\mathfrak{A}/\mathfrak{M}(k,\mu_N)^{\text{reg}}} \otimes_{O_L} \mathfrak{P}^i \xrightarrow{\overline{\sigma}^{[i]}_{\mathfrak{p},i}} \mathcal{L}_{\mathfrak{p},i}^2.$$

Pulling-back we get a map

$$\overline{\sigma}^* (\Omega^1_{\mathfrak{M}(k,\mu_N)^{\mathbf{R}}/k} \otimes \mathfrak{P}^i) \longrightarrow \overline{\sigma}^* (\mathcal{L}_{\mathfrak{p},i}^2).$$

We also have a natural inclusion of sheaves of $O_{2n}$-modules

$$0 \longrightarrow \overline{\sigma}^* (\Omega^1_{\mathfrak{M}(k,\mu_N)^{\mathbf{R}}/k}) \longrightarrow \Omega^1_{\mathfrak{M}(k,\mu_N)^{\mathbf{R}}/k}.$$

The cokernel is the branch locus of $\overline{\sigma}^*$; see 9.6. Note that $df \in \Omega^1_{\mathfrak{M}(k,\mu_N)^{\mathbf{R}}/k}$! The modular form $a(\chi_{\mathfrak{p},i}^2)$ defined in 7.8 extends by 9.3 to a section of $\overline{\sigma}^* (\mathcal{L}_{\mathfrak{p},i}^2)$ over $\mathfrak{M}^{\mathbf{R}}$, which we denote in the same way. It is non-vanishing on $\mathfrak{M}$ and locally on $\mathfrak{M}^{\mathbf{R}} \setminus \mathfrak{M}$ it satisfies

$$a(\chi_{\mathfrak{p},i})^{p\mathfrak{p}^{-1}} = h_{\mathfrak{p},i+1}^{p\mathfrak{p}^{-1}} h_{\mathfrak{p},i+2}^{p\mathfrak{p}^{-2}} \cdots h_{\mathfrak{p},i}. $$

Hence, $v_C(a(\chi_{\mathfrak{p},i}^2))$ is equal to 0 if $\mathfrak{p} \neq \Omega$, it is equal to $2p^e\mathfrak{p}^{-r}$ if $\mathfrak{p} = \Omega$ and $i \neq j$, and it is equal to 2, if $\mathfrak{p} = \Omega$ and $i = j$. We conclude using the previous proposition.

**15.34 Definition.** (The operator $\Theta^{[i]}_{\mathfrak{p},i}$ on modular forms.) Let $\mathfrak{p}$ be a prime over $p$, let $1 \leq i \leq f_{\mathfrak{p}}$ and let $0 \leq j \leq e_{\mathfrak{p}} - 1$. Define the subspace of $J$-polarized modular forms of weight $\psi$

$$\mathbf{M}(k,\mu_N,\psi)^{\mathfrak{p},[i]} := \left\{ f \in \mathbf{M}(k,\mu_N,\psi) | r(f) \in \Gamma(\mathfrak{M},O_{2n}^{\mathfrak{p},[i]}) \right\},$$

where $r(f)$ is the regular function on $\mathfrak{M}$ defined in 7.19 and $\Gamma(\mathfrak{M},O_{2n}^{\mathfrak{p},[i]})$ is defined in 15.11. For $f \in \mathbf{M}(k,\mu_N,\psi)^{\mathfrak{p},[i]}$ define

$$\Theta^{[i]}_{\mathfrak{p},i}(f) := \Theta^{[i]}_{\mathfrak{p},i}(r(f)) \cdot a(\psi) \cdot a(\chi_{\mathfrak{p},i}^2) \cdot h_{\mathfrak{p},i}. $$
We have
\[ \Theta_{P,i}^{[j]}(f) \in \Gamma \left( \mathcal{M}, \mathcal{L}_{r^{P,i-1}r^{P,i}} \right). \]

15.35 Theorem. The notation is as in 15.34.
1. The section \( \Theta_{P,i}^{[j]}(f) \) over \( \mathcal{M} \) descends to a section of the line bundle \( \mathcal{L}_{r^{P,i-1}r^{P,i}} \) over \( \mathcal{M}(k,\mu_N)_{\text{ord}} \);
2. the section \( \Theta_{P,i}^{[j]}(f) \) extends to a section of \( \mathcal{L}_{r^{P,i-1}r^{P,i}} \) over \( \mathcal{M}(k,\mu_N) \).

Hence, we obtain a \( k \)-derivation:
\[ \Theta_{P,i}^{[j]} : \oplus \mathcal{M}(k,\mu_N,\psi)_{\mathfrak{P},[j]} \rightarrow \oplus \mathcal{M}(k,\mu_N,\psi r^{P,i-1}r^{P,i}). \]

Proof: Part (1) follows from the description of action of the Galois group \( G \) on functions and on modular forms given in 7.8. Part (2) follows from 15.33.

15.36 Corollary. The notation is as in 15.34 and in 15.14. Let \( f \in \mathcal{M}(k,\mu_N,\psi) \) be a \( \mathfrak{P} \)-polarized modular form of level \( N \) and weight \( \psi \). Suppose that the \( q \)-expansion of \( f \) at a \( \mathfrak{P} \)-polarized unramified cusp \( (B, \Delta, \epsilon, j) \) is
\[ f(\text{Tate}(B, \Delta, \epsilon, j)) = \sum_{\nu} a_{\nu} q^{\nu}. \]

Then
1. \( f \in \mathcal{M}(k,\mu_N,\psi)_{\mathfrak{P},[j]} \) if and only if \( a_{\nu} = 0 \) for all \( \nu \notin \mathfrak{P}^1M \);
2. if \( f \in \mathcal{M}(k,\mu_N,\psi)_{\mathfrak{P},[j]} \), the \( q \)-expansion of \( \Theta_{P,i}^{[j]}(f) \) at the same cusp is
\[ \Theta_{P,i}^{[j]}(f)(\text{Tate}(B, \Delta, \epsilon, j)) = \sum_{\nu} \tilde{\chi}_{\mathfrak{P},[j]}(\nu) a_{\nu} q^{\nu}. \]

See 15.19 for the definition of \( \tilde{\chi}_{\mathfrak{P},[j]}. \)

Proof: It follows from the definition of \( \Theta_{P,i}^{[j]} \) given in 15.34 and 15.19.

15.37 Corollary. The theta operators \( \Theta_{P,i}^{[j]} \) commute for different primes \( \mathfrak{P} \) and different \( 1 \leq i \leq f_{\mathfrak{P}}. \)

15.38 A comparison with Katz’s definition. Katz’s definition of theta operators extends to Hilbert modular form in characteristic \( p \); see [Ka4, §2.6]. Note however that the our operators \( \Theta_{P,i}^{[j]} \) in characteristic \( p \) and Katz’s theta operators change the weights in a different way; compare 15.34 with [Ka4, Cor. 2.6.25]. Indeed, our theta operators in characteristic \( p \) are Katz’s operators multiplied by suitable partial Hasse invariants in order to ensure that they send holomorphic modular forms to holomorphic modular forms. Instead, Katz is interested only in modular forms defined over the ordinary locus where the holomorphicity is not an issue.
16 The operator $V$.

In this section we suppose that $k \subset \overline{F}_p$.

16.1 The definition. Let $g \in M(k, \mu_N, \psi)$ be a $\mathfrak{I}$-polarized modular form over $k$ of level $\mu_N$ and of weight $\psi$. Let $R$ be a $k$-algebra. Let

$A := (A, i, \lambda, \varepsilon)$ and $\omega \in H^0(R, \Omega^1_{A/R})$

be a $\mathfrak{I}$-polarized abelian scheme over $R$ with $O_L$-action and $\mu_N$-level structure, as defined in 3.2, and a generator $\omega$ of $H^0(R, \Omega^1_{A/R})$ as a free $O_L \otimes \mathbb{Z}[R]$-module. Define

$V(g)(A, \omega) = g(A(p), \omega(p))$

where the superscript $(p)$ stands for the base change by the absolute Frobenius.

16.2 Definition. The notation is as in 2.3. Let $F_{\text{abs}}$ be the absolute Frobenius morphism on $\mathcal{G}_{k}$, Let $F_{\text{abs}}^k := F_{\text{abs}} \times \text{Spec}(\overline{F}_p) \text{Spec}(k)$. Define the following endomorphism of the group of characters $X_k$ by

$(\chi: \mathcal{G}_k \to \mathbb{G}_{m,k}) \mapsto (\chi^{(p)} := \chi \circ F_{\text{abs}}^k)$.

It preserves the universal characters defined in 4.1.

16.3 Remark. Suppose that $k = \overline{F}_p$. Then the group of characters $X_k$ of $\mathcal{G}_k$ is endowed with a $\text{Gal}(k/\overline{F}_p)$-action. In particular, the absolute Frobenius $\sigma$ defines an action on $X_k$. Explicitly:

$\sigma^*: \chi \mapsto \sigma^{-1} \circ \chi \circ \sigma$.

Such action preserves the universal characters since

$\sigma^*(\chi_{p, i}) = \chi_{p, i-1}$.

Indeed, if $a \otimes 1 \in O_L \otimes \overline{F}_p$, then

$(\sigma^{-1} \circ \chi_{p, i} \circ \sigma)(a \otimes 1) = (\sigma^{-1} \circ \chi_{p, i})(a \otimes 1) = \chi_{p, i-1}(a)$.

For any $\chi \in X_k$, we have

$\chi^{(p)} = (\sigma^*(\chi))^p$.

16.4 Examples. For $p$ inert, $X_k$ is freely generated by $\{\chi_1, \ldots, \chi_g\}$ and $\chi_i^{(p)} = \chi_{i-1}^p$, where $\chi_i^{(p)} = \chi_i^p$. If $p$ is totally ramified, then $X_k$ is freely generated by one character $\Psi$ and $\Psi^{(p)} = \Psi^p$.

16.5 Proposition. Let $g \in M(k, \mu_N, \psi)$, then $V(g) \in M(k, \mu_N, \psi^{(p)})$.

Proof: We need to verify properties (I)-(III) of 5.1. The first two clearly hold. For (III) consider any $A$ and any $\omega$ as in 16.1 and any $\gamma \in \mathcal{G}_k(R) = (O_L \otimes \mathbb{Z}[R])^*$. Then,
with the notation $\gamma^{(p)} := F^\text{abs}_k(\gamma)$, we have
\[
V \left( g \left( A, \gamma^{-1} \omega \right) \right) = g \left( A^{(p)}, (\gamma^{(p)})^{-1} \omega^{(p)} \right) \\
= \psi(\gamma^{(p)}) g \left( A^{(p)}, \omega^{(p)} \right) \\
= \psi^{(p)}(\gamma) \left( V \left( g \left( A, \omega \right) \right) \right).
\]

We want to compute the effect of $V$ on $q$-expansions. To do this we introduce an auxiliary operator.

16.6 Definition. Let $\sigma$ be the absolute Frobenius on $k$. Consider the induced self-equivalence on the category of schemes over $k$ given by
\[
S \longrightarrow S^\sigma := S \times_k k.
\]

Let $g$ be a $\mathfrak{H}$-polarized modular form of weight $\psi$ and level $\mu_N$ over $k$. Define the rule $\sigma^*(g)$ by
\[
\sigma^* (g) (A, \omega) := \left( g (A^\sigma, \omega^\sigma) \right)^{\sigma^{-1}},
\]
where $A$ and $\omega$ are as in 16.1.

16.7 Lemma. The rule $\sigma^* (g)$ defines a $\mathfrak{H}$-polarized modular form of weight $\sigma^* (\psi)$ as defined in 16.3. Moreover, if the $q$-expansion of $g$ at a $\mathfrak{H}$-polarized $\mathbf{F}_p$-rational unramified cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ is
\[
g(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \sum_{\nu} a_{\nu} q^\nu,
\]
then the $q$-expansion of $\sigma^* (g)$ at the same cusp is
\[
\sigma^* (g) (\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \sum_{\nu} a_{\nu}^{\sigma^{-1}} q^\nu.
\]
See 6.4 and 6.6 for the notions of cusps and $q$-expansions.

Proof: To prove that $\sigma^* (g)$ defines a modular form, it suffices to prove (III) of 5.1. For any $\mathfrak{H}$-polarized Hilbert-Blumenthal abelian scheme $A$ over $R$ with $\mu_N$-level structure and for any generator $\omega$ of the relative differentials and for any $\gamma \in (O_L \otimes \mathbf{Z} R)^*$, we have:
\[
\sigma^* (g) (A, \gamma^{-1} \omega) = \left( g (A^\sigma, (\gamma^\sigma)^{-1} \omega^\sigma) \right)^{\sigma^{-1}} \\
= \left( \psi(\gamma^\sigma) \right)^{\sigma^{-1}} \left( g (A^\sigma, \omega^\sigma) \right)^{\sigma^{-1}} \\
= \left( \sigma^* (\psi)(\gamma) \right) \left( \sigma^* (g) (A, \omega) \right).
\]
For the assertion on \( q \)-expansions note that
\[
\sigma^*(g)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \left( g(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, (j)') \right)^{\sigma^{-1}} \\
= \left( g(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \right)^{\sigma^{-1}},
\]
since Tate objects are defined over \( \mathbf{F}_p \).

**16.8 Proposition.** The notation is as in 16.1. Fix a \( \mathfrak{I} \)-polarized unramified \( \mathbf{F}_p \)-rational cusp \((\mathfrak{B}, \mathfrak{A}, \varepsilon, j)\). Suppose that \( g \) has \( q \)-expansion
\[
g(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \sum_{\nu} a_{\nu} q^\nu,
\]
then the \( q \)-expansion of \( V(g) \) at the same cusp is
\[
V(g)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = \sum_{\nu} a_{\nu}^p q^{p\nu}.
\]

**Proof:** We use the notations of 6.3. Let \( k((\mathfrak{A}, \mathfrak{B}, \sigma)) := \mathbb{Z}((\mathfrak{A}, \mathfrak{B}, \sigma)) \otimes \mathbb{Z} k \). We can factor the absolute Frobenius \( F^{\text{abs}} \) on \( k((\mathfrak{A}, \mathfrak{B}, \sigma)) \) as follows:
\[
k[\left[ q^\nu \right]] \xrightarrow{\sigma} k[\left[ q^\nu \right]] \xrightarrow{\xi} k[\left[ q^\nu \right]] \\
\sum_{\nu} a_{\nu} q^\nu \mapsto \sum_{\nu} a_{\nu}^p q^{p\nu} \mapsto \sum_{\nu} b_{\nu} q^{p\nu}.
\]
Note that \( \xi \) is a homomorphism of \( k \)-algebras. In particular,
\[
V(g)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) = g(\text{Tate}(\mathfrak{A}, \mathfrak{B})^{(p)}, \varepsilon^{(p)}, (j)^{(p)}) \\
= \xi \circ \sigma \left( g(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j) \right) \quad (5.1(II)) \\
= \xi \circ \sigma \left( \sum_{\nu} a_{\nu}^{p^{-1}} q^\nu \right) \quad (16.7)
\]

**16.9 Katz’s \( V \) operator.** In [Ka4, §1.11.21] one finds a more general notion of Frobenius operator on Katz’s \( \mathfrak{I} \)-polarized \( p \)-adic Hilbert modular forms in the sense of 11.5
\[
V: M(R, \mu_N, \chi)^{p\text{-adic}} \longrightarrow M(R, \mu_N, \chi)^{p\text{-adic}},
\]
where \( R \) is as in 10.1. It is defined as follows.

Let \( f = \{f_n\} \) be a \( \mathfrak{I} \)-polarized \( p \)-adic Hilbert modular form of level \( \mu_N \) and weight \( \chi \) over \( R \). The sequence of functions \( \{f_n \in \Gamma(\mathfrak{M}(n, n), O_{\mathfrak{M}(n, n)})\} \) is a
compatible sequence in the sense of 11.3. For \( n, m \in \mathbb{N} \) and let
\[
(A^U, \iota^U, \lambda^U, \varepsilon^U_{Np^n}) \longrightarrow \mathfrak{M}(m, n)
\]
be the universal \( \mathfrak{I} \)-polarized abelian scheme with real multiplication by \( O_L \) and \( \mu_{Np^n} \)-level structure. Fix \( n \geq m \). Define
\[
\pi: A^U \longrightarrow (A^U)' := A^U / (D_{L}^{-1} \otimes \mu_p).
\]
Then \((A^U)'\) inherits a canonical \(O_L\)-action \((\iota^U)\)' and a canonical \(\mu_{N} \times \mu_{p^n-1}\)-level structure \((\varepsilon^U_{Np^n})\)' . By [Ka4, Lemma 1.11.6] it inherits a canonical polarization data \((\lambda^U)'\) and it is characterized by the property that for \( m = 1 \) we have
\[
((A^U)', (\iota^U)', (\lambda^U)', (\varepsilon^U_{Np^n})') \cong \left( (A^U)^{(p)}, (\iota^U)^{(p)}, (\lambda^U)^{(p)}, (\varepsilon^U_{Np^n})^{(p)} \right),
\]
where the latter is the abelian scheme obtained by pull-back via the absolute Frobenius on \( \mathfrak{M}(k, \mu_{Np^n}) \). In particular, for any \( n \geq 1 \) there exists a unique morphism of schemes over \( R/m^n \)
\[
F_n: \mathfrak{M}(n, n) \longrightarrow \mathfrak{M}(n, n-1)
\]
such that
\[
((A^U)', (\iota^U)', (\lambda^U)', (\varepsilon^U_{Np^n})') \cong \left( (A^U, \iota^U, \lambda^U, \varepsilon^U_{Np^n-1}) \otimes \mathfrak{M}(n, n-1), F_n \right).
\]
With the notation of 11.1, let \( \alpha \in \Gamma_n \). By construction the diagram
\[
\begin{array}{ccc}
\mathfrak{M}(n, n) & \xrightarrow{\alpha} & \mathfrak{M}(n, n) \\
F_n \downarrow & & \downarrow F_n \\
\mathfrak{M}(n, n-1) & \xrightarrow{\alpha} & \mathfrak{M}(n, n-1)
\end{array}
\]
is commutative. It follows that the sequence
\[
f_{n-1} \circ F_n \in \Gamma(\mathfrak{M}(n, n), O_{\mathfrak{M}(n, n)})
\]
defines a unique \( p \)-adic modular form of the same weight \( \chi \)
\[
V(f) \in M(R, \mu_N, \chi)^{p-\text{adic}}.
\]
Fix a \( \mathfrak{I} \)-polarized unramified cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{pN}, j_c)\). By [Ka4, §1.11.23] the operator \( V \) changes the \( q \)-expansions at this cusp according to the rule
\[
a_0 + \sum_{\nu} a_{\nu} q^\nu \longrightarrow a_0 + \sum_{\nu} a_{\nu} q^{p\nu}.
\]

**16.10 Remark.** Let \( f \) be a \( p \)-adic modular form à la Serre over \( F \) of level \( \mu_N \) (10.8). Then, \( \Theta_{\mu_N}^{W_{\mathfrak{I}}}(f) \) and \( V(f) \) are \( p \)-adic modular form à la Serre over \( F \) if \( f \) is either a cusp form, or of weight \( \chi \in \mathbb{X} \), or of weight \( \text{Nm}^z \) with \( z \in \mathbb{Z}_p \). This follows from 11.12.
16.11 Lemma. Let \( f \in M(k, \mu_N, \chi) \). We have
\[
 r(V(f)) = V(r(f)),
\]
where the \( V \) on the LHS is the one defined in 16.1, while the one defined on the RHS is Katz’s \( V \) operator on regular functions on \( \mathfrak{M}(1, \infty) \) and
\[
 r: \oplus \mathcal{M}(k, \mu_N, \psi) \longrightarrow \Gamma(\mathfrak{M}(1, 1), O_{\mathfrak{M}(1,1)})
\]
is the map \( \sum g\psi \to \sum \psi g\psi / a(\psi) \) defined in 7.19.

Proof: By 7.9 the \( q \)-expansion of the \( a(\psi) \)'s can be assumed to be 1. The lemma follows by comparing the effect on \( q \)-expansions of Katz’s \( V \) operator and our \( V \) operator; see 16.8.

16.12 Remark. Note that if \( f \in M(k, \mu_N, \chi) \), then \( V(f) \in M(k, \mu_N, \chi(p)) \). Note also that \( \chi(p)\chi^{-1} \in X_k(1) \) in the notation of 4.11. In particular, \( r(V(f)) \) and \( V(r(f)) \) have the same weight as functions on \( \mathfrak{M}(1,1) \). This also justifies our approach to the operator \( V \); it allows to control how the weight changes (see 16.5).

16.13 Remark. Recall that \( \mathfrak{M}(k, \mu_N) \) is defined over \( \mathbb{F}_p \). Let \( \mathbb{F}_{\text{abs}} \) be the absolute Frobenius morphism on \( \mathfrak{M}(\mathbb{F}_p, \mu_N) \) and let \( \mathbb{F}_{\text{abs}}^k \) be its base-change to \( k \). Using the moduli property of \( \mathfrak{M}(k, \mu_N) \), one sees that if \( g \) is a modular form of level \( \mu_N \) and weight 1 over \( k \), i.e., \( g \in \Gamma(\mathfrak{M}(k, \mu_N), O_{\mathfrak{M}(k,\mu_N)}) \), then \( V(g) = \mathbb{F}_{\text{abs}}^*(g) \).

17 The operator \( U \).

We use previous notation and denote
\[
 \mathfrak{M} := \mathfrak{M}(1,1)^{\text{Kum}} \quad \text{and} \quad \mathfrak{M}^\prime := \mathfrak{M}(1,0).
\]

Then \( \phi: \mathfrak{M} \to \mathfrak{M}^\prime \) is a Galois cover with group
\[
 G \cong \prod_{\mathfrak{P}|p} (\mathcal{O}_L/\mathfrak{P})^*.
\]

17.1 Definition. Let \( \mathfrak{P} \) be a prime of \( \mathcal{O}_L \) over \( p \). Let \( 0 \leq j \leq e_P - 1 \) be an integer. Define an operator
\[
 \Lambda(\mathfrak{P}, j): \Gamma(\mathfrak{M}, O_{\mathfrak{M}}^{\mathfrak{P}, [j]}) \longrightarrow \Gamma(\mathfrak{M}, O_{\mathfrak{M}}^{\mathfrak{P}, [j+1]})
\]
(see 15.11 for the notation, extended by the same formula for \( j + 1 = e_P \)) as follows.

Choose \( \psi = \prod_{i=1}^{j} \chi^{|a_{\mathfrak{P}, i}|} \in \mathcal{X}_k(1) \), in the notation of 4.11, with \( a_{\mathfrak{P}, i} \geq 0 \). Let
\[
 \Lambda(\mathfrak{P}, j) := \text{Id} - \prod_{i=1}^{f_{\mathfrak{P}}} (\Theta_{\mathfrak{P}, i}^{[j]})^{a_{\mathfrak{P}, i}}.
\]

17.2 Lemma. The operator \( \Lambda(\mathfrak{P}, j) \) is well defined.
1. It has the following effect on \( q \)-expansions. If \( f = a_0 + \sum_{\nu \in (\mathcal{P} | \mathcal{B})^+} a_{\nu} q^\nu \) at the \( I \)-polarized unramified cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{pN}, j_e)\), then
\[
\Lambda(\mathfrak{P}, j)(f) = \sum_{\nu \in (\mathcal{P} | \mathcal{B})^+} a_{\nu} q^\nu
\]
at this cusp;

2. let \( \chi: G \to k^* \) be a character and let \( f \) be an eigenfunction for \( G \) with character \( \chi \). Then \( \Lambda(\mathfrak{P}, j)(f) \) is also an eigenfunction for \( G \) with character \( \chi \).

**Proof:** Choose \( \psi \) as in 17.1. We calculate the effect of \( \Lambda(\mathfrak{P}, j) \) on \( q \)-expansions using that the operators \( \Theta_{\mathfrak{P}, i} \), for different \( i \)'s, commute by 15.37. Suppose \( f \in \Gamma(\mathfrak{N}, \mathcal{O}_{\mathfrak{B}^+}) \). It follows from 15.19 that the \( q \)-expansion of
\[
\left( \text{Id} - \prod_{i=1}^{\psi} (\Theta_{\mathfrak{P}, i})^{a_{\mathfrak{P}, i}} \right)(f)
\]
at the given cusp is
\[
\sum_{\nu} \left( 1 - \prod_{i=1}^{\psi} (\chi_{\mathfrak{P}, i}^{[j]}(\nu))^{a_{\mathfrak{P}, i}} \right) a_{\nu} q^\nu = \sum_{\nu \in (\mathcal{P} | \mathcal{B})^+} a_{\nu} q^\nu.
\]
The last equality follows since by 15.8
\[
\prod_{i=1}^{\psi} (\chi_{\mathfrak{P}, i}^{[j]}(\nu))^{a_{\mathfrak{P}, i}} = \begin{cases} 0 & \text{if } \nu \notin (\mathcal{P} | \mathcal{B})^+, \\ 1 & \text{otherwise}. \end{cases}
\]
In particular, by 15.19
\[
\Lambda(\mathfrak{P}, j)(f) \in \Gamma(\mathfrak{N}, \mathcal{O}_{\mathfrak{B}^+[j+i]})
\]
and the definition of \( \Lambda(\mathfrak{P}, j) \) does not depend on the choice of \( \psi \). Part (2) follows from 15.12.

**17.3 Definition.** Define an operator
\[
\Lambda: \Gamma(\mathfrak{N}, \mathcal{O}_{\mathfrak{B}^+}) \to \Gamma(\mathfrak{N}, \mathcal{O}_{\mathfrak{B}^+})
\]
by
\[
\Lambda := \circ_{\mathfrak{P}[j]} \left( \Lambda(\mathfrak{P}, e_{\mathfrak{P}} - 1) \circ \cdots \circ \Lambda(\mathfrak{P}, 0) \right).
\]

**17.4 Proposition.** The operator \( \Lambda \) is well defined.

1. It has the following effect on \( q \)-expansions. If \( f = \sum_{\nu} a_{\nu} q^\nu \) at the \( I \)-polarized unramified cusp \((\mathfrak{A}, \mathfrak{B}, \varepsilon_{pN}, j_e)\), then
\[
\Lambda(f) = \sum_{\nu} a_{\nu} q^\nu.
\]
at this cusp;

2. let $\chi : G \to k^*$ be a character and let $f$ be an eigenfunction for $G$ with character $\chi$. Then $\Lambda(f)$ is also an eigenfunction for $G$ with character $\chi$.

Proof: It follows from 17.2.

17.5 Proposition. Let $f$ be a regular function on $\mathfrak{M}$. There exists a unique regular function $a$ on $\mathfrak{M}$ such that

$$V(a) = \Lambda(f).$$

Moreover, if $f$ is an eigenfunction for $G$ with character $\chi$, then $a$ is also an eigenfunction for $G$ with character $\chi$.

Proof: Let $K$ be the function field of $\mathfrak{M}$. We have a commutative diagram:

$$
\begin{array}{ccc}
K & \xrightarrow{d} & \Omega^1_{K/k} \\
\downarrow & & \downarrow \\
K((\mathfrak{A}, \mathfrak{B}, \sigma_\beta)) & \xrightarrow{d} & \Omega^1_{k((\mathfrak{A}, \mathfrak{B}, \sigma_\beta))/k}.
\end{array}
$$

The left vertical arrow is injective being a morphism of fields. By [Ra, Thm. 5.1] the schemes $S_{\beta,}^\sigma$, defined in 6.3, for a suitable choice of the cone decomposition $\{\sigma_\beta\}_\beta$ appear as formal completions of boundary components of smooth toroidal compactifications of $\mathfrak{M}$. In particular,

$$\Omega^1_{K/k} \hookrightarrow \Omega^1_{k((\mathfrak{A}, \mathfrak{B}, \sigma_\beta))/k}$$

is injective. By 17.4 we conclude that

$$\Omega^1_{K/k} \ni d(\Lambda(f)) = 0.$$

We conclude that

$$\Lambda(f) \in \Gamma(\mathfrak{M}, O_{\mathfrak{M}}) \cap K^p k;$$

see [La, Ch. X, Thm. 7.4]. Since $\mathfrak{M}$ is normal and affine

$$\Gamma(\mathfrak{M}, O_{\mathfrak{M}}) \cap K^p k := \Gamma(\mathfrak{M}, O_{\mathfrak{M}})^p k.$$

We conclude by 16.13.

17.6 Definition. Let $f$ be a regular function on $\mathfrak{M}$. Define $U(f)$ to be the unique regular function on $\mathfrak{M}$ such that

$$V(U(f)) = \Lambda(f).$$

Its existence and uniqueness is guaranteed by 17.5.

17.7 Theorem. Let $\mathcal{M}(k, \mu_N, \chi)^{\text{ord}}$ be the space of $\mathfrak{I}$-polarized modular forms over $k$ of weight $\chi$ defined on $\mathfrak{M}(k, \mu_N)^{\text{ord}}$. There exists a (unique) $k$-linear operator

$$U: \mathcal{M}(k, \mu_N, \chi)^{\text{ord}} \longrightarrow \mathcal{M}(k, \mu_N, \chi)^{\text{ord}}$$
with the following effect on q-expansions. Let \( f \in \mathbb{M}(k, \mu_N, \chi)^{\text{ord}} \). Suppose that its q-expansion at a \( \mathfrak{m} \)-polarized unramified cusp \( \langle \mathfrak{B}, \mathfrak{A}, \varepsilon_{pN,j} \rangle \) is

\[
f(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon_{pN,j}) = \sum_{\nu} a_{\nu} q^\nu.
\]

Then the q-expansion of \( U(f) \) at the same cusp is

\[
U(f)(\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon_{pN,j}) = \sum_{\nu} a_{\nu} q^\nu.
\]

Moreover, if \( \chi = \prod_{\mathfrak{P}, i} \chi_{\mathfrak{P}, i}^{\alpha_{\mathfrak{P}, i}} \), and \( \alpha_{\mathfrak{P}, i} \geq 2 \) for all primes \( \mathfrak{P} \) and all integers \( 1 \leq i \leq f_{\mathfrak{P}} \), then

\[
f \in \mathbb{M}(k, \mu_N, \chi) \implies U(f) \in \mathbb{M}(k, \mu_N, \chi).
\]

Proof: Let \( U \) be the operator on functions on \( \mathfrak{M} \) defined in 17.6. Let

\[
U(f) := U(r(f))a(\chi),
\]

where \( r(f) \) is the regular function on \( \mathfrak{M} \) associated to \( f \) as in 7.19 and \( a(\chi) \) is the modular form on \( \mathfrak{M} \) defined in 7.8. In particular, \( U(f) \) is a modular form on \( \mathfrak{M} \). By 7.8 it descends to a modular form on the ordinary locus \( \mathfrak{M}' = \mathfrak{M}(k, \mu_N)^{\text{ord}} \) of \( \mathfrak{M}(k, \mu_N) \). It has weight \( \chi \). By 17.4, 17.6 and 16.8, we conclude that the effect on q-expansions is as claimed in the theorem.

By comparing weights and q-expansions we conclude the following equality of modular forms

\[
h^{p+1}V(U(f)) = h_{\chi} \cdot \prod_{\mathfrak{P}} \left( \prod_{j=0}^{\epsilon_{\mathfrak{P}}-1} \left( \prod_{i=1}^{p} h_{\mathfrak{P}, i}^{p+1} - \prod_{i=1}^{\nu} (\Theta^j_{\mathfrak{P}, i})^{p-1} \right) \right)(f), 
\tag{17.7.1}
\]

where \( h_{\mathfrak{P}, i} \) (resp. \( h_{\chi} \)) are the partial Hasse invariants defined in 7.12.

Assume that \( f \in \mathbb{M}(k, \mu_N, \chi) \) with \( \chi = \prod_{\mathfrak{P}, i} \chi_{\mathfrak{P}, i}^{\alpha_{\mathfrak{P}, i}} \), and \( \alpha_{\mathfrak{P}, i} \geq 2 \) for all primes \( \mathfrak{P} \) and all integers \( 1 \leq i \leq f_{\mathfrak{P}} \). Consider the equality of meromorphic modular forms:

\[
\prod_{\mathfrak{P}} \left( \prod_{i=1}^{f_{\mathfrak{P}}} h_{\mathfrak{P}, i}^{p+1-\alpha_{\mathfrak{P}, i}} \right) \cdot V(U(f)) = \prod_{\mathfrak{P}} \left( \prod_{j=0}^{\epsilon_{\mathfrak{P}}-1} \left( \prod_{i=1}^{\nu} h_{\mathfrak{P}, i}^{p+1} - \prod_{i=1}^{\nu} (\Theta^j_{\mathfrak{P}, i})^{p-1} \right) \right)(f).
\]

The poles of \( U(f) \) are supported on the complement of \( \mathfrak{M}(k, \mu_N)^{\text{ord}} \) in \( \mathfrak{M}(k, \mu_N) \), which is the union of the distinct reduced divisors \( \mathfrak{W}_{\mathfrak{P}, i} \) defined by \( h_{\mathfrak{P}, i} \). It follows from 16.13 that \( V \) increases the poles by \( p \). On the other hand the order of vanishing of \( \prod_{\mathfrak{P}} \left( \prod_{i=1}^{f_{\mathfrak{P}}} h_{\mathfrak{P}, i}^{p+1-\alpha_{\mathfrak{P}, i}} \right) \) along any \( \mathfrak{W}_{\mathfrak{P}, i} \) is at most \( p - 1 \). Hence, if \( U(f) \) is not holomorphic, so is the LHS. But, the modular form on the RHS of the equality has no poles by 15.35.
18 Applications to filtrations of modular forms.

Let \( f \in M(k, \mu_N, \chi) \) be a \( \mathfrak{p} \)-polarized modular form. Let \( \Phi(f) = \prod_{\mathfrak{p},i} \chi^\alpha_{\mathfrak{p},i} \), with \( \alpha_{\mathfrak{p},i} \in \mathbb{Z} \) be its filtration as defined in 8.20.

18.1 A summary. Let \( (\mathfrak{A}, \mathfrak{B}, \varepsilon, j) \) be an unramified cusp in the sense of 6.4. Suppose that the \( q \)-expansion of \( f \) at the given cusp is

\[
f\big((\text{Tate}(\mathfrak{A}, \mathfrak{B}), \varepsilon, j)\big) = a_0 + \sum_{\nu \in \mathfrak{M}^+} a_\nu q^\nu \in k[\{q^\nu\}]_{\nu \in \{0\} \cup (\mathfrak{M})^+}.
\]

In the following table we summarize the effect of various operators on the weight \( \chi \) and the \( q \)-expansion of \( f \); the lower part of the table should be understood on the level of \( q \)-expansions only.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Weight</th>
<th>( q )-expansion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(<a href="f">h_{\mathfrak{p},i}</a>)</td>
<td>( \chi^{p}x_{i-1}^{P}x_{i}^{-1} )</td>
<td>( a_0 + \sum_{\nu} a_\nu q^\nu )</td>
</tr>
<tr>
<td>( \Theta_{[i]}(f) )</td>
<td>( \chi^{P}x_{i-1}^{P}x_{i}^{-1} )</td>
<td>( \sum_{\nu} \chi^{P}<em>{1}(\nu) a</em>\nu q^\nu )</td>
</tr>
<tr>
<td>( V(f) )</td>
<td>( \chi^{P}x_{i}^{-1} )</td>
<td>( a_0 + \sum_{\nu} a_\nu q^\nu )</td>
</tr>
<tr>
<td>( U(f) )</td>
<td>( \chi )</td>
<td>( a_0 + \sum_{\nu} a_{P\nu} q^\nu )</td>
</tr>
<tr>
<td>( \Lambda(\mathfrak{p},i) )</td>
<td>( \chi \bmod x_k(1) )</td>
<td>( a_0 + \sum_{\nu \in {1} \mathfrak{N}<em>{\mathfrak{M}}^{+}} a</em>\nu q^\nu )</td>
</tr>
<tr>
<td>( \Lambda(f) )</td>
<td>( \chi \bmod x_k(1) )</td>
<td>( a_0 + \sum_{\nu} a_{p\nu} q^\nu )</td>
</tr>
</tbody>
</table>

See 15.34 and 15.36 for the operator \( \Theta_{[i]} \), 16.1, 16.5 and 16.8 for the operator \( V \), 17.7 for the operator \( U \). Finally, \([h_{\mathfrak{p},i}]\) means multiplication by the partial Hasse invariant \( h_{\mathfrak{p},i} \) introduced in 7.12.

18.2 Proposition. Let \((\mathfrak{A}, \mathfrak{B}, \varepsilon, j)\) be a \( \mathfrak{p} \)-polarized unramified cusp of level \( \mu_N \). Let \( \widetilde{M}(k, \mu_N) \) be the subring of \( k((\mathfrak{A}, \mathfrak{B}, \varepsilon, j)) \) generated by the \( q \)-expansions at this cusp of modular forms of level \( \mu_N \) and any weight. Define the following differential operator of degree \( (p-1)g \) on \( M(k, \mu_N) \)

\[
\Theta := \Lambda - \text{Id};
\]

see 17.1 for the notation. The following sequence of \( k \)-vector spaces is exact:

\[
0 \longrightarrow \widetilde{M}(k, \mu_N) \overset{V}{\longrightarrow} M(k, \mu_N) \overset{\Theta}{\longrightarrow} \tilde{M}(k, \mu_N) \overset{U}{\longrightarrow} M(k, \mu_N) \longrightarrow 0.
\]

Proof: By the table above one sees that \( U \circ \Theta = 0 \) and that \( \Theta \circ V = 0 \). One also concludes also that \( V \) is injective and \( U \circ V = 1 \). In particular, \( U \) is surjective. By the formula (17.7.1), we have \( V \circ U = 1 - \Theta \). We conclude that if \( f \in \text{Ker}(\Theta) \), then \( f = (1 - \Theta)(f) = V(U(f)) \). Hence, \( f \in \text{Im}(V) \). Finally, if \( f \in \text{Ker}(U) \), then \( f = \sum_{(n,p)=1} a_{pn} q^{\nu} \). Hence, \( f = \Theta(f) \) i.e., \( f \in \text{Im}(\Theta) \).

18.3 Definition. Let \( g \) be a rational function on \( \mathfrak{M} \). For every prime \( \mathfrak{p} \) over \( p \) and any \( 1 \leq i \leq f_{\mathfrak{p}} \), define

\[
v_{\mathfrak{p},i}(g) := \min \{ v_C(g) | C \text{ an irreducible component of } W_{\mathfrak{p},i} \}.
\]
N.B.: Below we use additive notation for character groups in order to ease notation.
Thus, for example, \( X_k = \sum_{\mathfrak{p}, i} Z \chi_{\mathfrak{p}, i} \) and not \( X_k = \prod_{\mathfrak{p}, i} \chi_{\mathfrak{p}, i} \).

18.4 Definition. For any prime \( \mathfrak{p} \) above \( p \) and any \( 1 \leq i \leq f_{\mathfrak{p}} \), let
\[
\psi_{\mathfrak{p}, i} := \chi_{\mathfrak{p}, i}^p - 1 \chi_{\mathfrak{p}, i}^{-1}
\]
be the weight of the partial Hasse invariant \( h_{\mathfrak{p}, i} \) defined in 7.12. Define two positive cones in \( X_k \) by
\[
X^+_k := \sum_{\mathfrak{p}, i} Q_{\geq 0} \psi_{\mathfrak{p}, i} \quad \text{and} \quad \left(X_{O_K}^+\right)_k = \sum_{\mathfrak{p}, i} Q_{\geq 0} \chi_{\mathfrak{p}, i}.
\]
\( \left(X_{O_K}^+\right)_k \) is the image of the cone \( X_{O_K}^+ \), defined in 4.1, under the reduction map.
Finally, we define a partial ordering \( \leq_k \) on \( X_k \) by requiring that if \( \chi, \psi \) are in \( X_k \),
\[
\chi \leq_k \psi \iff \psi \chi^{-1} \in X^+_k.
\]

18.5 Lemma. The elements \( \{ \psi_{\mathfrak{p}, i} \}_{\mathfrak{p}, i} \) form a basis of \( X_k \otimes_{\mathbb{Z}} \mathbb{Q} \). Moreover,
\[
(X_{O_K}^+)_k \subset X^+_k \quad \text{and} \quad \sum_{\mathfrak{p}, i} Z \psi_{\mathfrak{p}, i} = X_k(1).
\]
See 4.11 for the definition of \( X_k(1) \).

Proof: For any prime \( \mathfrak{p} \) the fundamental characters \( \{ \chi_{\mathfrak{p}, i} \}_i \), defined in 4.1 are expressed in terms of \( \{ \psi_{\mathfrak{p}, i} \}_i \) by the positive rational \( f_{\mathfrak{p}} \times f_{\mathfrak{p}} \)-matrix
\[
\frac{1}{p^{f_{\mathfrak{p}} - 1}} \begin{pmatrix}
1 & p & p^2 & \ldots & p^{f_{\mathfrak{p}} - 1} \\
p^{f_{\mathfrak{p}} - 1} & 1 & p & \ldots & p^{f_{\mathfrak{p}} - 2} \\
p & p^2 & p^3 & \ldots & 1
\end{pmatrix}.
\]
This proves the inclusion. The other statement is Part (3) of 7.14.

18.6 Lemma. For any positive integer \( k \) one has, \( \Phi(f^k) = \Phi(f)^k \).

Proof: We assume that \( f \) has weight \( \Phi(f) \). We certainly have \( \Phi(f^k) \leq \Phi(f)^k \). Suppose that the inequality is strict. Then, for some \( \mathfrak{p} \) and \( i \), we have that \( f_{\mathfrak{p}} \), therefore \( f \), vanishes on every component of \( W_{\mathfrak{p}, i} \). Hence, \( f/h_{\mathfrak{p}, i} \) is also holomorphic. This implies that \( \Phi(f) \) is strictly less than the weight of \( f \). Contradiction.

18.7 Proposition. Let \( f \) be a non-zero \( \mathfrak{f} \)-polarized Hilbert modular form of level \( \mu N \) and weight \( \chi \). Then, \( 0 \leq_k \chi i \), e., \( \chi = \prod_{\mathfrak{p}, i} \psi_{\mathfrak{p}, i}^{b_{\mathfrak{p}, i}} \) with \( b_{\mathfrak{p}, i} \in \mathbb{Q} \) and \( b_{\mathfrak{p}, i} \geq 0 \).

Proof: By the definition of filtration given in 8.20 the weight \( \chi \) is the filtration \( \Phi(f) \) multiplied by positive multiples of the elements \( \psi_{\mathfrak{p}, i} \). Hence, we may assume without loss of generality that \( \Phi(f) = \chi \). Let \( \chi = \prod_{\mathfrak{p}, i} \psi_{\mathfrak{p}, i}^{b_{\mathfrak{p}, i}} \). By 18.6 we may assume that \( b_{\mathfrak{p}, i} \in \mathbb{Z} \) for every \( \mathfrak{p} \) and any \( i \). Assume that there exist \( \Omega \) and \( j \) such
that $b_{Q,j} < 0$. Consider the function $r(f) := f / \prod_{q,i} h_{q,i}^{b_q,i}$ on $\mathcal{M}$. Since $f$ and the $h_{q,i}$'s are holomorphic modular forms

$$v_{Q,j}(r(f)) = v_{Q,j}(f) - v_{Q,j}(h_{Q,j}^{b_{Q,j}}) \geq -b_{Q,j} > 0.$$  

This implies that the modular form $f/h_{Q,j} = r(f) \cdot \prod_{(\varphi,j) \neq (Q,j)} h_{\varphi,i}^{b_{\varphi,i}}, h_{Q,j}^{b_{Q,j}}$ is holomorphic, contradicting the assumption that the weight of $f$ is $\Phi(f)$.

18.8 Question. Over the complex numbers, a non-zero Hilbert modular form has weight in $X_{O_K}^+$. In characteristic $p$ this is no longer true as the example of the partial Hasse invariant shows. However, a notion of positivity is retained; the weight depends on $X$, which is a positive cone depending on $p$ and containing $(\mathcal{X}_{O_K})_k^+$. Note that the filtration of a partial Hasse invariant is the trivial character 1 that lies in $(\mathcal{X}_{O_K})_k^+$. We therefore ask: is the filtration of any modular form in $(\mathcal{X}_{O_K})_k^+$?

18.9 Proposition. Let $f$ be a $\mathcal{L}$-polarized modular form of level $\mu_N$ over $k$. The filtration of $f$ and the poles of $r(f)$ determine each other by the following relation. If $\Phi(f) = \prod_{\varphi,i} \chi_{\varphi,i}^a$, then

$$v_{\varphi,i}(r(f)) = -v_{\varphi,i}(\chi(a)) = -\sum_{s=0}^{f_{\varphi}-1} a_{\varphi,i+s} p^s.$$  

Proof: Without loss of generality we may assume that the weight of $f$ is equal to its filtration $\Phi(f)$. In particular, $f$ does not vanish identically along any $W_{\varphi,i}$. Else, by 8.18 the modular form $f/h_{\varphi,i}$ is holomorphic of weight strictly smaller than $\Phi(f)$. Since for any irreducible component $C$ of $W_{\varphi,i}$ we have that $v_{\varphi,i}((a(\chi)) = v_C(a(\chi))$ and $v_C(a(\chi)) \geq 0$ by 18.7, we conclude that

$$v_{\varphi,i}(r(f)) = -v_{\varphi,i}(\chi(a)).$$  

By 9.3

$$v_{\varphi,i}(\chi(a)) = \sum_{j=1}^{f_{\varphi}} a_{\varphi,j} v_{\varphi,i}(a(\chi_{\varphi,j})) = \sum_{s=0}^{f_{\varphi}-1} a_{\varphi,i+s} p^s.$$  

18.10 Proposition. Let $\mathfrak{p}$ be a prime over $p$ and let $1 \leq i \leq f_{\mathfrak{p}}$ and let $0 \leq j \leq e_{\mathfrak{p}} - 1$. Let $\Theta_{\mathfrak{p},i}^{[j]}$ be the operator introduced in 15.34. Suppose that $f \in \mathcal{M}(k, \mu_N, \chi)^{[j]}_{\mathfrak{p}}$. Then

$$\Phi(\Theta_{\mathfrak{p},i}^{[j]}(f)) \leq k \Phi(f) \chi_{\mathfrak{p},i-1}^{e_{\mathfrak{p}}(\chi_{\mathfrak{p},i})},$$  

with equality if and only if $p$ divides $a_{\varphi,i}$.

Proof: We may assume that $\chi = \Phi(f)$. The filtration $\Phi(\Theta_{\mathfrak{p},i}^{[j-1]}(f))$ of $\Theta_{\mathfrak{p},i}^{[j]}(f)$ is
less or equal to its weight \( \Phi(f)\chi_{\mathfrak{P},i}^p \chi_{\mathfrak{P},i} \). By definition
\[
\Theta_{\mathfrak{P},i}^{[i]}(f) = \Theta_{\mathfrak{P},i}^{[i]}(r(f))a(\chi)\alpha(\chi_{\mathfrak{P},i}^2)h_{\mathfrak{P},i};
\]
see 15.34. By 18.9 we have
\[
v_{\mathfrak{Q},j}(r(f)) = \sum_{s=0}^{f_a-1} a_{\mathfrak{Q},j+s} p^s.
\]
In particular, \( p|v_{\mathfrak{Q},j}(r(f)) \) if and only if \( p|a_{\mathfrak{Q},j} \). Let \( C \) be an irreducible component of \( W_{\mathfrak{Q},j} \). If \( f \) vanishes along \( C \), then \( v_C(r(f)) \geq v_{\mathfrak{Q},j}(r(f)) + (p^{fa} - 1) \) by 9.4. Using 15.33, we conclude that \( v_C\left(\Theta_{\mathfrak{Q},j}^{[i]}(r(f))\right) \geq v_{\mathfrak{Q},j}(r(f)) - 2 \), whether \( p|v_C(r(f)) \) or not. Let \( C \) be a component of \( W_{\mathfrak{Q},j} \) along which \( f \) does not vanish identically. Such exists by the assumption that \( \chi = \Phi(f) \). At this component \( v_C(r(f)) = v_{\mathfrak{Q},j}(r(f)) \). Using loc. cit., we find that \( v_C\left(\Theta_{\mathfrak{Q},j}^{[i]}(r(f))\right) \) is greater or equal to \( v_{\mathfrak{Q},j}(r(f)) - 2 \) if \( p|a_{\mathfrak{Q},j} \) and is equal to \( v_{\mathfrak{Q},j}(r(f)) - 2 - (p^{fa} - 1) \) otherwise. Taking the minimum over all components \( C \) of \( W_{\mathfrak{Q},j} \) and using loc. cit., we obtain
\[
v_{\mathfrak{Q},j}\left(\Theta_{\mathfrak{P},i}^{[i]}(f)\right) \begin{cases} 
geq v_{\mathfrak{Q},j}(f) & \text{if } \mathfrak{P} \neq \mathfrak{Q}; \\
\geq v_{\mathfrak{Q},j}(f) - 2p^{fa} - r & \text{if } \mathfrak{P} = \mathfrak{Q} \text{ and } i \neq j; \\
\geq v_{\mathfrak{Q},j}(f) - 2 & \text{if } \mathfrak{P} = \mathfrak{Q}, i = j \text{ and } p|a_{\mathfrak{Q},j}; \\
v_{\mathfrak{Q},j}(f) - 2 - (p^{fa} - 1) & \text{if } \mathfrak{P} = \mathfrak{Q}, i = j \text{ and } p \not| a_{\mathfrak{Q},j}.
\end{cases}
\]
By 18.9 we have \( v_{\mathfrak{Q},j}(a(\chi)) \) and \( v_{\mathfrak{Q},j}(h_{\mathfrak{P},i}) \). One concludes the proof computing \( v_{\mathfrak{Q},j}(a(\chi_{\mathfrak{P},i})) \) and \( v_{\mathfrak{Q},j}(h_{\mathfrak{P},i}) \).

18.11 Proposition. See 16.1 and 16.5 for the definition of the operator \( V \) and its effect on weights. We have \( \Phi(V(f)) = \Phi(f)^{(p)} \).

Proof: By definition \( V \) is induced by Frobenius on \( \mathfrak{M}(k,\mu_N) \). In particular, it increases the poles or the zeroes of \( f \) by \( p \). Hence, if some partial Hasse invariant divides \( V(f) \), it must divide \( f \) itself.

18.12 Definition. We say that \( f \) is an ordinary eigenform if there exists \( \lambda \in k^* \) such that \( U(f) = \lambda f \).

18.13 Proposition. Let \( f \) be a 3-polarized Hilbert modular form of level \( \mu_N \) and filtration \( \Phi(f) = \prod_{\mathfrak{P}} \chi_{\mathfrak{P},i}^p \), such that \( U(f) \) is also holomorphic e. g., \( a_{\mathfrak{P},i} \geq 2 \) for every \( \mathfrak{P} \) and every \( i \). Then
\[
\Phi(U(f))^{(p)} \leq k \Phi(f) \text{Nm}^{a_{\mathfrak{P},i} - 1}
\]
with equality if and only if \( p \) is unramified and \( a_{\mathfrak{P},i} \equiv 1 \) modulo \( p \) for every \( \mathfrak{P} \) and \( i \).

Proof: By (17.7.1), we have
\[
h^{p+1}V(U(f)) = \prod_{\mathfrak{P}} \prod_{i=1}^{\epsilon_{\mathfrak{P},i}} a_{\mathfrak{P},i} \prod_{\mathfrak{P}} \prod_{j=0}^{\epsilon_{\mathfrak{P},i} - 1} \left( h^{p+1}_{\mathfrak{P},i} - \prod_{i=1}^{f_{\mathfrak{P}}} (\Theta_{\mathfrak{P},i}^{[i]}(p-1)) \right)(f).
\]
By 18.11 $V(U(f))$ has filtration $\Phi(U(f))^{(p)}$. For each $j \in \mathbb{N}$, each prime $\mathfrak{P}$ and each $g \in M(k, \mu_N, \chi)$ we have

$$
\Phi \left( \prod_{i=1}^{f_p} h_{\mathfrak{P}, i}^{p+1} - \prod_{i=1}^{f_p} (\Theta_{\mathfrak{P}, i}^{[j]} - 1)^{p-1} (g) \right) = \max \left\{ \Phi(g), \Phi \left( \prod_{i=1}^{f_p} ((\Theta_{\mathfrak{P}, i}^{[j]})^{p-1} (g)) \right) \right\}.
$$

By 18.10 we have

$$
\Phi \left( \prod_{i=1}^{f_p} (\Theta_{\mathfrak{P}, i}^{[j]} - 1)^{p-1} (g) \right) \leq_c \Phi(g) \prod_{i=1}^{f_p} \chi_{\mathfrak{P}, i}^{p^2-1}.
$$

This proves the first part the proposition. By 18.10 we have strict inequality if and only there exist $\mathfrak{P}, i$, $0 \leq j < c_q(p-1)$ such that $a_{\mathfrak{P}, i} + j \equiv 0 \pmod{p}$ i. e., either $p$ is ramified or $a_{\mathfrak{P}, i} \not\equiv 1 \pmod{p}$.

18.14 Corollary. If $f$ is an ordinary eigenform, there exists an ordinary eigenform $g$ of weight $\chi = \prod_{\mathfrak{P}, i} \chi_{\mathfrak{P}, i}^{a_{\mathfrak{P}, i}}$ such that $f$ and $g$ have the same $q$-expansions and $a_{\mathfrak{P}, i} \in [t, \ldots, p+1]$, where $t = 1$ if $p \neq 2$ and $t = 0$ if $p = 2$.

Proof: Note that

$$
\Phi(V(U(f))) = \Phi(V(f)) = \Phi(f)^{(p)}.
$$

Without loss of generality we may assume that $f$ has weight $\chi = \Phi(f)$. From 18.13 we get the inequality

$$
\prod_{\mathfrak{P}, i}^{\chi_{\mathfrak{P}, i}^{p-1}} (\chi_{\mathfrak{P}, i}^{p-1})^{a_{\mathfrak{P}, i}} = \Phi(f)^{(p)} \Phi(f)^{-1} \leq_c \Phi(g) \prod_{\mathfrak{P}, i}^{\chi_{\mathfrak{P}, i}^{p^2-1}} = \prod_{\mathfrak{P}, i}^{\chi_{\mathfrak{P}, i}^{p^2-1}}.
$$

It follows that each $a_{\mathfrak{P}, i}$ is less or equal to $p + 1$.

For every prime $\mathfrak{P}$ we can ensure, by multiplying by suitable partial Hasse invariants, that $2 \leq a_{\mathfrak{P}, i} \leq p + 1$ for $2 \leq i \leq f_{\mathfrak{P}}$. We claim that $a_{\mathfrak{P}, 1} > -\left(1 + \frac{2}{p-1}\right)$. Indeed, using the matrix appearing in the proof of 18.5 and 18.7, we have

$$
p^{p-1}a_{\mathfrak{P}, 1} + a_{\mathfrak{P}, 2} + \ldots + p^{f_{\mathfrak{P}}-2}a_{\mathfrak{P}, f_{\mathfrak{P}}} \geq 0.
$$

This gives $0 \leq p^{f_{\mathfrak{P}}-1}a_{\mathfrak{P}, 1} + (p + 1)(p^{f_{\mathfrak{P}}-1} - 1)(p - 1)^{-1}$, which implies the claim.

Hence, if $p \neq 2$, multiplying further by $h_{\mathfrak{P}, 2}$ (if needed), we get the result. If $p = 2$, multiplying further by at most a second power of $h_{\mathfrak{P}, 2}$, gives this case.

18.15 Corollary. The notation is as in 18.13.

1. If $p$ is unramified and $a_{\mathfrak{P}, i} \equiv 1 \pmod{p}$ for all $\mathfrak{P}$ and $i$, then $U(f) \neq 0$.

2. If $a_{\mathfrak{P}, i} > p + 1$ for some $\mathfrak{P}$ and $i$, then $\Phi(U(f)) <_k \Phi(f)$.

Proof: Part (1) is clear. We prove part (2). The hypothesis implies that $\Phi(f)^{(p)-1} = \prod_{\mathfrak{P}, i}^{\psi_{\mathfrak{P}, i}} \psi_{\mathfrak{P}, i}^{a_{\mathfrak{P}, i}} >_k \prod_{\mathfrak{P}, i}^{\psi_{\mathfrak{P}, i}} \psi_{\mathfrak{P}, i}^{p+1} = \Phi(f)^{\frac{1}{2}}$; see 18.4 for the notation $\psi_{\mathfrak{P}, i}$. Therefore, $\Phi(f)^{(p)} >_k \Phi(f) \Phi(f)^{\frac{1}{2}}$. Using 18.13 we get that $\Phi(f)^{(p)} >_k \Phi(U(f))^{\frac{1}{2}}$. Since the operation $\chi \mapsto \chi^{(p)}$ induces a bijection on the positive cone $\mathbb{R}^+_k$ we conclude that $\Phi(U(f)) <_k \Phi(f)$. 
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Remark. The assumption $a_{\mathfrak{p},i} > p + 1$ for all $\mathfrak{p}$ and $i$, implies that $\Phi(U(f)) < k \Phi(f)$ with respect to any $\psi_{\mathfrak{p},i}$.

19 Functorialities.

Let $L_1 \subset L_2$ be an extension of totally real number fields. Let $\mathfrak{J}_i \subset L_i$ be fixed fractional ideals such that $\mathfrak{J}_2 = \mathfrak{J}_1 \otimes O_{L_2/L_1}$. We add subscripts 1 or 2 to the usual notations for the degrees over $\mathbb{Q}$, the primes, the ramification indices, the degrees of the residue fields, the associated moduli spaces and spaces of modular forms.

19.1 Definition. Let $N$ be an integer and let $S$ be a scheme. We define a morphism

$$\Upsilon: \mathcal{M}_1(S, \mu_N) \longrightarrow \mathcal{M}_2(S, \mu_N),$$

where $\mathcal{M}_i(S, \mu_N)$ is the moduli space with respect to $\mathfrak{J}_i$-polarization. Consider an abelian scheme $(A_1, \iota_1, \lambda_1, \varepsilon_1)$ over a $S$-scheme $T$, with real multiplication $\iota_1$ by $O_{L_1}$, polarization type $\lambda_1: (M_{A_1}, M_{A_1}^+) \sim (\mathfrak{J}_1, \mathfrak{J}_1^1)$ and $\mu_N$-level structure $\varepsilon_1$; see 3.2. Then

$$\Upsilon(A_1, \iota_1, \lambda_1, \varepsilon_1) := (A_2, \iota_2, \lambda_2, \varepsilon_2),$$

where $A_2 := A_1 \otimes O_{L_2/L_1} \rightarrow T$ is an abelian scheme over $T$ with real multiplication $\iota_2 := \iota_1 \otimes \text{id}: O_{L_2} \hookrightarrow \text{End}_T(A_1 \otimes O_{L_2/L_1}) = \text{End}_T(A_2)$ and $\mu_N$-level structure $\varepsilon_2 := \varepsilon_1 \otimes \text{id}: \mu_N \otimes O_{L_2/L_1} \rightarrow A_1 \otimes O_{L_2/L_1} = A_2$.

Note that

$$(A_2)^\vee := \text{Ext}_T^1(A_2, G_{m,T}) \hookrightarrow \text{Ext}_T^1(A_1, G_{m,T}) \otimes O_{L_2} \sim A_1^\vee \otimes O_{L_2},$$

where $\vee$ denotes the dual abelian scheme. Hence, we get the polarization type

$$\lambda_2 := \lambda_1 \otimes \text{id}: (M_{A_2}, M_{A_2}^+) \sim (\mathfrak{J}_2, \mathfrak{J}_2^1)$$

with $\mathfrak{J}_2 := \mathfrak{J}_1 \otimes O_{L_2/L_1}$.

19.2 The extension of $\Upsilon$ to the cusps. Let $i = 1$ or 2. Let $(\mathfrak{A}_i, \mathfrak{B}_i)$ be two fractional ideals of $L_i$ such that $\mathfrak{A}_i \mathfrak{B}_i^{-1} = \mathfrak{J}_i$. Fix a rational polyhedral cone decomposition $\{\sigma_i, \beta\}$ of the dual cone to $(\mathfrak{A}_i, \mathfrak{B}_i)^{-1}_R \subset (\mathfrak{A}_i, \mathfrak{B}_i)_R$ which is invariant under the action of the totally positive units of $O_{L_i}$ and such that, modulo this action, the number of polyhedra is finite. Let

$$S_i := (\mathfrak{A}_i \mathfrak{B}_i)^\vee \otimes G_{m,Z}.$$
We have constructed in 6.3 Tate objects

\[ \text{Tate}(\mathfrak{A}_1, \mathfrak{B}_1)_{\sigma_1, \beta} = \left( \mathfrak{A}_1^{-1}D_{L_2}^{-1} \otimes \mathbb{G}_m, S_{i, \sigma_1, \beta}^\wedge / q(\mathfrak{B}_1) \right) \times_{S_{i, \sigma_1, \beta}} \left( S_{1, \sigma_1, 0}^\wedge \backslash S_{1, \sigma_1, 0} \right). \]

This is an abelian scheme with real multiplication by \( O_L \) over the open subscheme \( S_{i, \sigma_1, 0}^\wedge \backslash S_{1, \sigma_1, 0} \). The latter is defined as the spectrum of the ring obtained completing the affine scheme \( S_{1, \sigma_1, 0} \) along the closed subscheme \( S_{1, \sigma_1, 0} \).\( S_i \) has reduced structure. By 6.2 we have that

\[ \Upsilon \left( \text{Tate}(\mathfrak{A}_1, \mathfrak{B}_1)_{\sigma_1, \beta} \right) \xrightarrow{\sim} \left( \mathfrak{A}_1^{-1}D_{L_2}^{-1} \otimes \mathbb{G}_m, S_{i, \sigma_1, \beta}^\wedge / q(\mathfrak{B}_1D_{L_2/L_1}) \right) \times_{S_{i, \sigma_1, \beta}} \left( S_{1, \sigma_1, 0}^\wedge \backslash S_{1, \sigma_1, 0} \right). \]

Assume that \( \mathfrak{A}_2 = \mathfrak{A}_1O_{L_2} \) and \( \mathfrak{B}_2 = \mathfrak{B}_1D_{L_2/L_1}^{-1} \). The trace map defines a \( O_{L_1} \)-linear, surjective homomorphism \( 1 \otimes \text{Tr}_{L_2/L_1}: \mathfrak{A}_2 \mathfrak{B}_2 \longrightarrow \mathfrak{A}_1 \mathfrak{B}_1 \) and, hence, a closed immersion \( S_1 \longrightarrow S_2 \). Choose cone decompositions \( \{ \sigma_i, \beta \}_i \) for \( i = 1, 2 \) as above such that \( \{ \sigma_1, \beta \}_i \) is induced by \( \{ \sigma_2, \beta \}_i \) via \( 1 \otimes \text{Tr}_{L_2/L_1} \) for each index \( \beta \). We get an induced a closed immersion \( \rho_\beta: S_{1, \sigma_1, \beta} \hookrightarrow S_{2, \sigma_2, \gamma} \) such that \( \rho_\beta^{-1}(S_{2, \sigma_2, \gamma}) = S_{1, \sigma_1, \beta} \) and

\[ \Upsilon \left( \text{Tate}(\mathfrak{A}_1, \mathfrak{B}_1)_{\sigma_1, \beta} \right) = \text{Tate}(\mathfrak{A}_2, \mathfrak{B}_2)_{\sigma_2, \beta} \times_{S_{2, \sigma_2, \gamma}} S_{1, \sigma_1, \beta}. \]

19.3 The canonical homomorphism on weights. There is a canonical injective homomorphism of \( \mathbb{Z} \)-group schemes \( S_1 \longrightarrow S_2 \) defined on \( R \)-valued points by the inclusion \( (O_{L_1} \otimes \mathbb{Z} R)^* \hookrightarrow (O_{L_2} \otimes \mathbb{Z} R)^* \). This induces for any scheme \( T \) a map of characters defined over \( T \):

\[ \Psi: \mathcal{X}_T(S_2) \longrightarrow \mathcal{X}_T(S_1). \]

It follows from 7.4 that it sends fundamental (resp. universal) characters to fundamental (resp. universal) characters.

19.4 The effect of \( \Upsilon \) on modular forms. Let \( f \in \mathbf{M}_2(S, \mu_N, \chi) \) be a modular form over \( S \) of level \( \mu_N \) and weight \( \chi \). Define

\[ \Upsilon^*(f) \in \mathbf{M}_1(S, \mu_N, \Psi(\chi)) \]

by requiring that for any affine \( S \)-scheme \( \text{Spec}(R) \), any abelian scheme \( A_1 \) with \( \text{RM} \) by \( O_L \) and level \( \mu_N \) and any generator \( \omega \) of \( H^0(A_1, \Omega^1_{A_1/R}) \) as \( R \otimes O_L \)-module

\[ \Upsilon^*(f)(A_1, \iota_1, \lambda_1, \iota_1, \omega) := f \left( A_1 \otimes_{O_{L_1}} D_{L_2/L_1}^{-1}, \iota_2, \lambda_2, \iota_2, \omega \otimes 1 \right). \]

See 19.1 for the notation. Note that

\[ \Omega^1_{A_1 \otimes_{O_{L_1}} D_{L_2/L_1}^{-1}/R} \overset{\sim}{\longrightarrow} \Omega^1_{A_1/R} \otimes_{O_{L_1}} O_{L_2} \]
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and, hence, $\omega \otimes 1$ is a generator of $\Omega^1_{A_1 \otimes O_{L_1}, D_{L_2/L_1}^{-1}/R}$. One checks that the definition is well posed.

19.5 Lemma. (The effect of $\Upsilon$ on q-expansions) Let $f \in M_2(S, \mu_N, \chi)$ and let $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ be a $\mathfrak{G}_1$-polarized unramified cusp of $\mathfrak{M}_1(S, \mu_N)$. Suppose that the q-expansion of $f$ at the cusp $(\mathfrak{A} O_{L_2}, \mathfrak{B} D_{L_2/L_1}^{-1}, \varepsilon, j)$, in the sense of 6.6, is

$$f(\Upsilon(\mathfrak{A} O_{L_2}, \mathfrak{B} D_{L_2/L_1}^{-1}, \varepsilon, j)) = a_0 + \sum_{\nu \in (\mathfrak{A} \mathfrak{B} D_{L_2/L_1}^{-1})^+} a_{\nu} q^{\nu}.$$

Then the q-expansion of $\Upsilon^*(f)$ at the cusp $(\mathfrak{A}, \mathfrak{B}, j, \varepsilon)$ is

$$a_0 + \sum_{\delta \in (\mathfrak{A} \mathfrak{B})^+} \left( \sum_{\nu | \mathrm{Tr}_{L_2/L_1}(\nu) = \delta} a_{\nu} \right) q^{\delta}.$$

Proof: We calculate from the definitions

$$\Upsilon^*(f)(\Upsilon(\mathfrak{A}, \mathfrak{B}, j, \varepsilon)) := \Upsilon^*(f)(\Upsilon(\mathfrak{A}, \mathfrak{B}, j, \varepsilon, dt_t)) = \Upsilon^*(f)(\Upsilon(\mathfrak{A}, \mathfrak{B}, j, \varepsilon, dt_t) \otimes 1)$$

$$= \Upsilon^*(f)(\Upsilon(\mathfrak{A} O_{L_2}, \mathfrak{B} D_{L_2/L_1}^{-1}, \varepsilon, dt_t) \otimes 1)$$

$$= \rho_{\beta}(\Upsilon^*(f)(\Upsilon(\mathfrak{A} O_{L_2}, \mathfrak{B} D_{L_2/L_1}^{-1}, \varepsilon, dt_t) \otimes 1))$$

$$= \rho_{\beta}(a_0 + \sum_{\nu \in (\mathfrak{A} \mathfrak{B} D_{L_2/L_1}^{-1})^+} a_{\nu} q^{\nu})$$

$$= a_0 + \sum_{\delta \in (\mathfrak{A} \mathfrak{B})^+} \left( \sum_{\nu | \mathrm{Tr}_{L_2/L_1}(\nu) = \delta} a_{\nu} \right) q^{\delta}.$$

19.6 Compatibilities of $U$ and $V$ operators. For $i = 1, 2$ let $U_i$ and $V_i$ be the $U$ and $V$ operators on the space of modular forms $\bigoplus_{\chi \in \Xi(k)} M_i(k, \mu_N, \chi)$ in characteristic $p$ introduced in 17.7 and 16.1. From the behavior of these operators on weights and q-expansions described in 17.7, in 16.5 and 16.8, we conclude that

$$U_1 \circ \Upsilon^* = U^* \circ U_2 \quad \text{and} \quad V_1 \circ \Upsilon^* = U^* \circ V_2.$$

19.7 Proposition. (Compatibilities of $\Theta$ operators) Let $\mathfrak{p}_i$ be a prime of $O_{L_1}$ over $p$ and let $1 \leq i \leq f_{\mathfrak{p}_1}$. We have the following identity of differential operators on the algebra $\bigoplus_{\chi} M_2(k, \mu_N, \chi)$:

$$\Theta_{\mathfrak{p}_1,i} \circ \Upsilon^* = \Upsilon^* \circ \left( \sum_{\mathfrak{p}_2 | \mathfrak{p}_1} c_{\mathfrak{p}_2/\mathfrak{p}_1} \Theta_{\mathfrak{p}_2,i} \right).$$
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Here $\sum_{\mathfrak{p}_1|j}|\Theta_{1,i}(f)\rangle = a_0 + \sum_{\mathfrak{p}_1|j|} \chi_{\mathfrak{p}_1} \cdot \Theta_{\mathfrak{p}_1,j}$. Therefore, it is enough to calculate the weight of the modular form $\sum_{\mathfrak{p}_1|j|} \chi_{\mathfrak{p}_1} \cdot \Theta_{\mathfrak{p}_1,j}$. By 15.34, the modular form $\Theta_{\mathfrak{p}_1,j}(f)$ has weight $\chi \cdot \chi_{\mathfrak{p}_1,j}$. By 19.4, we conclude that $\mathcal{Y}(\Theta_{\mathfrak{p}_1,j}(f))$ has weight $\Psi(\chi) \cdot \chi_{\mathfrak{p}_1,j}$, which is equal to the weight of $(\Theta_{\mathfrak{p}_1,j} \circ \mathcal{Y})(f)$.

We compute the effect on $q$-expansions. Let $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ be a $\mathfrak{A}$-polarized unramified cusp of $\mathfrak{M}_1(k, \mu_N)$. Denote the $q$-expansion of $f$ at the $\mathfrak{A}$-polarized unramified cusp $(\mathfrak{A}O_{L_2}, \mathfrak{B}D_{L_2}^{-1} \varepsilon, j)$ by $a_0 + \sum_{\delta} a_{\delta} q^\delta$. By 19.5 and 15.36 the effect of $\Theta_{\mathfrak{p}_1,j}$ on the $q$-expansion of $\mathcal{Y}(f)$ at the cusp $(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)$ is

$$\Theta_{\mathfrak{p}_1,j}(\mathcal{Y}(f))(\text{Tate}(\mathfrak{A}, \mathfrak{B}, \varepsilon, j)) = a_0 + \sum_{\delta} \chi_{\mathfrak{p}_1, i} (\delta) \left( \sum_{\nu|\mathfrak{p}_1, j} \chi_{\mathfrak{p}_1, j} (\nu) a_{\nu} \right) q^\delta$$

$$= a_0 + \sum_{\delta} \chi_{\mathfrak{p}_1, i} (\delta) \left( \sum_{\nu|\mathfrak{p}_1, j} \chi_{\mathfrak{p}_1, j} (\nu) a_{\nu} \right) q^\delta$$

$$= \mathcal{Y}^\ast \left( \sum_{\mathfrak{p}_1|j|} \chi_{\mathfrak{p}_1} \cdot \Theta_{\mathfrak{p}_1,j}(f) \right).$$

19.8 Corollary. Let $\mathcal{Y}^\ast$ be the homomorphism from Hilbert modular forms over $k$ of level $\mu_N$ w.r.t. $O_L$ to elliptic modular forms over $k$. Then,

$$\Theta \circ \mathcal{Y}^\ast = \mathcal{Y}^\ast \circ \left( \sum_{\mathfrak{p}|\mathfrak{p} \mid 1 \leq i \leq f_{\mathfrak{p}}} e_{\mathfrak{p}} \Theta_{\mathfrak{p}, i} \right),$$

where $\Theta$ is the classical theta operator of Serre and Swinnerton-Dyer.
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