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Part 1. Modules

The concept of a module resembles very much the concept of a vector space V over a field
F, which is indeed a special case of a module. Recall that a vector space V is an abelian group
and the multiplication of a vector v ∈ V by a scalar λ ∈ F may be viewed as an action of
F on V that respects the additive structure of V and, at the same time, preserves the addition
and multiplication in F. That translates into the axioms λ(v1 + v2) = λv1 + λv2, (λ1 + λ2)v =
λ1v + λ2v, (λ1λ2)v = λ1(λ2v) and 1v = v.

This definition utilizes only the structure of abelian group on V and that F has a structure of a
ring. The fact that F is a very special ring - it is commutative, an integral domain and every non-
zero element is invertible - doesn’t feature in the definition. This observation gives immediately
the definition of a module, as we shall presently see.

1. FIRST DEFINITIONS

1.1. Modules, submodules and homomorphisms. Let R be a ring, always associative with 1,
but not necessarily commutative. An abelian group (M,+) is called a left R-module if we are
given a function

R×M→ M, (r, m) 7→ rm,
such that the following holds:

(1) r(m1 + m2) = rm1 + rm2, for all r ∈ R, mi ∈ M.
(2) 1m = m, for all m ∈ M.
(3) (r1 + r2)m = r1m + r2m, for all ri ∈ R, m ∈ M.
(4) (r1r2)m = r1(r2m), for all ri ∈ R, m ∈ M.

Sometime we write r · m instead of rm to help distinguish the ring element from the module
element. It is an easy consequence of the axioms that r · 0 = 0 for all r ∈ R.

Note that every r ∈ R can be viewed as a group homomorphism [r] : M→ M, given by
m 7→ rm. The function

R→ End(M), r 7→ [r]
(where End(M) denotes the group homomorphisms M→ M; it has a natural ring structure,
where ( f + g)(m) := f (m) + g(m) and f g = f ◦ g), is a ring homomorphism. In turn, a ring
homomorphism R→ End(M) makes M into an R-module.

A submodule N of a left R-module M is a subgroup N ⊆ M such that for all n ∈ N, r ∈ R we
have rn ∈ N. We note that in this case N is itself an R-module. The intersection of any collection
of submodules is a submodule.

A homomorphism
f : M1 → M2

of left R-modules is a function f such that f : M1 → M2 is a group homomorphism and f (rm) =
r f (m) for all m ∈ M1, r ∈ R. For example, if N is a submodule of M then the inclusion map
N → M, n 7→ n, is a homomorphism of modules.

Let f : M1 → M2 be a homomorphism of modules. The kernel of f ,

Ker( f ) = {m ∈ M1 : f (m) = 0},
is a subgroup of M1 (note that all subgroups are normal), but it has another property: it is a
submodule. Indeed, let m ∈ Ker( f ) and r ∈ R then f (rm) = r f (m) = r · 0 = 0. We remark that
if B ⊆ M1 is a submodule then f (B) is a submodule of M2.

A homomorphism f : M1 → M2 which is bijective is called an isomorphism. In that case, the
inverse function f−1 : M2 → M1 is automatically a module homomorphism. We say that M1 is
isomorphic to M2 if there exists an isomorphism f : M1 → M2. We denote this by M1

∼= M2.
One checks that being isomorphic is an equivalence relation.
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Let m ∈ M. The annihilator of m, Ann(m) (or, AnnR(m) if we need to specify the ring) is
defined as follows.

Ann(m) = {r ∈ R : rm = 0}.
We note that Ann(m) is a left ideal of R. More generally, for a non-empty subset S of M define
Ann(S) = {r ∈ R : rs = 0, ∀s ∈ S}. As Ann(S) = ∩s∈SAnn(s) is the intersection of left ideals it
is a left ideal too.

If R is a commutative integral domain we make another definition: we define the torsion of M
as

Tors(M) = {m ∈ M : ∃r ∈ R, r 6= 0, rm = 0} =
⋃

{m∈M: Ann(m) 6=0}
{m}.

One checks that Tors(M) is a submodule of M. The verification is easy, but it does use crucially
the assumptions on R.

Before giving examples, we remark that one can define analogously a right R-module M as an
abelian group with a function M× R→ M, (m, r) 7→ mr with the analogous axioms. One gets a
theory completely parallel to the one of left R-modules and for that reason we shall restrict our
discussion to left R-modules throughout. Although, when we need to use results about right
R-modules we shall do so without hesitation.

1.2. Examples. The following examples are key examples. We shall often return to them.

Example 1.2.1. Let I be a left ideal of R. Then I is an R-module. This applies in particular to R
itself. Conversely, if M ⊆ R is an R-submodule of R then M is a left ideal.

Example 1.2.2. Let M be an R-module and m ∈ M. Then Rm := {rm : r ∈ R} is a submodule of
M. In general, a submodule N of M will be called cyclic if there is an element m ∈ N such that
N = Rm. Let S = {mα}α∈A be a collection of elements of M. Define the submodule generated
by S to be

〈S〉 :=
{
∑ rini : finite sum, ri ∈ R, ni ∈ S

}
.

This is a submodule and, in fact, is the minimal submodule of M containing S. If M1, . . . , Mn
are submodules of M and S = M1 ∪ · · · ∪ Mn then the submodule generated by S can also be
written as

M1 + · · ·+ Mn = {m1 + · · ·+ mn : mi ∈ Mi, ∀i}.
It is also called the sum of the modules {Mi : 1 ≤ i ≤ n}. More generally, if {Mα : α ∈ I}
are a collection of submodules of M, we define their sum, ∑α∈I Mα, to be the minimal submod-
ule containing all of them; equivalently, the collection of all finite sums ∑n

i=1 mi where each mi
belongs to some Mα(i).

Let I be an ideal of R. Define IM as the collection of finite sums ∑ rimi, where ri ∈ I and mi
in M. This is an R-submodule of M.

Example 1.2.3 (Abelian groups). Every abelian group M can be viewed as a module over the
ring of integers Z, where for n ∈ Z, g ∈ M we let ng = g + g + · · · + g (n-times) for n > 0,
ng = 0 for n = 0 and ng = −((−n)g) for n < 0. A submodule is nothing else then a subgroup
and a module homomorphism amounts to a group homomorphism. A quotient module is just
a quotient group and so on.

A group is a cyclic Z-module precisely when it is a cyclic group. The torsion of a group are
the elements of finite order.

Example 1.2.4 (Vector spaces). Let F be a field and V a vector space of F. Then V is an F-
module. Maps of F-modules are linear transformations over F and a submodule is a subspace.
Quotient modules are quotient spaces. We always have Tors(V) = {0}. V is cyclic if and only if
dimF(V) ≤ 1.
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Example 1.2.5 (Vector spaces with a linear transformation). Let F be a field. Consider vector
spaces over F equipped with a linear transformation, say (V, T). This notion is equivalent to
saying that V is an F[x]-module. Indeed, given such datum (V, T), define a module structure
on V by

f (x) · v = f (T)(v), f (x) ∈ F[x], v ∈ V.
As usual, if f (x) = λnxn + · · · + λ0 then f (T) is the linear transformation λnTn + · · · + λ0Id,
where Tn means T ◦ T ◦ · · · ◦ T (n-times). That is, the scalars λ ∈ F act naturally, x acts as T, x2

acts as T2 and so on. One easily verifies the module axioms.
Conversely, if V is an F[x]-module, the given action (λ, v) 7→ λv, λ ∈ F, v ∈ V, makes V into

a vector space over F. Further, define

T = TV : V → V, T(v) := x · v.

Here x · v stands for the product of a ring element x with a module element v. The identity
T(λ1v1 + λ2v2) = λ1T(v1) + λ2T(v2) follows from x(λ1v1 + λ2v2) = x(λ1v1) + x(λ2v2) =
(xλ1)v1 + (xλ2)v2 = (λ1x)v1 + (λ2x)v2 = λ1(xv1) + λ2(xv2).

Under this dictionary, a homomorphism of F[x]-modules f : V →W, corresponds to a linear
map f : V →W such that f ◦ TV = Tw ◦ f . A submodule of V corresponds to a TV-invariant
subspace of V. We summarize that in a table.

Modules Vector spaces with a linear map

F[x]-module V v. sp. + lin. transf. (V, TV)

submodule TV-invariant subspace
homomorphism of F[x]-modules
f : V →W

linear transf. f : V →W satisfy-
ing
f ◦ Tv = Tw ◦ f

Suppose that V is finite dimensional and let m(x) be the minimal polynomial of T. Then m(T)
is the zero map. It follows that every element of V is killed by m(x) ∈ F[x]. Thus, if V is finite
dimensional V is torsion, V = Tors(V).

When is V a cyclic F[x] module? This is precisely when there is a vector v ∈ V such that
{v, Tv, T2v, . . . } spans V. Suppose that V is finite dimensional, say of dimension n. Then
V is a cyclic module if and only if for some v ∈ V, {v, Tv, . . . , Tn−1v} span V, because Tn

is already a combination of {1, T, T2, . . . , Tn−1} by the Cayley-Hamilton theorem. Therefore,
{v, Tv, . . . , Tn−1v} is a basis of V. For similar reasons then, the minimal polynomial must be
of degree n as well, hence equal to the characteristic polynomial. Conversely, if the minimal
polynomial is equal to the characteristic polynomial then V is cyclic. Namely, there is a vector
v ∈ V such that {v, Tv, . . . , Tn−1v} is a basis of V. We leave that as an exercise in linear algebra.

Finally, given a vector v ∈ V, what is its annihilator? A linear transformation kills v iff it kills
the linear subspace spanned by {v, Tv, T2v, . . . }, namely, the cyclic submodule W generated by
v. The annihilator is an ideal of F[x] generated by some polynomial f (x). Then, f (T) is zero
on W and must be the polynomial of minimal degree vanishing on W. Thus, Ann(v) = 〈 f (x)〉,
where f (x) is the minimal polynomial of T restricted to W, where W is the minimal T-invariant
subspace containing v.

Example 1.2.6. (Hom module). Let R be a commutative ring. Let M, N be R-modules, then
HomR(M, N), the R-module homomorphisms from M to N, is itself an R-module, where for
f , g ∈ HomR(M, N), r ∈ R, we let

( f + g)(m) := f (m) + g(m), (r · f )(m) = r · f (m).

We leave the verification as an exercise. Where is the commutativity of R used?
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1.3. Quotients and the isomorphism theorems. Let M be an R-module and N a submodule
of M. As a group, N is normal in M and so M/N is naturally an abelian group and M→ M/N
a group homomorphism. We claim that, further, M/N is naturally an R-module and M→ M/N
is an R-module homomorphism. Indeed, define

r · (m + N) = r ·m + N.

This is well-defined. If m′ ∈ M is such that m + N = m′ + N then m′ = m + n for some
n ∈ N. Then, r · m′ + N = r · (m + n) + N = r · m + r · n + N = r · m + N, because r · n ∈ N.
The module axioms now follow automatically. Similarly, it is immediate that M→ M/N is a
module homomorphism. The module M/N is called a quotient module.

Remark 1.3.1. Note at this point a subtle point. If R is a ring and I is a left ideal of R, I is a left
R-submodule of R and so the quotient R/I is a left R-module. However, unless I is a two-sided
ideal, the quotient R/I is not a ring.

Theorem 1.3.2 (First isomorphism theorem). Let f : M→ L be a homomorphism of R-modules
and let N be a submodule of M contained in Ker( f ). There is a unique homomorphism F : M/N → L
rendering the diagram commutative:

M
f

//

can. ""FFFFFFFF L

M/N
F

<<yyyyyyyy

Furthermore, Ker(F) = Ker( f )/N.

Proof. The R-module homomorphism F, if it exists, would be in particular a homomorphism of
groups. Thus, the definition of F is imposed on us:

F(m + N) = f (m).

We know F is a well-defined group homomorphism with kernel Ker( f )/N. It only remains to
check that is a homomorphism of modules. But F(r(m + N)) = F(rm + N) = f (rm) = r f (m) =
rF(m + N) and the proof is complete. �

As with groups, this theorem is the basis for a series of results. The proofs are almost identical
to those given for groups. In fact, some aspects are simpler because all subgroups are normal
and so one can forego some verifications. On the other hand, one needs to check that every
group homomorphism constructed in those proofs is also an R-module homomorphism, but
that always follows without difficulty. We omit most details.

Corollary 1.3.3. Suppose that f is surjective. Then M/Ker( f ) ∼= L.

Proof. Indeed, then F is surjective and its kernel is {0} = Ker( f )/Ker( f ). Thus, F is an isomor-
phism. �

Example 1.3.4. Let M be an R-module and m ∈ M. The map

R→ M, r 7→ rm,

is an R-module homomorphism with kernel Ann(m). We conclude an isomorphism of R-
modules

R/Ann(m) ∼= Rm.
Thus, every cyclic module is isomorphic to R/I for some left ideal I. Conversely, if I is a left-
ideal, the R-module R/I is cyclic. For example, it is generated by 1̄ = 1 + I ∈ R/I.
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Theorem 1.3.5 (Second isomorphism theorem). Let A, B, be submodules of a module M. Then
A + B = {a + b : a ∈ A, b ∈ B} is again a submodule, as is A ∩ B, and we have an isomorphism of
R-modules.

A/(A ∩ B) ∼= (A + B)/B.

z

Theorem 1.3.6 (Third isomorphism theorem). Let A ⊂ B ⊂ M be modules over R. We have an
isomorphism of R-modules

(M/A)/(B/A) ∼= M/B.

Theorem 1.3.7 (Correspondence theorem). Let f : M→ N be a surjective homomorphism of R-
modules. There is a bijection between the submodules of M containing the kernel of f and submodules of
N. It is given by M1 ⊂ M 7→ f (M1) and N1 ⊂ N 7→ f−1(N1). This correspondence preserves sums
and intersections. Further, for M1 ⊇ M2 ⊇ Ker( f ) we have M1/M2 ∼= f (M1)/ f (M2).

Example 1.3.8. Let M be an R-module and N a submodule. Then Ann(N) is a two-sided ideal of
R (but, unless R is commutative, the annihilator Ann(m) of an element m of M is not a two-sided
ideal, only a left ideal). Indeed, let a ∈ Ann(N) and r ∈ R. Given n ∈ N we have (ra)n =
r(an) = r0 = 0 and also (ar)(n) = a(rn) = 0 because rn ∈ N too. Thus, the quotient R/Ann(N)
is a ring. The R-module N is naturally an R/Ann(N) module; given a coset ā = a + Ann(N) of
R/Ann(N) define

ā · n := a · n.

This is well defined. Suppose that a′ + Ann(N) = a + Ann(N) then a′ = a + u for some u ∈
Ann(N). We find that ā′ · n = (a + u) · n = a · n + u · n = a · n = ā · n, because u · n = 0. In the
same way, if I is any two-sided ideal contained in Ann(N) then N is an R/I-module.

Now, let I be a two-sided ideal of R and M an R-module. The ideal I kills the R-module
M/IM. Thus, M/IM is naturally an R/I module. This is a very useful observation.

1.4. Constructions: direct sum, direct product, free modules. Let R be a ring and Mα, for α
ranging over some index set I, a collection of R-modules. The direct product of the Mα is defined
as

∏
α∈I

Mα := {(mα)α∈I : mα ∈ Mα, ∀α}.

About the notation (mα)α∈I . We are being a bit colloquial here and think about that as a vector
whose α’s coordinate belongs to Mα. More pedantically, we can form the disjoint union of the
modules Mα, denoted ä Mα (we shall omit the precise definition of this and rely on our intuition
here), and then we can think of ∏α∈I Mα as the collection of functions { f : I → ä Mα : f (α) ∈
Mα, ∀α}. Given such a function we can write it as the vector ( f (α))α∈I and given a vector (mα)α∈I
we define a function f by f (α) = mα. This gives a rigorous interpretation to the vector notation.
At any rate, we define addition on ∏α∈I Mα by

(mα)α∈I + (nα)α∈I = (mα + nα)α∈I

(which corresponds to addition of functions), and multiplication by a scalar r ∈ R by

r(mα)α∈I = (rmα)α∈I

(that is, we multiply all the coordinates by r). The verification that this is an R-module is imme-
diate. Further, let α0 ∈ I. The map

Mα0 → ∏
α∈I

Mα, mα0 7→ (mα)α∈I ,
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where mα = mα0 if α = α0 and otherwise mα = 0, is an injective module homomorphism. The
projection

pα0 : ∏
α∈I

Mα → Mα0 , (mα)α∈I 7→ mα0 ,

is a module homomorphism as well.
We define the direct sum of the modules Mα, denoted ⊕α∈I Mα, as the submodule of ∏α∈I Mα

comprised the vectors all whose coordinates, but finitely many, are zero. If I is a finite set then
the direct sum and the direct product are the same, but not when I is infinite. We further note
that the kernel of

pi : M1 ⊕M2 ⊕ · · · ⊕Mn → Mi, pi((mj)
n
j=1) = mi,

is M1 ⊕ · · · ⊕Mi−1 ⊕ {0} ⊕Mi+1 ⊕ · · · ⊕Mn and

(M1 ⊕M2 ⊕ · · · ⊕Mn)/(M1 ⊕ · · · ⊕Mi−1 ⊕ {0} ⊕Mi+1 ⊕ · · · ⊕Mn)q ∼= Mi.

A more general isomorphism is the following. Let Ni ⊆ Mi be submodules. Then,

(M1 ⊕M2 ⊕ · · · ⊕Mn)/(N1 ⊕ N2 ⊕ · · · ⊕ Nn) ∼= (M1/N1)⊕ (M2/N2)⊕ · · · ⊕ (Mn/Nn).

A particular case of the direct sum construction is the case where each Mα = R. In this case
we also denote ⊕α∈I R as R⊕I . It is called a free R-module. In general an R-module M is called
free if M ∼= R⊕I for some set I (if I is empty we define R⊕I to be the zero module).

Proposition 1.4.1. Let M be a free R-module, say M ∼= R⊕I for some I. Then there exist elements
{mα : α ∈ I} ⊆ M such that every element of M can be written uniquely as ∑α∈I rαmα where almost all
rα = 0.

Conversely, if M is an R module and if there exist elements {mα : α ∈ I} ⊆ M, such that every
element of M can be written uniquely as ∑α∈I rαmα, where almost all rα = 0, then M ∼= R⊕I .

Proof. Suppose f : R⊕I → M is an isomorphism. Let mα = f (eα), where eα is the vector whose
α-coordinate is 1 and all whose other coordinates are zero. The identity (rα)α∈I = ∑α rαeα holds
in R⊕I , and shows that every element of R⊕I is uniquely a linear combination of {eα : α ∈ I}. It
follows by applying f that every element of M is uniquely a linear combination of {mα : α ∈ I}.

The converse is slightly less formal. Suppose that for some elements {mα : α ∈ I} of M, every
element of M can be expressed uniquely as ∑α rα(m)mα, with coefficients rα(m) ∈ R that are
almost all zero. Define a map

M→ R⊕I , m 7→ g(m) = (rα(m))α∈I .

This map is well-defined as almost all rα are 0. Since m1 + m2 = ∑α(rα(m1) + rα(m2))mα it
follows that rα(m1) + rα(m2) = rα(m1 + m2). Thus, g(m1 + m2) = (rα(m1 + m2))α = (rα(m1) +
rα(m2))α = (rα(m1))α + (rα(m2))α = g(m1) + g(m2). The argument for g(rm) = rg(m) is very
similar.

Clearly, g(m) = 0 implies rα(m) = 0 for all α. But then m = ∑α rαmα = 0, so g is injective.
Finally, given (rα)α ∈ R⊕I , let m = ∑α rαmα, which is well-defined because almost all rα = 0.
Then g(m) = (rα)α and so g is also surjective. �

Lemma 1.4.2. Let R be a commutative ring. Let I and J be sets. Then R⊕I ∼= R⊕J if and only if I and J
have the same cardinality.

Proof. Suppose that I and J have the same cardinality. By definition that means that there is a
bijection ψ : J → I. Define

f : R⊕I → R⊕J , f ((rα)α∈I) = (sβ)β∈J ,

where,
sβ = rψ(β).
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f is a module homomorphism. Indeed f ((rα)α + (r′α)α) = f ((rα + r′α)α) = (rψ(β) + r′ψ(β))β =

(rψ(β))β + (r′ψ(β))β = f ((rα)α) + f ((r′α)α). Also, f (r(rα)α) = f ((rrα)α) = (rrψ(β))β = r(rψ(β))β =

r f ((rα)α). In contrast to this argument which entirely formal, the converse direction is much
deeper.

Let A be a maximal ideal of R. One checks that for every collection of modules {Mα}we have

A ·
⊕

α

Mα = ·
⊕

α

AMα.

Therefore,
A · R⊕I = A ·

⊕
i∈I

R =
⊕
i∈I

A.

Since R⊕I ∼= R⊕J we have A · R⊕I ∼= A · R⊕J and so R⊕I/A · R⊕I ∼= R⊕J/A · R⊕J . But,

R⊕I/A · R⊕I ∼=
⊕
i∈I

(R/A) = (R/A)⊕I ,

and consequently
(R/A)⊕I ∼= (R/A)⊕J .

However, R/A is a field and (R/A)⊕I is a vector-space over it of dimension |I|. From the theory
of vector spaces, we conclude |I| = |J|. �

Finally, we discuss the notion of internal direct sum. Let M be a module and {Mα : α ∈ I} be
family of submodules of M such that for every α, Mα ∩∑β 6=α Mβ = {0}. Then the sum ∑α Mα is
called in internal direct sum, or simply “direct sum”. This is justified by the following lemma.

Lemma 1.4.3. Let {Mα : α ∈ I} be family of submodules of M such that for every α, Mα ∩∑β 6=α Mβ =

{0}, then

∑
α∈I

Mα
∼= ⊕α∈I Mα.

Therefore, we allow the abuse of notation and denote the internal direct sum also by ⊕α∈I Mα and may
refer to it as simply “direct sum”.

Corollary 1.4.4. Let M be a free R-module, say M ∼= R⊕I . We say that M has rank |I|. This notion is
well-defined.

1.5. The Chinese Remainder Theorem.

Theorem 1.5.1. Let R be a commutative ring and M an R-module. Let I1, . . . , Ik be relatively prime
ideals of R. The homomorphism of R-modules

M→ M/I1M⊕ · · ·M/Ik M, m 7→ (m + I1M, . . . , m + Ik M),

is a surjective homomorphism with kernel I1M ∩ · · · ∩ Ik M = (I1 · · · Ik)M.

We proved this theorem for the particular case of M = R. In that case, all quotient modules are
in fact rings and we proved that the map is a ring homomorphism. In our case we of course make
no such claim. One checks that essentially the same proof works. We remark that the proof gives
directly I1M ∩ · · · ∩ Ik M = (I1 · · · Ik)M without needing to show first that I1M ∩ · · · ∩ Ik M =
(I1 ∩ · · · ∩ Ik)M; the equality I1M ∩ · · · ∩ Ik M = (I1 ∩ · · · ∩ Ik)M holds under the assumptions
of CRT, and is a consequence of it, but in the general situation it may fail; in fact, even for ideals
a, b, c of a ring R it need not be the case that (a∩ b)c = ac∩ bc.

The Chinese remainder theorem looks formal, but it contains some interesting information as
the next example shows.
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Example 1.5.2. Let (V, T) be a finite dimensional vector space over a field F and T : V → V
a linear transformation. Let m(x) be the minimal polynomial of T. We consider V as an F[x]-
module. Since m(T) annihilates V we may also consider V as an F[x]/(m(x))-module. Consider
the decomposition of m(x) into irreducible polynomials over F:

m(x) = f1(x)r1 · · · fk(x)rk ,

where the fi(x) are distinct monic irreducible polynomials and the ri positive. Let

Ii = ( fi(x)ri).

The ideals I1, . . . , Ik satisfy the conditions of the CRT and I1 · · · Ik = (m(x)). We conclude that

V ∼= V/( f1(x)r1)V ⊕ · · · ⊕V/( fk(x)rk)V.

In fact, if ei is the i-th element used in the proof of the CRT (so that ei ≡ 0 (mod f
rj
j ) for j 6= i and

ei ≡ 1 (mod f ri
i )) then eiV, which is a submodule of V maps isomorphically onto V/( fi(x)ri)V.

That give us a computable way to view the quotient module V/( fi(x)ri)V also as a submodule
of V. The restriction of T to the submodule V/( fi(x)ri)V is of course killed by fi(x)ri . But since
m(x) = f1(x)r1 · · · fk(x)rk we conclude that it cannot be killed by a smaller power of fi (as the
minimal polynomial is the lcm of the minimal polynomials of the subspaces V/( fi(x)ri)V). To
summarize, we have deduced the so-called Primary Decomposition Theorem.

Suppose that the minimal polynomial of T factors as m(x) = f1(x)r1 · · · fk(x)rk . There are subspaces
V1, . . . , Vk of V that are T-invariants such that V = V1⊕ · · · ⊕Vk and such that the minimal polynomial
of T on Vi is fi(x)ri . Furthermore, if ei(x) is a polynomial such that f

rj
j |ei for j 6= i and f ri

i |(ei − 1), then
Vi = ei(T)V.

2. MODULES OVER PID

The main goal of this section is to give a structure theorem for certain R-modules, when R is
a PID. The only requirement the modules M have to satisfy is that they are finitely generated.
Namely, that there are finitely many elements m1, . . . , mn in M such that every element of M is
of the form ∑n

i=1 rimi for some ri ∈ R. (We say that M is generated by the elements m1, . . . , mn).
Note that there is no requirement that the ri be unique. For example, Z/4Z is a finitely generated
Z-module. Because taking the element 1 as an element of the module Z/4Z every element of
Z/4Z can be written as 0 · 1, 1 · 1, 2 · 1, 3 · 1. But note, for example, that 0 · 1 can also be written as
say 24 · 1, and so-on, so this writing is far from unique. Note also that every element of Z/4Z can
be written as a multiple of the element 3 ∈ Z/4Z. Indeed 0 = 0 · 3, 1 = 3 · 3, 2 = 2 · 3, 3 = 1 · 3.
So a module has many different sets of generators.

We also note the easily proven fact that M is generated by n elements if and only if there is a
surjective R-module homomorphism Rn → M. Indeed, ei 7→ mi and so on.

2.1. Rank. Let R be a commutative integral domain. There is no need to assume in this section
that R is a PID. Let M be an R module. A subset {mα : α ∈ I} of elements of M is called linearly
independent if the only finite linear combination ∑ rαmα (almost all rα are 0) that equals 0 is the
one where all the rα = 0. That is, there are no non-trivial linear relations between the mα. Note
that then the submodule 〈{mα : α ∈ I}〉 is free and isomorphic to R⊕I . We define the rank of M
to be the supremum of the cardinalities of linearly independent subsets of M. We shall denote it
rk(M). Some care has to be taken with relying too much on intuition from the theory of vector
spaces: (1) A module my be generated by 1 element x and yet {x} may be linearly dependent
set; (2) A maximal linear independent set need not be a basis.
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As we have already defined the notion of rank for free modules, we better check that our
definitions agree.

Lemma 2.1.1. The rank of R⊕I is I, in the sense that there is an independent set of cardinality I in R⊕I

and there isn’t an independent set of larger cardinality.

Proof. Let ei be the element of R⊕I all whose coordinates are 0 except for the i-th coordinate
which is 1. As ∑ rαeα is the vector whose α coordinate is rα, such a sum is 0 if and only if rα = 0
for all α. Thus, {eα : α ∈ I} is linearly independent.

To prove this is the maximal possible cardinality we shall use the theory of vector spaces. let
F be the field of fractions of R. Recall that

F =
{ a

b
: a, b ∈ R, b 6= 0

}
;

fractions are identified in the usual way, that is a/b = c/d if ad− bc = 0, and we have defined
the operations in similarity to rational numbers. F is a field in which R embeds as the fractions
{r/1 : r ∈ R} and so we have an embedding R⊕I → F⊕I .

Let {vα : α ∈ J} be a linearly independent set in R⊕I . We claim that it is a linearly independent
set in F⊕I too. Suppose that ∑α∈J

rα
sα

vα = 0 in F⊕I . As only finitely many of the coefficients rα
sα

are non-zero, we may find some S ∈ R, S 6= 0, such that sα|S for all α such that rα 6= 0. Then,
∑(S · rα

sα
) · vα = 0 in R⊕I , which implies that S rα

sα
= (S/sα)rα = 0 for all α. Thus, rα = 0 for all α

and also rα
sα
= 0 for all α.

Now, as our independent set {eα : α ∈ I} is clearly a basis for F⊕I , it follows that any other
independent set has cardinality at most that of I. Therefore, |J| ≤ |I|. �

Corollary 2.1.2. Every two maximal linearly independent subset of a module M have the same cardinal-
ity.

Proof. Let {xα : α ∈ I} be a maximal linearly independent set. Let N be the submodule of M
spanned by {xα : α ∈ I}. Let m ∈ M. Then {m} ∪ {xα : α ∈ I} is linearly dependent and so, for
some rα and non-zero r we have rm + ∑ rαxα = 0. Thus, for some non-zero r we have rm ∈ N.

Let now {yγ : γ ∈ J} be another maximal linearly independent set. From the argument
we gave, there are non-zero elements rγ such that {rγyγ : γ ∈ J} is a subset of N, which is
still independent. Since N ∼= R⊕I we must have |J| ≤ |I|. But, reversing the role of the two
independent sets we get the opposite inequality. �

The following lemma is left as an exercise. (This doesn’t mean that the its content is less
important than other results we have proven.)

Lemma 2.1.3. We have the following facts concerning the rank of a module M.
(1) The rank of M is zero if and only if M is torsion.
(2) The rank of M is equal to the rank of M/Tors(M).
(3) Let N be a submodule of M then rk(N) ≤ rk(M).
(4) Let 0→ M1 → M→ M2 → 0 be an exact sequence of R-modules. Then, rk(M) = rk(M1) +

rk(M2).

2.2. The Elementary Divisors Theorem (EDT). The following theorem is one of the most useful
theorems in the theory of modules, especially in applications.

Theorem 2.2.1. Let R be a PID and M a free R-module of finite rank n. Let N ⊆ M be a submodule.
Then:

(1) N is a free module of rank m, m ≤ n.
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(2) There exists a basis {y1, . . . , yn} of M and non-zero scalars a1|a2| · · · |am in R, such that {a1y1, a2y2, . . . , amym}
is a basis of N.

Corollary 2.2.2. Let L and M be free R modules of finite rank. Let f : L→ M be an R-module homo-
morphism. There are bases y1, . . . , yn of M and z1, . . . , zt of L such that with respect to these bases f has
the form 

a1
. . .

am
0

. . .
0


Proof. (Corollary). Let N = f (L), a submodule of M, and choose y1, . . . , yn in M and a1| · · · |am
as in the EDT. Let zi ∈ L such that f (zi) = aiyi, i = 1, . . . , m. Let zm+1, . . . , zt be a basis for
K = Ker( f ). Let H = 〈z1, . . . , zm〉. We claim that

H ∩ K = 0, H + K = L.

First, let h ∈ H ∩ K. Then h = ∑m
i=1 rizi and so f (h) = ∑m

i=1 riaiyi. Since h ∈ K, f (h) = 0 and so,
because {a1y1, . . . , amym} are a basis for N, each ri = 0 and it follows that h = 0. Next we show
that H + K = L. Given ` ∈ L, since f (`) ∈ N, there are ri such that f (`) = ∑m

i=1 riaiyi and f (`) =
f (∑m

i=1 rizi). Now, ∑m
i=1 rizi ∈ H and f (`−∑m

i=1 rizi) = 0. Thus, ` = (∑m
i=1 rizi) + (`−∑m

i=1 rizi)
exhibits ` as an element of H + K. �

Proof. (EDT). If N = 0 then N is free (and m = 0). Assume henceforth that N 6= 0.

Lemma 2.2.3. There is a homomorphism ϕ : M→ R, a scalar 0 6= a1 ∈ R and an element y ∈ N such
that ϕ(y) = a1 and for every ψ : M→ R, a1|ψ(y). Moreover ϕ(N) = Ra1.

Proof. Let
Σ = {ϕ(N) : ϕ ∈ HomR(M, R)}.

Σ is a collection of ideals (= sub R-modules of R) of R and (0) ∈ Σ (take ϕ = 0). As R is a PID,
we may choose for every ϕ an element aϕ ∈ R such that ϕ(N) = 〈aϕ〉. Assume that Σ has no
maximal elements with respect to inclusion. Then we get ϕ1, ϕ2, . . . such that 〈aϕ1〉 $ 〈aϕ2〉 $
. . . . But ∪∞

i=1〈aϕi〉 is an ideal and so equal to 〈a〉 for some a ∈ R. As ∪∞
i=1〈aϕi〉 = 〈a〉, a ∈ 〈aϕi〉

for some i and then 〈a〉 ⊆ 〈aϕi〉 $ 〈aϕi+1〉 ⊆ 〈a〉 and that’s a contradiction.
Let therefore ϕ : M→ R be a homomorphism such that 〈aϕ〉 is a maximal element of Σ

(possibly R itself). Let a1 = aϕ and choose y ∈ N such that ϕ(y) = a1. We now show that ϕ, a1
and y have the desired properties.

First, using an isomorphism g : M→ Rn, composed with projection on the i-th coordinate,
pi ◦ g : M ∼= Rn → R, we see that there is a coordinate i such that (pi ◦ g)(N) 6= 0. If a1 = 0 then
〈a1〉 $ (pi ◦ g)(N), contradicting the maximality of 〈a1〉. Thus, a1 6= 0.

Next, let ψ ∈ HomR(M, R) and let b = ψ(y). Let d = gcd(a1, b) = r1a1 + rb, for some r1, r ∈ R.
Consider α := r1ϕ + rψ ∈ HomR(M, R). We calculate α(y) = (r1ϕ + rψ)(y) = r1a1 + rb = d.
Since d|a1 and it follows that α(N) ⊇ 〈a1〉. Since 〈a1〉 has a maximality property relative to Σ we
must have 〈d〉 = 〈a1〉, which implies a1|b. �

Still keeping the notation of the lemma, it follows in particular that

a1|(pi ◦ g)(y), ∀i.

That implies that there is an element y1 ∈ M such that

y = a1y1 ∈ N.

Note that ϕ(y1) = 1 because a1(ϕ(y1)− 1) = 0.
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Lemma 2.2.4. We have the direct sum decompositions:

M = 〈y1〉+ Ker(ϕ), N = 〈a1y1〉 ⊕ (Ker(ϕ) ∩ N).

Proof. (Lemma). The argument is very similar to the one given in the proof of Corollary 2.2.2
and so we shall omit it. �

We now prove part (1) of the theorem, by induction on the rank m of N. The fact that m ≤ n
is clear from the definition of rank. If m = 0 then N is torsion and, since M is torsion-free,
N = {0}.

Consider N ∩ Ker(ϕ). If it has rank ` then N = 〈a1y1〉 ⊕ (Ker(ϕ) ∩ N) has rank at least
`+ 1. Thus, ` ≤ m− 1. Using induction for the submodule N ∩Ker(ϕ) of M , we conclude that
N ∩Ker(ϕ) is free of rank ` and so clearly N is free of rank `+ 1. (It now follows that `+ 1 = m.)

We now prove part (2) by induction on n = rk(M). The arguments above and part (1) show
that N ∩ Ker(ϕ) is a free submodule of rank m − 1 of the free module Ker(ϕ) of rank n − 1.
Induction gives that there exists a basis y2, . . . , yn of Ker(ϕ) and non-zero scalars a2|a3| · · · |am
such that N ∩ Ker(ϕ) is free with a basis a2y2, . . . , amym. It follows that N is free with a basis
a1y1, a2y2, . . . , amym. The only thing left to show is that a1|a2. To show that, apply Lemma 2.2.3
to the R-module homomorphism,

ψ : M→ R, ψ(∑ biyi) = b1 + b2.

As a1 = ψ(a1y1) we have ψ(N) ⊇ 〈a1〉 and by maximality ψ(N) = 〈a1〉. In particular ψ(a2y2) =
a2 ∈ 〈a1〉, which gives a1|a2. �

2.3. The structure theorem for finitely generated modules over PID: Existence.

Theorem 2.3.1. (Existence of decomposition in invariant factors form) Let R be a PID and let M be a
finitely generated R-module.

(1) M ∼= Rr ⊕ R/(a1) ⊕ · · · ⊕ R/(am) for some r ≥ 0 and some non-zero ai ∈ R satisfying
a1|a2| · · · |am.

(2) M is torsion-free if and only if M is free. In fact,

Tors(M) ∼= R/(a1)⊕ · · · ⊕ R/(am).

M is torsion if and only if r = 0 and then Ann(M) = (am).

Proof. Let x1, . . . , xn be generators for M. The function

Rn −→ M, (r1, . . . , rn) 7→∑
i

rixi,

is a surjective R-module homomorphism. Let N be its kernel, then M ∼= Rn/N. Using EDT, there
exists a basis {y1, . . . , yn} for Rn and non-zero scalars a1|a2| · · · |am in R, such that {a1y1, . . . , amym}
is a basis for N. Therefore,

M ∼= Rn/N
∼= Ry1 ⊕ · · · ⊕ Ryn/Ra1y1 ⊕ · · · ⊕ Ramym ⊕ {0} ⊕ · · · ⊕ {0}
∼= (⊕m

i=1R/(ai))⊕ Rn−m.

This gives us part (1) of the theorem.
Note that Ann(R/(ai)) = (ai), which is a non-zero ideal. Thus, if M is torsion-free then m = 0

and so M is free. Conversely, a free module is always torsion free.
In general for modules over integral domains, Tors(M1 ⊕ M2) = Tors(M1)⊕ Tors(M2). As

R is torsion free, if M is torsion then we must have r = 0, in which case Ann(M) = ∩m
i=1(ai) =

(am). Clearly, if r = 0, M is torsion. �
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Remark 2.3.2. If any of the ai are units then R/(ai) ∼= {0} and so we may remove such an ai
altogether. Thus, we may assume that none of the ai are units. Then, the ideals (ai), i = 1, . . . , m,
are uniquely determined by M, as we shall see shortly, and so is r. The elements a1, . . . , am (that
are determined up to units) are called the invariant factors of M.

Let us see what the decomposition theorem gives in familiar cases.

Corollary 2.3.3. R = F a field. Then an F-module V is an F-vector space. The only torsion F-module is
the zero vector space {0}. The theorem thus states that a finitely generated F-vector space is isomorphic
to Fr, where r is of course the dimension of V.

Corollary 2.3.4. Let R = Z. The theorem tells us that every finitely generated abelian group M is
isomorphic to

Zr ⊕Z/a1Z⊕ · · · ⊕Z/amZ,

where r - the rank - is uniquely determined by M, and the ai are unique positive integers such that
a1|a2| · · · |am and a1 > 1.

Corollary 2.3.5. Let F be a field, V a finite dimensional vector space over F and T : V → V a linear
transformation. We view (V, T) as an F[x]-module. In this case we must have r = 0 (because already
the dimension of F[x] over F is infinite) and so V is torsion. We find that

(1) V ∼= ⊕m
i=1F[x]/(ai(x)),

for unique monic non-constant polynomials ai(x) satisfying

a1(x)|a2(x)| · · · |am(x).

Furthermore, Ann(V) = (am(x)), and so am(x) is the minimal polynomial of T.
Fix i and, via the isomorphism above, consider F[x]/(ai(x)) as a subspace Vi of V. Let

ai(x) = b0 + b1x + · · · bs−1xs−1 + xs.

Consider the action of T on the T-invariant subspace Vi. It corresponds to the action of x on the F[x]-
module F[x]/(ai(x)). The latter has a basis over F given by 1, x, . . . , xs−1. If we let v ∈ Vi correspond
to 1 ∈ F[x]/(ai(x)), then we find that Vi has a basis

v, Tv, . . . , Ts−1v

and the minimal polynomial of T on Vi (which is just the generator of the annihilator of the F[x]-module
F[x]/(ai(x)), that is the ideal (ai(x))) is ai(x). In particular, it is also equal to the characteristic poly-
nomial of T on Vi. Furthermore, considering the action of x on the basis {1, x, . . . , xs−1}, we find that
the action of T on the basis {v, Tv, . . . , Ts−1v} is given by the matrix

0 0 . . . 0 −b0
1 0 0 −b1

1
...

...
1 −bs−1


We summarize some of our discussion: Under the decomposition in (1), we have
• The minimal polynomial of T is am(x);
• The characteristic polynomial of T is the product a1(x)a2(x) · · · am(x).

Corollary 2.3.6. (Existence of decomposition in elementary divisors form) Let M be a finitely generated
module over a PID R. Then,

M ∼= Rr ⊕ R/(pα1
1 )⊕ · · · ⊕ R/(pαt

t ),

where the pi are irreducible (not necessarily distinct) elements of R and the αi are positive integers.
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Proof. Using the invariant factor decomposition, we reduce to the case M = R/(a). Let a =

upb1
1 · · · p

bd
d be the decomposition of a into powers of distinct irreducible elements, where u is a

unit. Then, by CRT

R/(a) ∼=
d⊕

i=1

R/(pbi
i ).

�

Remark 2.3.7. In turn, existence of decomposition in elementary divisors form implies decom-
position in invariant factors form. Indeed, to simplify the notation let us assume that there are
only three irreducible elements appearing. Suppose that altogether the powers of p1 appearing
in the decomposition are pa1

1 , pa2
1 , . . . , pa`

1 , where a1 ≤ a2,≤ · · · ≤ a`; that the powers of p2 ap-
pearing in the decomposition are pb1

2 , pb2
2 , . . . , pbm

2 , where b1 ≤ b2,≤ · · · ≤ bm; that the powers of
p3 appearing in the decomposition are pc1

3 , pc2
3 , . . . , pcn

3 , where c1 ≤ c2,≤ · · · ≤ cm. Write a table
of the following form

pa1
1 pa2

1 pa3
1 . . . . . . pa`

1
pb1

2 pb2
2 . . . pbm

2
pc1

3 pc2
3 . . . . . . pcn

3

We make sure to align the rows to the right. Then, using CRT “in reverse” we get a decomposi-
tion in invariant factor forms d1(x)|d2(x)| · · · |dn(x), where d1(x) is the product of the elements
appearing in the first column, d2(x) is the product of those in the second column, and so on,
dn(x) is the product pa`

1 pbm
2 pcn

3 . It is clear how to extend this method to more (or less) than 3
irreducible elements.

2.4. The structure theorem for finitely generated modules over PID: Uniqueness. We now
prove the uniqueness of decomposition in elementary divisors form. We will state, but not
prove, the uniqueness for decomposition in invariant factors form. It can be deduced from
uniqueness in elementary divisors form using Remark 2.3.7

Theorem 2.4.1. (Uniqueness of decomposition in elementary divisors form) Let R be a PID and suppose
that

Rr1 ⊕
⊕

i

R/(pai
i )
∼= Rr2 ⊕

⊕
j

R/(p
bj
j ),

where pi, qj are irreducible, ai, bj positive integers. Then, after re-indexing if required, we have that the
number of summands in each decomposition is the same and

r1 = r2, , pi ∼ qi, ai = bi, ∀i,

where p ∼ q means that p and q are associate (differ by a unit).

Proof. Let M1 denote the l.h.s. and M2 the r.h.s. Since M1
∼= M2, we have Tors(M1) ∼= Tors(M2)

and therefore Rr1 ∼= M1/ Tors(M1) ∼= M2/ Tors(M2) ∼= Rr2 . By Lemma 1.4.2, r1 = r2.
It remains to study the torsion part and so we may now assume that

M1 =
⊕

i

R/(pai
i )
∼= M2 =

⊕
j

R/(p
bj
j ).

The method of proof is of interest in itself. It teaches us how to extract those parts in the sum
associated with a particular prime.

Let p be a prime of R and M an R-module. Let,

Mp = {m ∈ M : ∃b > 0, pbm = 0}.
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Mp is called the p-primary component of M. We note that Mp is a submodule of M. The follow-
ing properties are easy to check:

• If M ∼= N then Mp ∼= Np.
• (M⊕ N)p ∼= Mp ⊕ Np.

We also claim that

(R/(pai
i ))p =

{
R/(pai

i ) p ∼ pi,
{0} p � pi.

Indeed, the first case where p ∼ pi is immediate as (pai) = (pai
i ) and so pai kills every element

of R/(pai
i ). Suppose then that p � pi. If m ∈ R/(pai

i ) and pbm = 0, we have pb ∈ Ann(m)

and pai
i ∈ Ann(m) and so also gcd(pb, pai

i ) ∈ Ann(m). But the gcd is 1, and so 1 ·m = 0, which
implies m = 0; we have shown the second case.

Using these results we conclude that

(
⊕

i

R/(pai
i ))p =

⊕
{i:p∼pi}

R/(pai).

Therefore, since Mi
∼= M2 we conclude that⊕

{i:p∼pi}
R/(pai) ∼=

⊕
{j:p∼qj}

R/(pbj).

We therefore reduced to proving the following statement: Let p be an irreducible element of R,
ai, bj positive integers. If

(2)
n1⊕

i=1

R/(pai) ∼=
n2⊕

i=1

R/(pbj),

where,
0 < a1 ≤ a2 ≤ · · · ≤ an1 , 0 < b1 ≤ b2 ≤ · · · ≤ bn2 ,

then n1 = n2 and ai = bi for all i. To show that we will use the following Lemma.

Lemma 2.4.2. Let M = R/(pc) and d ≥ 0 an integer. Then

pd M/pd+1M ∼=
{
{0} d ≥ c
R/pR d < c.

Proof. (Lemma) Indeed, if d ≥ c then every element of M is killed by pd and so pd M/pd+1M
is just {0}. For d < c we have pd M/pd+1M = pdR/(pd+1, pc)R = (pd)/(pd+1). The map
R→ (pd)/(pd+1) given by multiplication by pd is a surjective homomorphism with kernel (p)
and so R/(p) ∼= pd M/pd+1M in this case. �

Note that F := R/(p) is a field. Using the lemma, coming back to the general case as in (2),
we conclude that

pd M1/pd+1M1
∼= Fm1(d), m1(d) := ]{ai : ai > d},

and
pd M2/pd+1M2 ∼= Fm2(d), m2(d) := ]{bi : bi > d}.

Since pd M1/pd+1M1
∼= pd M2/pd+1M2, we must have m1(d) = dimF(F

m1(d)) = dimF(F
m2(d)) =

m2(d), and that for every d ≥ 0. Note for example that this implies that ]{ai : ai = d} =
m1(d − 1) − m1(d) = m2(d − 1) − m2(d) = ]{bi : bi = d}. It follows that there is the same
number of ai and bj and equalities ai = bi, for all i. �
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Theorem 2.4.3. (Uniqueness in invariant factors form) Suppose that

Rr1 ⊕
n1⊕

i=1

R/(ai) ∼= Rr2 ⊕
n2⊕

i=1

R/(bi),

where the ai, bj are non-zero, non-units and a1|a2| · · · |an1 , b1|b2| · · · |bn2 . Then, r1 = r2, n1 = n2 and
for every i, ai ∼ bi.

2.5. Applications for the structure theorem for modules over PID. We mainly consider two
cases in this section, abelian groups and vectors spaces endowed with a linear transformation.
In fact, those examples were already discussed above and so some of the discussion is brief.

2.5.1. Abelian groups. This is the case where R = Z. The structure theorem applies for finitely
generated abelian groups A. Every such group A is isomorphic

Zr ⊕Z/a1Z⊕ · · · ⊕Z/amZ,

where r - the rank - is uniquely determined by A, and the ai are unique positive integers such
that a1|a2| · · · |am and a1 > 1. Note that any two positive integers that are associates are actually
equal. This allows us to eliminate the “up to unit” ever-present in the structure theorems for a
general PID.

Also, every such group is isomorphic to

Zr ⊕Z/pa1
1 ⊕ · · · ⊕Z/pas

s ,

where the pi are primes, s ≥ 0, ai > 0 and r and the set {pa1
1 , . . . , pas

s } are uniquely determined
by A.

Proposition 2.5.1. Let n = pa1
1 · · · p

ar
r be the decomposition of a positive integer. The number of abelian

groups of order n, up to isomorphism, is p(a1) · · · p(ar) where p(·) is the partition function.

Proof. Exercise. �

2.5.2. F[x]-modules. Let F be a field and V a finite dimensional vector space over F, T : V → V
a linear map. As usual, we view V as an F[x] module where x · v := T(v). As we have already
remarked, the finite dimensionality of V implies that it is a torsion F[x]-module.

The structure theorem in invariant factors form gives

V ∼= F[x]/(a1(x))⊕ · · · ⊕F[x]/(an(x)),

where a1(x)| · · · |an(x) are uniquely determined monic polynomials.
On the vector space F[x]/(a(x)) the minimal polynomial of T is a(x). On each F[x]/(a(x))

we can describe the action of T as follows: if a(x) = xr + br−1xr−1 + · · ·+ b0, then 1, x, . . . , xr−1

is a basis over F for F[x]/(a(x)) and x (and so T) act via the matrix
0 0 . . . 0 −b0
1 0 0 −b1

1
...

...
1 −br−1

 .

This matrix is called the companion matrix of a(x) and we shall denote it Ca(x). We note that

∆(Ca(x)) = m(Ca(x)) = a(x),

where ∆(Ca(x)) is the characteristic polynomial and m(Ca(x)) is the minimal polynomial.
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All together we get that every matrix (or a linear transformation) can be put in rational canon-
ical form, Ca1(x)

. . .
Can(x)

 ,

for unique monic polynomials a1(x)| · · · |an(x). We can summarize this discussion as follows.

Theorem 2.5.2. Let F be a field. Let GLn(F) act on Mn(F) by

m 7→ gmg−1, g ∈ GLn(F), m ∈ Mn(F).

The orbits of GLn(F) are in bijection with block matricesC1
. . .

Cs

 ,

where: (i) each Ci is a square matrix of the form

Ci =


0 0 . . . 0 ∗
1 0 0 ∗

1
...

...
1 ∗

 ;

(ii) the sum of the sizes of the matrices Ci is n; (iii)

∆(C1)| · · · |∆(Cs).

The following corollary is one explanation as to why the invariant factors are called so.

Corollary 2.5.3. Let A be a matrix in Mn(F) and K ⊇ F a field extension. The rational canonical
form of A over K is the same as over F. Consequently, if A1, A2 are matrices in Mn(F) and for some
B ∈ GLn(K) we have BA1B−1 = A2, then for some matrix B̃ ∈ GLn(F) we have B̃A1B̃−1 = A2.

2.5.3. F[x]-modules, F algebraically closed. We continue the analysis of the previous section in
the case where F is algebraically closed. An example to keep in mind is when F = C, the
complex numbers, but the discussion applies to every algebraically closed field. In this situation
we would like to consider the structure theorem in elementary divisors form. Note that because
F is algebraically closed, the only irreducible monic polynomials are the linear polynomials
x− λ for λ ∈ F. We then have,

V ∼=
n⊕

i=1

F[x]/((x− λi)
ai).

Consider a module F[x]/((x− λ)a). Note that {1, x− λ, (x− λ)2, . . . , (x− λ)a−1} is a basis. If
we write it in opposite order {(x− λ)a−1, . . . , x− λ, 1} then x− λ acts by the matrix,

0 1 . . . 0
0 0 1 . . . 0
...

...
1

0 . . . 0


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and so x acts by

J(λ, a) :=


λ 1 . . . 0

λ 1 . . . 0
...

...
λ 1

0 . . . λ


We conclude that choosing bases this way, every matrix is equivalent to a unique matrix of the
form J(λ1, a1)

. . .
J(λn, an)

 .

This is of course the Jordan canonical form.

2.5.4. Computational issues. The rational canonical form diag(Ca1(x), . . . , Cam(x)) can be calculated
quickly over any field. There is no need to factor polynomials, while the Jordan canonical form
requires factorization. There is no algorithm for factoring polynomials over a general field and
so the rational canonical form is advantageous. We will not prove the following theorem, but
we may use it for calculations.

Theorem 2.5.4. (Smith’s normal form) Let A ∈ Mn(F) and consider the matrix B = xIn − A ∈
Mn(F[x]). Using repeatedly one of the elementary operations below, one can arrive from B to a matrix of
the form

diag(1, . . . , 1, a1(x), . . . , am(x)),
where the ai(x) are the invariant factors of A.
Elementary operations:

(1) Exchanging 2 rows, or 2 columns.
(2) Adding an F[x]-multiple of a row to another row, and the same with columns.
(3) Multiplying a row, or a column, by a unit of F[x] (namely, a non-zero scalar in F).

In fact, keeping track of the process one gets a change of basis matrix taking A to its rational canonical
form.

We give an example.

Example 2.5.5. Suppose that

A =

2 −2 14
3 −7

2

 .

The characteristic polynomial is clearly (x− 2)2(x− 3) and a quick check shows that the minimal
polynomial is (x− 2)(x− 3). Note that the invariant divisors then can only be

a1(x) = x− 2, a2(x) = (x− 2)(x− 3).

Lets check that the algorithm above indeed gives the same answer. We form the matrix

xI − A =

x− 2 2 −14
x− 3 7

x− 2

 .

We perform row and column operations in Q[x]. We obtainx− 2 2 −14
x− 3 7

x− 2

 →
 2 x− 2 −14

x− 3 0 7
0 0 x− 2

 →
 1 0 0

x−3
2 − (x−2)(x−3)

2 7x− 14
0 0 x− 2

 .
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We have in the first step switched the 1st and 2nd columns. In the second step we first divided
the first column by 2 and then subtracted (x − 2) the first column from the second, and we
added 14 times the first column to the third. Multiply now the second row by 2 and subtract
x− 3 times the first row to get,1 0 0

0 −(x− 2)(x− 3) 14(x− 2))
0 0 x− 2

 .

Subtract now 14 times the third row from the second and multiply the second column by −1.
After that switch the second and third column and then the second and third rows to arrive at1

x− 2
(x− 2)(x− 3)

 .

While the result is not a surprise, it is still satisfying.

Also quotient modules can be calculated effectively when R is a PID. Suppose that

f : Rn −→ M

is a surjective homomorphism of R-modules. Then M ∼= Rn/Ker( f ) and one would like to gain
understanding into the nature of M this way. Suppose that y1, . . . , ym is a basis of Ker( f ) and
x1, . . . , xn a basis of Rn. The elementary divisors theorem says that there is a change of basis
x′1, . . . , x′n of x1, . . . , xn, and another change of basis y′1, . . . , y′m of the basis y1, . . . , ym such that
now

y′i = aix′i , a1| · · · |am.
Once these bases are computed, we have that M ∼= Rn−m ⊕ R/(a1)⊕ · · · ⊕ R/(am).

Write

yi =
n

∑
j=1

aijxj.

This gives us a matrix

A =

 a11 . . . a1n
...

...
am1 . . . amn

 .

Suppose that
xi = ∑

j
bijx′j.

This gives us the matrix

B =

b11 . . . b1n
...

...
bn1 . . . bnn

 .

Then, in terms of the basis {x′i}, the yi are gotten using the matrix AB. Also, the change of basis
from y1, . . . , ym is encoded by a matrix

C =

 c11 . . . c1m
...

...
cm1 . . . cmm

 .

(So that y′i = ∑j cijyj). Thus, the relation between the {y′i} and {x′i} is given by the matrix

CAB, C ∈ GLm(R), B ∈ GLn(R).
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The EDT is equivalent to saying that they are choices of C and B such that CAB is an m × n
matrix of the form

(3)



a1 0 . . . 0
a2

. . .

am
...

0
. . .

0 . . . 0


, a1|a2| · · · |am,

in fact uniquely determined up to units. We can also express that by saying that for every
A = m× n matrix (aij) with entries in R, the double coset

GLm(R)(aij)GLn(R),

contains a matrix as in (3), which is unique up to modifying each entry by a unit.
In practice, we think about the matrix B as giving columns operations and the matrix A as

giving row operations. Thus, to find the diagonal matrix of the elementary divisors, we take
the matrix (aij) and perform on it any number of column and row operations until we find the
matrix of elementary divisors. We illustrate this by a simple example:

Example 2.5.6. We wish to calculate the structure of the abelian group Z3/N where, N is
spanned by (1, 1, 1), (1, 2, 1), (3, 1, 5). The matrix A is thus1 1 1

1 2 1
3 1 5

 .

Consider the following changes1 1 1
1 2 1
3 1 5

 →
1 0 0

1 1 0
3 −2 2

 →
1 0 0

0 1 0
0 −2 2

 →
1 0 0

0 1 0
0 0 2

 ,

where in the first step we have subtracted from the second column and from the third column
the first column; in the second step we have subtracted from the second row the first row and
from the third row three times the first row; in the last step we have added twice the second row
to the third row. We conclude that

Z3/N ∼= Z/2Z.
See also exercise (6) in this context.
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Part 2. Fields

3. BASIC NOTIONS

3.1. Characteristic. We recall (see §***) that every field F contains a unique field among the
fields Q and Fp, where p is a prime number. That field is called the prime field of F. If F ⊇ Q

we say that F has characteristic zero; if F ⊇ Fp we say that F has characteristic p.

3.2. Degrees. Consider now two fields L, F such that L ⊇ F. We say that L is a field extension
of F, and sometimes that L/F (read: L over F) is a field extension. We can then view L as an
F-vector space. We define the degree of L over F as

[L : F] = dimF(L).

Warning: as L and F are also abelian groups, we also have the notion of the index of F in L that
we had also denoted by [L : F]. The index is not equal to the degree in general. For example,
if L is a field with p2 elements and F = Fp. Then [L : F] = 2, but the index of F in L as abelian
groups is ]L/]Fp = p2/p = p.

Proposition 3.2.1. Let L ⊇ M ⊇ N be field extensions. We have

[L : N] = [L : M] · [M : N].

Proof. Let {xα : α ∈ I} be a basis for M over N. Let {yβ : β ∈ J} be a basis for L over M. Note
that |I| = [M : N], |J| = [L : M] and, by definition, |I × J| = |I| · |J|. We will prove that

{xαyβ : (α, β) ∈ I × J}
is a basis for L over N. We first show it is a spanning set.

Let ` ∈ L. We can write

` = ∑
β∈J

rβyβ, rβ ∈ M, a.a. zero.

As each rβ ∈ M, we can write

rβ = ∑
α∈I

sα,βxα, sα,β ∈ N, a.a. zero.

Note that is rβ = 0 then all sα,β = 0. Now,

` = ∑
β∈J

rβyβ = ∑
β∈J

(∑
α∈I

sα,βxα)yβ = ∑
(α,β)∈I×J

sα,βxαyβ.

It remains to show that {xαyβ} is linearly independent over N. Suppose that

∑
(α,β)∈I×J

sα,βxαyβ = 0,

where sα,β ∈ N are almost all zero. Then, as 0 = ∑β∈J(∑α∈I sα,βxα)yβ is a linear combination of
the yβ with coefficients in M, we must have for all β that

∑
α∈I

sα,βxα = 0.

Since this is a linear combination of the xα with coefficients in N, it follows that all sα,β = 0. �

Corollary 3.2.2. If [L : N] < ∞ then [L : M] and [M : N] are finite too and divide [L : N].
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Example 3.2.3. Suppose that [L : N] is a prime number, then any subfield L ⊇ M ⊇ N is either
L or N.

About notation. We often depict the situation above by the following diagram, where a, b and
ab denote the degrees:

L

a

ab M

b

N

3.3. Construction. The most fundamental method is the following. Let F be a field and f (x) ∈
F[x] an irreducible monic polynomial of degree d. Let

L = F[x]/( f (x)),

then L is a field in which f has a root (viz. the coset x̄ = x + ( f (x)) of x) and [L : F] = d.

Proposition 3.3.1. Let M ⊇ F be a field extension in which f has a root α. Then, there is a unique ring
homomorphism (necessarily injective) ϕ : L→ M such that ϕ(x̄) = α.

Proof. Define a homomorphism

ϕ̃ : F[x]→ F(α), ϕ̃(g(x)) = g(α).

This is a well defined homomorphism restricting to the identity map on F, identified with the
constant polynomials. As ϕ̃( f ) = f (α) = 0, ϕ̃ factors by the first isomorphism theorem for
rings:

F[x]
ϕ̃

//

can.
  BBBBBBBB

F(α)

L

ϕ
==||||||||

As any homomorphism of rings from a field to a ring is injective (use that the only ideals a
field has are the trivial ideals and a homomorphism takes 1 to 1), we find that ϕ is injective. Its
image is a subfield of F(α) that contains α = ϕ(x̄) and F. By minimality of F(α) it follows that
ϕ(L) = F(α).

Finally, the uniqueness follows from the fact that every element of L is of the form ∑ ai x̄i, ai ∈
F and thus a ring homomorphism that is the identity on F and takes the value α on x̄ is uniquely
determined. �

Let M ⊃ F be a field and let α1, . . . , αr be any elements of M (possibly with repetitions, possi-
bly in F). Define

F(α1, . . . , αr) =
⋂

K ⊂ M
K ⊃ F ∪ {α1, . . . , αr}

K.

It is the minimal subfield of M that contains F and all the elements α1, . . . , αr.
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Example 3.3.2. Consider the field Q(
√

2,
√

3), a subfield of C. We have the following diagram
of subfields:

Q(
√

2,
√

3)

rrrrrrrrrr

LLLLLLLLLL

Q(
√

2)

MMMMMMMMMMMM
Q(
√

6) Q(
√

3)

qqqqqqqqqqqq

Q

We remark that all these fields are distinct. For example, Q(
√

3) 6= Q(
√

2), else for some rational
numbers a, b we would have 3 = (

√
3)2 = (a + b

√
2)2 = a2 + 2b2 + 2ab

√
2, this forces either a

or b to be zero, and we either get 3 = a2 or 3 = 2b2, which cannot hold for rational numbers by
unique factorization.

Are there any other subfields? This is not clear at all. For example, we may try the field
Q(
√

2 +
√

3). This field contains −1/(
√

2 +
√

3) =
√

2−
√

3 and so contains
√

2 = ((
√

2 +√
3) + (

√
2−
√

3))/2 and therefore also
√

3. Thus,

Q(
√

2 +
√

3) = Q(
√

2,
√

3).

As it turns out, the subfields we have listed above are all the subfields. The diagram resembles
the diagram of the subgroups of Z/2Z×Z/2Z and we will later see, via Galois theory, that this
is no mere accident. The fact that our list of fields is exhaustive, reflects that we have accounted
for all subgroups of Z/2Z×Z/2Z.

Corollary 3.3.3. F(α) ∼= F[x]/( f (x)) and, in particular, every element of F(α) can be expressed
uniquely as a polynomial in α of degree at most d − 1 with coefficients in F. As F(α1, . . . , αr) =
F(α1, . . . , αr−1)(αr), we find that every element of F(α1, . . . , αr) is a polynomial in α1, . . . , αr with coef-
ficients in F.

Example 3.3.4. The polynomial x3 − 2 is irreducible over Q by Eisenstein’s criterion. It has the
real root 3

√
2 in C. Thus, [Q( 3

√
2) : Q] = 3 and any element in Q( 3

√
2) can be written uniquely as

a + b 3
√

2 + c( 3
√

2)2 for some a, b, c ∈ Q.

The following proposition is a strengthening of Proposition 3.3.1, which will be very impor-
tant in studying automorphisms of fields later.

Proposition 3.3.5. Let σ : F1 → F2 be an isomorphism of fields. Let f1(x) = anxn + · · ·+ a0 ∈ F1(x)
be an irreducible polynomial, and let

f2(x) = σ f1(x) = σ(an)xn + · · ·+ σ(a0) ∈ F2(x).

Let Mi ⊇ Fi be a field in which fi has a root αi, i = 1, 2. Then f2(x) is irreducible as well and there
exists a unique isomorphism ϕ : F1(α1)→ F2(α2), restricting to σ on F1. We denote this by the following
diagram:

F1(α1)
ϕ
// F2(α2)

	

F1
σ // F2

Proof. The ring isomorphism σ : F1 → F2 induces a ring isomorphism

σ : F1[x]→ F2[x], σ(brxr + · · ·+ b1x + b0) = σ(br)xr + · · ·+ σ(b1)x + σ(b0).

We also denote this map g(x) 7→ σg(x). �
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Example 3.3.6. Consider the subfield Q( 3
√

2, ω 3
√

2, ω2 3
√

2) = Q( 3
√

2, ω) of C where ω = e2πi/3 is
a third root of 1 and 3

√
2 is real. It solves the quadratic polynomial x3−1

x−1 = x2 + x + 1 and so we

may also write ω = −1+
√
−3

2 . The field Q( 3
√

2, ω 3
√

2, ω2 3
√

2) is obtained from Q by adding all the
solutions of the polynomial x3 − 2.

We have the following diagram of fields:

Q( 3
√

2, ω)

2
LLLLLLLLLL

2
2

VVVVVVVVVVVVVVVVVVVVV

3tttttttttt

Q(ω)

2

KKKKKKKKKKK
Q( 3
√

2)

3

Q(ω 3
√

2)

3
qqqqqqqqqqqq

Q(ω2 3
√

2)

3
hhhhhhhhhhhhhhhhhhhhhhhhh

Q

We claim that all these fields are distinct. In fact, [Q(ω) : Q] = 2, while the irreducibility of
x3 − 2 implies that [Q(ωa 3

√
2) : Q] = 3 for a = 0, 1, 2. This explains the degrees at the bottom.

It also shows that Q(ω) 6= Q(ωa 3
√

2). Since Q(ωa 3
√

2) is real for a = 0 and not real for a = 1, 2,
it follows that all the fields we have written in the middle row are distinct, except possibly
Q(ω 3
√

2) and Q(ω2 3
√

2), which we leave as an exercise.
Note also, that as Q( 3

√
2) is real, ω 6∈ Q( 3

√
2) and so x2 + x + 1 is irreducible over Q( 3

√
2).

Thus, [Q( 3
√

2, ω) : Q( 3
√

2)] = 2 and we find that [Q( 3
√

2, ω) : Q] = 6. The degrees at the top now
follow.

The diagram resembles the diagram of subgroups of S3. We shall see later that S3 is the
Galois group of Q( 3

√
2, ω)/Q and we shall be able to conclude that there are no more subfields

of Q( 3
√

2, ω).
We remark the following. The field Q( 3

√
2, ω) satisfies:

[Q(
3
√

2, ω) : Q] = [Q(
3
√

2) : Q] · [Q(ω) : Q].

But, we can also write this field as Q( 3
√

2, ω 3
√

2) (check!). Now,

[Q(
3
√

2, ω
3
√

2) : Q] 6= [Q(
3
√

2) : Q] · [Q(ω
3
√

2) : Q]

(the right hand side is equal to 6, while the left hand side is equal to 9). Thus, it is not clear how
to calculate [F(α1, . . . , αr) : F]. Nonetheless, we have the following lemma.

Lemma 3.3.7. We have the inequality,

[F(α1, . . . , αr) : F] ≤
r

∏
i=1

[F(αi) : F].

Proof. If [F(αi) : F] = ∞ for some i, there’s nothing to prove, as both sides are infinite (F(α1, . . . , αr) ⊃
F(αi) and so [F(α1, . . . , αr) : F] is infinite as well).

Assume thus that [F(αi) : F] is finite for all i. We prove the results by induction on r. The
cases r = 0, 1 are obvious. Assume the result for r− 1. As [F(αr) : F] is finite, the set 1, αr, . . . , αn

r
is independent over F for some n. So αr solves some irreducible polynomial f over F. We have

F(αr) ∼= F[x]/( f (x)), [F(αr) : F] = deg( f ).
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Now, there exists an irreducible polynomial g ∈ F(α1, . . . , αr−1) such that g| f and g(αr) = 0.
Therefore,

[F(α1, . . . , αr) : F] = [F(α1, . . . , αr) : F(α1, . . . , αr−1)] · [F(α1, . . . , αr−1) : F]

= [F(α1, . . . , αr−1)[x]/(g(x)) : F(α1, . . . , αr−1)] · [F(α1, . . . , αr−1) : F]

≤ deg(g) ·
r−1

∏
i=1

[F(αi) : F]

≤ deg( f ) ·
r−1

∏
i=1

[F(αi) : F]

≤ [F(αr) : F] ·
r−1

∏
i=1

[F(αi) : F]

=
r

∏
i=1

[F(αi) : F]

�

Remark 3.3.8. The proof gives a criterion for when equality holds. Namely, if for each i the
irreducible polynomial satisfied by αi over F remains irreducible over F(α1, . . . , αi−1) then we
have equality.

4. STRAIGHT-EDGE AND COMPASS CONSTRUCTIONS

4.1. The problem and the rules of the game. The problem is this: given an interval of length
one, can one construct an interval of a given length ` using only a straight-edge and a compass?

It will be useful to formalize the notions. Given a finite set X of points p1, . . . , pn in the plane we
are allowed to increase X to a larger set of points as follows: we can construct

• a line passing through two points pi, pj of X;
• a circle with center at one of the points and radius equal to the length of an interval

whose end points are two points in X.
Given two such lines, or two such circles, or a line and a circle we may increase X by adjoining
the points of intersection.

Let us now assume that two points p1, p2 in the plane are given.

Definition 4.1.1. A point p in the plane is constructible from two points p1, p2 if by repeated
application of the procedures above we can arrive at a set X such that p ∈ X. More generally, a
point p is constructible from a set Y if by repeated application of the procedures above we arrive
at a set X such that p ∈ X.

Definition 4.1.2. A length r (i.e., a non-negative real number r) is constructible if, assigning the
interval [p1, p2] the length 1, there are two constructible points x, y whose distance from each
other is r.

More generally, a length r is constructible from a set Y if by repeated application of the proce-
dures above we arrive at a set X such that r is the distance between two points in X.

To study whether a point is constructible or not, hence whether a length is constructible or
not, it will be useful to introduce coordinates. We choose our coordinates such that p1 = (0, 0)
and p2 = (1, 0). It will also be useful to introduce the following terminology:



COURSE NOTES - MATH 371 25

Definition 4.1.3. The field of definition of a constructible set of points X = {(x1, y1), · · · , (xn, yn)}
is the field Q(x1, y1, . . . , xn, yn). We shall denote this field by Q(X).

Example 4.1.4. Constructing
√

2. Draw the line through (0, 0) and (1, 0) and the circle of radius
1 centered at (1, 0). We obtain (2, 0) as an intersection point. Draw two circles of radius 2, one
about (0, 0) and the other about (2, 0). Draw the line passing through the intersection points
(1,±

√
3) of these two circles. This is a line perpendicular to the line through (0, 0) and (2, 0) that

passes through (1, 0). Draw a circle of radius 1 about (1, 0). It intersects the perpendicular line
at the point (1, 1). The distance between (1, 1) and (0, 0) is

√
2. Incidentally, note that we have

also constructed
√

3 as the distance between (1,
√

3) and (1, 0).

Example 4.1.5. If we can construct lengths a, b we can construct a + b, ab and
√

a. See Figure 1.

a b
a

1
b

a
1

ab

a^(1/2)

FIGURE 1. Straight-edge and compass constructions

Example 4.1.6. We can construct an angle of π/3. Given (0, 0), (1, 0) we can construct (1/2, 0)
as well as the unit circle about (0, 0). We can construct a line perpendicular to the line through
(0, 0) and (1, 0) and passing through (1/2, 0). This line intersects the circle at the point x =

(1/2,
√

3/2). The line through x and (0, 0) forms an angle of π/3 with the line through (0, 0)
and (1, 0).

Theorem 4.1.7. Let X be a set of points constructible from a set of points Y. Then [Q(X) : Q(Y)] = 2k

for some k ≥ 0. Let r be a length constructible from Y then [Q(Y, r) : Q(Y)] = 2j for some j ≥ 0.
In particular, let X be a set of constructible points. The field Q(X) is of degree 2k over Q for some

k ≥ 0. Let r be a constructible length then [Q(r) : Q] = 2j for some j ≥ 0.

Proof. The set X is obtained by repeated applications of the procedures above from the set Y. We
may assume that X contains all the points these procedures yield (i.e., both points of intersection
if a circle is involved). Indeed, if X′ is this larger set then [Q(X) : Q(Y)] divides [Q(X′) : Q(Y)].
The result for Q(X) therefore follows then from the result for Q(X′). The same holds for r; if r
is a distance between points in X, it is a distance between points in X′.

The induction start when X = Y (X = {(0, 0), (1, 0)} in the special case) and then the result
holds as Q(X) = Q(Y) and if r is a length between points in Y then r2 = (x1 − x2)2 + (y1 − y2)2

for some points (x1, y1), (x2, y2) in the set Y and thus r2 ∈ Q(Y).
Suppose we proved that [Q(X) : Q(Y)] = 2k. Let us consider the set X+ obtained from X by

adding the points of intersections of a line and a circle, two lines, or two circles.
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The line through points (x1, y1), (x2, y2) in X can be written as t(x1, y1) + (1− t)(x2, y2). The
circle of radius r, where r =

√
(x3 − x4)2 + (y3 − y4)2 for some points (x3, y3), (x4, y4) of X, cen-

tered at a point (x5, y5) of X, can be written as (x− x5)2 + (y− y5)2 = r2. Then, the intersection
points are the solutions of

(tx1 + (1− t)x2 − x5)
2 + (ty1 + (1− t)y2 − y5)

2 = r2.

This is at most a quadratic equation over the field Q(X)(r). Since [Q(X)(r) : Q(Y)] = [Q(X)(r) :
Q(X)][Q(X) : Q(Y)] is a power of 2, the solutions t1, t2 lie in the field Q(X)(r)(t1, t2) that has
degree a power of two over Q(Y). It follows that if X+ is the set obtained from X by adding the
new points then Q(X+) has degree a power of 2 over Q(Y). Since the distance between any two
points of X+ lies either in Q(X+) or in a quadratic extension of it, any length r constructed from
X+ satisfies that [Q(r) : Q(Y)] is a power of 2.

Consider now the intersection of two lines: those are the solutions to

t(x1, y1) + (1− t)(x2, y2) = s(x3, y3) + (1− s)(x4, y4).

We can write this as

t(x1 − x2) + x2 = s(x3 − x4) + x4, t(y1 − y2) + y2 = s(y3 − y4) + y4.

Those are two linear equations in two unknown and therefore there are either infinitely many
solutions (the lines are equal), one solution lying in Q(x1, . . . , x4, y1, . . . , y4) or no solutions (the
lines are parallel). In any case, we see that in this case, though the set X+ obtained by adding
the unique point of intersection may be larger then X, in fact Q(X+) = Q(X) and the lengths
constructed from X+ lie at most in a quadratic extension of Q(X+).

We leave the last case, an intersection of two circles, to the reader. �

4.2. Applications to classical problems in geometry.
The Greek posed three problems in geometry.

(1) Doubling the cube. To construct a cube whose volume is double the volume of a given
cube.

(2) Trisecting an angle. To trisect a given angle.
(3) Squaring the circle. To construct a square whose area is equal to the area of a given

circle.
The problems imply the following:

(1) One can construct the third root of 2, as this is the ratio between the edges of the two
cubes.

(2) One can solve the equation

4x3 − 3x− cos(α) = 0.

We explain that: The identity eiθ = cos(θ)+ i sin(θ) gives ei3θ = cos(3θ)+ i sin(3θ) which
is equal to (eiθ)3 = (cos(θ) + i sin(θ))3. Thus,

cos(3θ) + i sin(3θ) = (cos(θ) + i sin(θ))3.

Expanding and taking real parts we obtain cos(3θ) = cos3(θ)− 3 cos(θ) sin2(θ) = 4 cos3(θ)−
3 cos(θ) (replacing sin2 by 1− cos2).

Note that if an angle θ can be constructed then so can cos(θ) by using the “trigono-
metric circle”. Given an angle α, write α = 3θ. If θ can be constructed then one obtains a
solution to the equation 4x3 − 3x− cos(α) = 0.

(3) π is constructible ( = square of a constructible number).
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Let us see what we can say about these problems using the information we have obtained
about constructible points.

• By Eisenstein’s criterion x3 − 2 is irreducible over Q and hence [Q( 3
√

2) : Q] = 3 and so
3
√

2 is not a constructive length. It follows that one cannot double the volume of a cube.
• Take α = π/3 then cos(α) = 1/2. The equation 4x3 − 3x − 1/2 is irreducible: pass to

8x3 − 6x − 1 and make a change of variable to get x3 − 3x − 1. If this polynomial is re-
ducible it has a rational root. The solutions have denominator dividing 1 and numerator
dividing 1, hence of the form ±1. One verifies that none is a solution. It follows that
[Q[x]/(4x3 − 3x− 1/2) : Q] = 3. Therefore the angle π/3 cannot be trisected.
• The last negative answer (to squaring the circle) is deeper. If it can be resolved then

√
π,

which is the size of the square whose area is equal to the area of a circle of radius 1 is
constructible and thus so is π. It then follows that [Q(π) : Q] is a power of 2, in particular
finite. However, the number π is in fact transcendental - it doesn’t solve any non zero
polynomial equation - a fact that is not easy to prove. In particular, [Q(π) : Q] = ∞ and
so π is not constructible.

5. ALGEBRAIC EXTENSIONS

5.1. Algebraic and transcendental elements. Let K ⊇ F be an extension of fields. An element
α ∈ K is called algebraic over F if α is a root of some non-zero polynomial f (x) ∈ F[x]. It is
called transcendental over F otherwise.

Example 5.1.1. Many naturally occurring numbers, like
√

2, e2πi/n are algebraic over Q; in these
examples, they solve the polynomials x2− 2 and xn− 1, respectively. At the same time, the some
common constants, such as π and e are transcendental (and Euler’s constant γ is suspected to
be transcendental, but that is an open problem). But this is hard to prove. It is easier to prove
that ∑∞

n=1
1

10n! is transcendental, but that is hardly a naturally occurring number.

Consider the ring homomorphism

F[x]→ K, f (x) 7→ f (α).

If α is transcendental this map is injective and the image is contained in the field F(α). The map
extends to the field of fractions F(x) = { f /g : f , g ∈ F[x], g 6= 0} and we get an inclusion

F(x)→ F(α).

Since F(α) is the minimal field containing α we conclude the following proposition.

Proposition 5.1.2. If α is transcendental over F then

F(α) ∼= F(x),

and [F(α) : F] = ∞.

If α is algebraic, then the map F[x]→ F(α) must have a non-zero kernel; indeed if g(α) =
0 then g(x) is in the kernel. Let m(x) be a monic polynomial generating the kernel. Then,
F[x]/(m(x)) ⊂ K, hence an integral domain. Thus, m(x) is irreducible and F[x]/(m(x)) is a
field. It follows then that

F[x]/(m(x)) ∼= F(α).
The polynomial m(x) is called the minimal polynomial of α over F. Our discussion shows that
it has the property that it divides any other polynomial that α satisfies. Note that m(x) can
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therefore also be characterized as the unique monic irreducible polynomial that α satisfies. We
conclude:

Proposition 5.1.3. If α is algebraic then there exists a unique monic irreducible polynomial m(x) that α
satisfies. It divides any other polynomial having α as a root. We have

F[x]/(m(x)) ∼= F(α).

In particular, [F(α) : F] = deg(m(x)). This degree is also called the degree of α.

Corollary 5.1.4. α is algebraic over F if and only if [F(α) : F] < ∞.

A field extension K ⊇ F is called algebraic if every element of K is algebraic over F.

Lemma 5.1.5. If [K : F] < ∞ then K is algebraic extension of F. Moreover, the degree of every element
divides [K : F].

Proof. Indeed, for α ∈ K we have

[F(α) : F] =
[K : F]

[K : F(α)]
.

�

Example 5.1.6. We have seen that Q(
√

2,
√

3) = Q(
√

2+
√

3) and so the degree of
√

2+
√

3 is 4.
What is its minimal polynomial? We note that

√
2 +
√

3 solves

(x− (
√

2 +
√

3)) · (x + (
√

2 +
√

3)) · (x− (
√

2−
√

3)) · (x + (
√

2−
√

3)).

One expands this expression and finds that it is equal to x4 − 10x2 + 1. As this is a rational
polynomial of degree 4 it must be the minimal polynomial of

√
2 +
√

3.

Theorem 5.1.7. Let K ⊇ F be an extension of fields. Let

H = {α ∈ K : α is algebraic over F}.
then H is a field. Every element in K− H is transcendental over H and over F.

Proof. The set H can also be characterized as the collection of all the elements α ∈ H such that
[F(α) : F] < ∞. We need to show that if α, β ∈ H then α + β, αβ,−α, and also 1/α if α 6= 0, are
in H. We note that F(α) = F(−α) = F(1/α) and that settles the cases of −α and 1/α, if α 6= 0.
Let γ denote either α + β or αβ. Then F(γ) ⊆ F(α, β) and so, using Lemma 3.3.7, we find that
[F(γ) : F] < [F(α, β) : F] ≤ [F(α) : F] · [F(β) : F] < ∞. Therefore, γ is also algebraic over F.

Let α ∈ K be algebraic over H. We want to show it belongs to H (and thus also algebraic over
F). That would show that K − H consists of transcendental elements over H. As α is algebraic
over H, α solves some non-zero irreducible polynomial

anxn + · · ·+ a1x + a0 ∈ H[x].

Now,
[F(α) : F] ≤ [F(α, a0, a1, . . . , an) : F]

= [F(α, a0, a1, . . . , an) : F(a0, a1, . . . , an)] · [F(a0, a1, . . . , an) : F]

≤ n ·
n

∏
i=0

[F(ai) : F]

< ∞,

where we have used Lemma 3.3.7 and that each ai is algebraic over F, equivalently that [F(ai) :
F] is finite for all i. Therefore, α is algebraic over F and thus belongs to H. �

If H = K in the theorem above, then we call K/F an algebraic extension. If H = F then we
call K/F a transcendental extension. The theorem gives the following conclusion.
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Corollary 5.1.8. Let K/F be a field extension. Let H be the collection of elements in K that are algebraic
over F. Then,

K

transc.

⊇ H

algebraic

⊇ F

We note another corollary of the proof.

Corollary 5.1.9. Let L ⊇ K ⊇ F be field extensions such that L is algebraic over K and K is algebraic
over F. Then L is algebraic over F.

5.2. Compositum of fields. Let K be a field and K1, K2 subfields of K. The compositum of K1
and K2, denoted K1K2, is the minimal subfield of K that contains both.

Example 5.2.1. Suppose that F is a subfield of K and that Ki = F(αi), i = 1, 2. Then K1K2 =
F(α1, α2). As such, the following theorem generalizes Lemma 3.3.7

Theorem 5.2.2. Let K ⊇ F be an extension of fields and Ki, i = 1, 2 subfields of K that contain F. Then

[K1K2 : F] ≤ [K1 : F] · [K2 : F],

with equality if and only if a basis for K2 over F remains linearly independent over K1, in which case it is
a basis for K1K2 over K1.

Proof. Let us write

K1 = F(α1, . . . , αn) {α1, . . . , αn} a basis for K1 as a vector space over F.

K2 = F(β1, . . . , βm) {β1, . . . , βm} a basis for K2 as a vector space over F.

Lemma 5.2.3. {αiβ j : 1 ≤ i ≤ n, 1 ≤ j ≤ m} spans K1K2 as a vector space over F.

Let us assume the lemma for the moment. The identity

∑
i,j

ai,jαiβ j = ∑
j
(∑

i
ai,jαi)β j

shows that β1, . . . , βm span K1K2 as a vector space over K1. Consequently,

[K1K2 : F] = [K1K2 : K1] · [K1 : F] ≤ m · [K1 : F] = [K1 : F] · [K2 : F],

with equality if and only if the set β1, . . . , βm remains linearly independent over K1. It remains
to prove the lemma.

Let

X =

{
∑
i,j

ai,j · αiβ j : ai,j ∈ F

}
.

Clearly X is contained in K1K2. Let f ∈ K1. Write

f = a1α1 + · · ·+ anαn,

for some ai ∈ F, and write
1 = b1β1 + · · ·+ bmβm,

for some bi ∈ F. Then

f = f · 1 = (a1α1 + · · ·+ anαn)(b1β1 + · · ·+ bmβm) = ∑
i,j
(aibj) · αiβ j, aibj ∈ F.

It follows that X ⊇ K1, and a similar argument gives X ⊇ K2. We show next that X is closed
under multiplication.
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It is clear that X is closed under addition, and in fact is an additive subgroup of K1K2. More-
over, it is also clear that X is closed under multiplication by elements of f (they multiply each
coefficient ai,j and so X is a vector space over F). Thus, to show X is closed under multiplication
it is enough to show that

αiβ j · αkβ` ∈ X, ∀i, j, k, `.
As αiαk ∈ K1, we may write for suitable ai ∈ F,

αiαk = a1α1 + · · ·+ anαn.

Similarly, for suitable bj ∈ F,
β jβ` = b1β1 + · · ·+ bmβm.

It follows that αiβ j · αkβ` ∈ X. As we have Ki ⊂ X and so {α1, . . . , αn, β1, . . . , βm} ⊂ X, the fact
that X is closed under multiplication implies now that every monomial

αi1
1 · · · α

in
n β

j1
1 · · · β

jm
m ∈ X

(we shall write such a monomial for short as αI βJ , where I = (i1, . . . , in), J = (j1, . . . , jm)).
As K1K2 = F(α1, . . . , αn, β1, . . . , βm) every element in it is a linear combination of such mono-

mials (cf. Corollary 3.3.3) . As X is closed under addition,

K1K2 ⊆
{

∑
I,J

aI,J · αI βJ : aI,J ∈ F

}
⊆ X.

We deduce that X = K1K2 (and is in particular a field). �

The proof has a non-obvious conclusion:

Corollary 5.2.4. If K1 = F(α1, . . . , αn), K2 = F(β1, . . . , βn), where the αi (resp. β j) are a basis for K1
(resp. K2) as a vector space over F, then K1K2 is spanned over F by {αiβ j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}. This
conclusion stays correct if the {αi}, {β j} are spanning sets (not necessarily linearly independent).

Example 5.2.5. Let K = Q(ω, 3
√

2) where ω = e2πi/3. Let K1 = Q(ω), K2 = Q( 3
√

2). As these
fields are obtained by adjoining the root of an irreducible polynomial, viz. x2 + x + 1 and x3− 2,
respectively, we find that {1, ω} is a basis for K1 over Q and {1, 3

√
2, ( 3
√

2)2} is a basis for K2 over
Q. Thus, K is spanned as a vector space over Q by

1, ω, 3
√

2, ω
3
√

2, ( 3
√

2)2, ω(
3
√

2)2.

In fact, since we proved that [K : Q] = 6 this set is a basis. Alternately, we can also deduce it
from the theorem. We argue that {1, ω} stays independent over K2. Else, for some a, b ∈ K2
that are not both zero, a + bω = 0. b = 0 leads quickly to a contradiction. Thus, b 6= 0 and so
ω = −a/b ∈ K2. But then [Q(ω) : Q] = 2 divides [K2 : Q] = 3. A contradiction.

It is interesting to examine what happens if we take K1 = Q(ω 3
√

2), K2 = Q( 3
√

2). We leave it
to the reader to sort it out.

Corollary 5.2.6. Suppose that gcd([K1 : F], [K2 : F]) = 1 then

[K1K2 : F] = [K1 : F] · [K2 : F].

Proof. The inclusion F ⊆ Ki ⊆ K1K2 gives that [Ki : F] divides [K1K2 : F]. The assumption then
gives that [K1 : F] · [K2 : F] divides [K1K2 : F]. By the theorem, [K1K2 : F] ≤ [K1 : F] · [K2 : F] and
so it follows that [K1K2 : F] = [K1 : F] · [K2 : F]. �

6. SPLITTING FIELDS AND ALGEBRAIC CLOSURE
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6.1. Splitting fields. Let K ⊇ F be an extension of fields. K is a splitting field of a polynomial
f (x) ∈ F[x] if f (x) is a product of linear factors in K (and so has all its roots in K), f (x) =
c ∏n

i=1(x− αi) and K = F(α1, . . . , αn).

Remark 6.1.1. We do not require f to be irreducible.

Example 6.1.2. The field K = Q(
√

2,
√

3) is a splitting field for the (reducible) polynomial
(x2 − 2)(x2 − 3). It is also the splitting field for the (irreducible) polynomial x4 − 10x2 + 1.
Cf. Example 5.1.6.

Theorem 6.1.3. Let f (x) ∈ F[x] be a polynomial of degree n. There is a splitting field K ⊇ F for F.
Furthermore, [K : F] ≤ n!.

Remark 6.1.4. We will show later that any two splitting fields for f are isomorphic.

Proof. We prove that by induction on deg( f ). If deg( f ) = 1 then f (x) = a1x − a0 = a1(x −
a0/a1) and so K = F.

Suppose the theorem true for degree n− 1 and let deg( f ) = n. Let g be an irreducible factor
of f in F[x]. Let K1 = F[x]/(g(x)). Then g has a root α in K1 (in fact, α = x̄), K1 = F(α) and we
may factor f over K1:

f (x) = (x− α) f̃ (x).
We note that deg( f̃ ) = n− 1 and [K1 : F] ≤ n (in fact, we have an equality if and only if g = f ).
Applying induction to f̃ , we get a splitting field K2 for f̃ over K1, such that [K2 : K1] ≤ (n− 1)!.
Thus, in K2 we can write f = c ∏n

i=1(x − αi), αi ∈ K2, c ∈ F, where α = α1. Note that K2 =
K1(α2, . . . , αn) = F(α1)(α2, . . . , αn) = F(α1, . . . , αn). �

An algebraic extension K/F which is the splitting field over F for a collection of polynomials
{ fi(x)i ∈ I} ∈ F[x] is called a normal extension. This means that all the fi split into linear terms
in K and denoting by S the set of all these roots, we have K = F(S). Said differently, all the
polynomials fi split into linear terms in K, and K is the minimal field in which they all split.

Remark 6.1.5. If the collection is finite { f1, . . . , fa} take f = f1 f2 · · · fa. Then K is the splitting
field for the set { f1, . . . , fa} if and only if it is the splitting field for f .

Note as well that we do not specify which is the collection of polynomials making K/F into
a normal extension. For example, Q(

√
2,
√

3) is a normal extension of Q by virtue of either the
set of polynomials {x2 − 2, x2 − 3}, or the set of (one) polynomial {x4 − 10x2 + 1}.
Remark 6.1.6. If K ⊇ F is a normal extension of finite degree then it is a splitting field of a
polynomial. Indeed, since K is a normal extension there is a some set of polynomials { fi(x) : i ∈
I} of which K is a splitting field. Take f1 in this set such that the roots of f1 are not in F (if there’s
no such f1 then K = F and it is the splitting field of the polynomial x− 1). Say the roots of f1 in
K are α1,1, . . . , α1,n(1) and [F(α1,1, . . . , α1,n(1)) : F] > 1. If F(α1,1, . . . , α1,n(1)) = K we are done. Else,
there is an f2 in that set such that the roots of f2 are not all in F(α1,1, . . . , α1,n(1)). Say the roots
are α2,1, . . . , α2,n(2). Then [F(α1,1, . . . , α1,n(1), α2,1, . . . , α2,n(2)) : F] > [F(α1,1, . . . , α1,n(1)) : F]. This
process must end as [K : F] is finite. We conclude that K is the splitting field of a finite collection
of polynomials f1, . . . , fa and so is the splitting field of the polynomial f1 f2 · · · fa.

Theorem 6.1.7. Let f1(x) ∈ F1[x] and σ : F1 → F2 an isomorphism of fields. Let f2 = σ f1 ∈ F2[x]. Let
K1 be a splitting field for f1 over F1 and K2 a splitting field for f2 over F2. Then there is an isomorphism
ϕ : K1 → K2 extending σ:

K1
ϕ
// K2

F1
σ // F2.
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Proof. We prove the result by induction on the degree of f1. If f1 is a linear polynomial there is
nothing to prove as, necessarily, K1 = F1, K2 = F2.

Let f1 now be of degree greater than 1. Let g1 be an irreducible factor of f1, possibly f1 itself.
Thus, f1 = g1h1. Let g2 = σg1, h2 = σh1. Then g2 is irreducible as well and f2 = g2h2.
Let α1 ∈ K1 be a root of g1 and α2 ∈ K2 be a root of g2. Let H1 = F1(α1), H2 = F2(α2). By
Proposition 3.3.5 there is an isomorphism1 σ′ : H1 → H2, such that the following diagram holds:

K1
∃ϕ??

// K2

H1
σ′ // H2

F1
σ // F2.

We may now consider the polynomials t1(x) = f1(x)/(x− α1) ∈ H1(x) and t2(x) = f2(x)/(x−
α2) ∈ H2(x) which satisfy σ′ t1 = t2. Also note that K1, K2 are the splitting fields of t1, t2 over
H1, H2 respectively. Indeed, K1 is obtained from F by adding all the roots of f ; H1 is obtained by
adding just one root and when we add the rest, we are actually adding the roots of t1, and we
obtain K1. Similarly for K2. We can apply induction and the proof is complete. �

Corollary 6.1.8. Let f (x) ∈ F[x] be a polynomial. Any two splitting fields for f are isomorphic.

Example 6.1.9. It is hard to forecast the degree of the splitting field of a polynomial. If f is
monic, irreducible of degree n and K is a splitting field, we could say that

deg( f ) = n|[K : F], [K : F] ≤ n!.

We shall later see that in fact [K : F]|n!, but that as much as we can say in general. For example,
for polynomials of degree 3, it may happen that the splitting field has degree 6 over F, or degree
3. To illustrate: the splitting field of the polynomial x3 − 2 ∈ Q[x] has degree 6 over Q - it is
equal to Q(ω, 3

√
2). It is possible to give an example of an irreducible monic cubic polynomial

of degree 3 over Q for which the splitting field will have degree 3 over Q, but any such example
will be laborious. On the other hand, it is rather easy to do so over finite fields. For example,
consider the polynomial (x) = x3 + x + 1 over F2. Let L = F2[x]/(x3 + x + 1). Then x̄ is a root
of f in L. We can then factor f over L (using the variable t):

f (t) = t3 + t + 1 = (t− x̄)(t2 + x̄t + x̄2 + 1).

We claim that the quadratic polynomial factors over L as well. Substitute x̄2 for t in t2 + x̄t +
x̄2 + 1 to get x̄4 + x̄3 + x̄2 + 1 and note that x̄4 + x̄2 + x̄ = 0. Thus, x̄4 + x̄3 + x̄2 + 1 = x̄4 + x̄3 +
x̄2 + 1 + (x̄4 + x̄2 + x̄) = x̄3 + x̄ + 1 = 0. It follows that f factors completely over L and so L is
the splitting field, [L : F2] = 3.

6.2. Algebraic closure. A field K is called algebraically closed if every polynomial in K[x] has
a root (equivalently, all its roots) in K. Let F be a field; a field extension K ⊇ F is called an
algebraic closure of F if every polynomial in F[x] splits into a product of linear terms in K and
K is an algebraic extension of F.

Proposition 6.2.1. If K is an algebraic closure of F then K is algebraically closed.

1In fact, uniquely determined by the property σ′(α1) = α2; note the choices we have at this point! We shall return
to this point later.
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Proof. Let f be an irreducible polynomial in K[x]. Let L = K[x]/( f (x)) and α = x̄ the root of
f in L. As L ⊇ K is an algebraic extension and K ⊇ F is an algebraic extension also L ⊇ F
is an algebraic extension. (The maximal algebraic extension H of F insider L contains K and
there is no element of L − H algebraic over H. It follows that H = L.) Thus, α solves some
irreducible polynomial in F[x] and so α ∈ K. But that means that deg( f ) = 1. Saying that the
only irreducible polynomials in K[x] are linear is equivalent to saying that every polynomial in
K[x] factors into linear terms, or that every polynomial in K[x] has all its roots in K. And, at any
rate, K is algebraically closed. �

Theorem 6.2.2. Let F be a field. F has an algebraic closure.

Remark 6.2.3. The proof will appear to be constructive, but this is misleading. The description
of an algebraic closure is, except for a handful of situations, very complicated. One mainly uses
the algebraic closure as an existence result – that is, it’s mere existence – and the actual concrete
description of it is either ignored, or is a major open problem. For example, the explicit descrip-
tion of the algebraic closure of Q (for example in the sense of describing all the the quotients of
its Galois group) is a major open problem in number theory; some features of it are called “the
inverse Galois problem”.

Proof. Our proof follows closely Dummit and Foote that follow, in turn, Artin. It is based on the
following two lemmas.

Lemma 6.2.4. There exists an algebraically closed field K that contains F.

Lemma 6.2.5. Let K be an algebraically closed field that contains F and let F be the maximal algebraic
extension of F inside K,

F = {α ∈ K : α is algebraic over F}.
Then F is an algebraic closure of F

We first dispense with the second Lemma. We have inclusions

K ⊇ F ⊇ F,

and we have proved that F is a field and is of course an algebraic extension of F. We need to
show that every non-constant polynomial f (x) ∈ F[x] splits over F. But, we know that in K,
f (x) = c ∏(x− αi), c ∈ F, and clearly each αi is algebraic over F, hence in F. Thus, f (x) splits
over F and so F is an algebraic closure.

The real issue is thus to prove the first lemma. The proof is based on the following idea. We
want to enlarge F to a bigger field K1 so that every monic non-constant polynomial in F will have
at least one root in K1. That would be a “good start”. We know how to do that with one monic
irreducible polynomial f (x) - simply by forming F[x]/( f (x)). We can do it with finitely many
polynomials f1, . . . , fr by choosing an irreducible factor g1 of f1 and forming L1 = F[x]/(g1(x)),
then choosing an irreducible factor g2 of f2 over L1 and forming L2 = L1[x]/(g2(x)), and so on.
In the field Lr each of the polynomials f1, . . . , fr has a root. But how to do it with infinitely many
polynomials?? That is where Artin had an elegant idea.

For every monic non-constant polynomial f (x) ∈ F[x] (we don’t care if it is irreducible or
not) introduce a free variable x f . Form the ring of polynomials RF = F[{x f }], by adjoining
all the variables x f for such polynomials f . Consider the ideal I of this ring generated by the
polynomials f (x f ) as f ranges over the monic non-constant polynomials. The key point is

Claim: I is contained in some maximal ideal m of RF

Suppose this is not the case. Then I must be equal to RF and in particular 1 ∈ I. Thus, for some
polynomials f1, . . . , fr and elements g1, . . . , gr of RF we have

1 = g1 f1(x f1) + · · ·+ gr fr(x fr).
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We show this is not possible by constructing a homomorphism ϕ of RF to another ring such that
ϕ(g1 f1(x f1) + · · ·+ gr fr(x fr)) = 0. As ϕ(1) = 1 we get the contradiction we want. First we map

RF → F[x f1 , . . . , x fr ], x f 7→
{

x fi , f = fi

0, f 6∈ { f1, . . . , fr}.

Now, there is a field F1 ⊇ F in which each of the polynomials f1, . . . , fr has a root, say α1, . . . , αr,
respectively. We let ϕ be the composition

RF → F[x f1 , . . . , x fr ]→ F1,

where the last map takes x fi to αi. We have ϕ(g1 f1(x f1) + · · ·+ gr fr(x fr)) = ϕ(g1) f1(α1) + · · ·+
ϕ(gr) fr(αr) = 0.

Let us choose then a maximal ideal m of RF that contains I and consider the field

K1 = RF/m.

This is a field that contains F and every monic non-constant polynomial in F has a root in K1.
Indeed, f (x f ) ∈ I so f (x f ) is the zero element modulo I, let alone modulo m.

We may now repeat the construction replacing F be K1, RF by RK1 and so on. We obtain a
sequence of fields

F ⊆ K1 ⊆ K2 ⊆ . . .

such that every non-constant monic polynomial in Kn has a root in Kn+1. Let

K =
∞⋃

i=1

Ki.

K is a field, it contains F and we claim that it is algebraically closed. Let f be a non-constant
polynomial in K[x], without loss of generality, monic. Each of the coefficients of f belongs to
some field Ki and so for some n, f ∈ Kn[x]. If so, it has a root in Kn+1 ⊆ K, and we are done. �

Remark 6.2.6. Given a field F we have constructed an algebraic closure F of F. One can prove
(and it is mainly a complicated book-keeping argument) that F is unique up to isomorphism.

Suppose that K is an algebraically closed field and let F be a subfield of K. As we have
seen, the collection of elements of K that are algebraic over F is an algebraic closure of F. For
example, take the field C of complex numbers, which is algebraically closed by the fundamental
theorem of algebra. Then C contains an algebraic closure Q of Q. However, it is not hard to
show that Q is countable, while C is not countable. Thus, in a precise sense, most elements of
C are transcendental over Q, although is it a real challenge to show that any particular complex
number is transcendental. For example, it is known that e, π are transcendental, but this is hard
to prove. One also knows that ∑∞

i=1 10−i! is transcendental and that is much easier to prove,
albeit a nontrivial theorem as well.

7. FINITE AND CYCLOTOMIC FIELDS

In this section we study finite fields and fields obtained by adjoining to Q a root of unity. We
will be able to get some interesting information concerning those and we shall later be able to
return to these fields for examples. Besides serving for examples and intuition, these fields also
play important role in certain proofs.
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7.1. Finite fields. In this section we will get a very detailed idea about the structure of the
algebraic closure of a finite field. This is one of the very few cases where this is possible.

Theorem 7.1.1. Let F = Z/pZ the field with p elements. Let F be an algebraic closure of F.
(1) For every positive integer m, F contains a unique subfield having pm elements. We denote it by

Fpm . The field Fpm is equal to the set of solutions to the equation xpm − x = 0.
(2) We have Fpn ⊇ Fpm if and only if m|n. Every finite subfield of F is Fpm for some m. Therefore, the

lattice of finite subfields of F is the opposite to the lattice of subgroups of Z under the association:
Fpm ↔ mZ. Under this association we have

Fpm ⊆ Fpn ↔ mZ ⊇ nZ (⇔ m|n)
Fpgcd(m,n) = Fpm ∩Fpn ↔ mZ + nZ = gcd(m, n)Z

Fplcm(m,n) = Fpm Fpn ↔ mZ∩ nZ = lcm(m, n)Z

(3) Let f (x) ∈ Fpm [x] be an irreducible polynomial of degree n and let α be a root of f in F. Then
Fpm(α) = Fpmn and is the splitting field of f .

(4) Let L be a field with pm elements then L ∼= Fpm .
(5) F is also an algebraic closure of Fpm . The lattice of subfields of F that contain Fpm is opposite to

the lattice of subgroups of Z that are contained in mZ.
(6) Define the Frobenius map as

Frp : F→ F, x 7→ xp,

and, more generally, for q = pm define

Frq : F→ F, x 7→ xq.

Then Frq is a field automorphism of F, it is equal to Frp ◦ Frp ◦ · · · ◦ Frp (m-times) and its fixed
set is the subfield Fq.

(7) F =
⋃∞

m=1 Fpm .

Proof. Let L ⊆ F be a finite subfield. Let m = [L : F]. Then the number of elements of L is pm

and L× is thus a cyclic group of order pm − 1. Thus,

L× ⊆ {a ∈ F : apm−1 = 1}.
Since xpm−1 − 1 has at most pm − 1 distinct solutions in F, we must have equality and, conse-
quently,

L = {a ∈ F : apm
= a}.

This also shows that L is uniquely determined by its cardinality.
Conversely, given m, consider the set

L := {a ∈ F : apm
= a}.

The binomial theorem (x + y)n = ∑n
i=0 (

n
i )xiyn−i holds over every commutative ring. As(

p
i

)
=

p(p− 1) · · · (p− i + 1)
i(i− 1) · · · 1 ,

we have that p|(p
i ) for 0 < i < p. It follows that

(x + y)p = xp + yp,

for x, y that belong to a field of characteristic p. By induction,

(x + y)q = xq + yq.

Now, if x, y ∈ L then also x + y ∈ L, as (x + y)q = xq + yq = 0 + 0 = 0, where we have put
q = pm. Since (−1)q = −1, even if p = 2, we also get that −x ∈ L. Finally, clearly also xy and
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1/x, if x 6= 0, are in L. Clearly, 1 ∈ L, and in fact it then follows that F ⊆ L. We conclude that
L is a field containing F. Let f (x) = xq − x. Then f ′(x) = −1, as q = 0 in F and it follows that
gcd( f , f ′) = 1. Therefore, f has no repeated roots and thus has precisely q roots in F. Thus, L is
a field with q elements.

At this point we have proven (1). We have also shown that Frq : F→ F is a ring homomor-
phism. It is clear that Frq ◦ · · · ◦ Fq (a-times) is equal to Frqa .

Suppose that m|n, say c = n/m. Put q = pm. Frq(a) = a implies that (Frq)c(a) = Frqc(a) = a;
that is apm

= a implies a(pm)c
= apn

= a. Thus, Fpm ⊆ Fpn . Conversely, if Fpm ⊆ Fpn then the
degree c = [Fpn : Fpm ] is an integer. But that means that as vector spaces Fpn ∼= Fc

pm and so
pn = (pm)c = pmc and it follows that m|n.

By associating Fpm with the subgroup mZ of Z we have a bijection. Moreover, if we put an
order relation on subfields by saying that Fpm ≤ Fpn if Fpm ⊆ Fpn , and we put an order relation
on subgroups by saying that aZ ≤ bZ if aZ ⊆ bZ, then the bijection is order-reversing. For
fields, the infimum of two fields Fpm , Fpn is clearly Fpm ∩ Fpn , while the supremum is Fpm Fpn ,
while for subgroups it is clearly mZ ∩ nZ and mZ + nZ. Since the bijection is order-reversing,
Fpm ∩ Fpn corresponds to mZ + nZ = gcd(m, n)Z and Fpm Fpn corresponds to mZ ∩ nZ =
lcm(m, n)Z.

We now pass to part (3). We know that Fpm(α) ∼= Fpm [x]/( f (x)) is a field with (pm)n = pmn

elements. Thus, Fpm(α) = Fpmn . As this holds for every root α of f , all the roots of f lie in Fpmn

and so this field is the splitting field for f .
Consider part (4). As L is the splitting field of the polynomial xpm − x over F, as is Fpm , they

are isomorphic by Corollary 6.1.8.
For part (5), note that as F is algebraically closed, the subfield F′ = {a ∈ F : a is algebraic over Fpm}

is an algebraic closure of Fpm . But every element of F is algebraic over F so a fortiori over Fpm .
Thus, F = F′.

Now for parts (6) and (7). We have already established that Frq : F →̄ F is a ring homomor-
phism, which is clearly injective. Let a ∈ F. Then a solves some irreducible polynomial over F,
say of degree m. Thus, a ∈ Fpm . This gives us part (7): F =

⋃
m Fpm . As for every m the map Frq

gives an injective map Frq : Fpm → Fpm , for every m, Frq is also a surjective map Frq : Fpm → Fpm .
Using now F =

⋃
m Fpm , we conclude that Frq : F→ F is also surjective.

Finally, the fixed set of Frq, the elements {a ∈ F : aq = a} are precisely the field Fq, as we
have seen above. �

Theorem 7.1.2. (1) xpn − x = ∏ f irred. monic ∈ Fp [x]
of degree d|n

f (x).

(2) Let f (x) ∈ Fp[x] be a non-zero polynomial of degree r. Then f is irreducible if and only if

∀n, 1 ≤ n ≤ r/2, gcd( f (x), xpn − x) = 1.

(3) f (x) has a root in Fp if and only if gcd( f (x), xp − x) 6= 1.

Proof. We prove part (1); the other parts are left as exercise. First, g(x) = xpn − x satisfies
gcd(g(x), g′(x)) = gcd(g(x),−1) = 1 and so xpn − x is a product of distinct irreducible factors.
The splitting field of xpn − x is the field of pn elements Fpn .



COURSE NOTES - MATH 371 37

Suppose that f (x) is an irreducible factor of xpn − x. Let α be a root of f . We have the following
diagram

Fpn

n Fp(α)

d

Fp

where d is the degree of f , and so it follows that d|n.
Conversely, given an irreducible polynomial f (x) ∈ Fp(x) of degree d, d|n, let α be a root of

it in Fp. It must be the field Fpd and, since d|n, Fpd |Fpn . In particular, α satisfies xpn − x = 0. As
this is true for every root of f , and since f is irreducible it has no repeated roots, we have that
f (x)|xpn − x. �

Let µ be the Möbius function defined for positive integers by

µ(n) =


1 n = 1
0 �|n
(−1)r n is a product of r distinct primes

.

Let f : Z>0 → Γ be any function on the positive integers with values in an abelian group Γ. Let

F(n) = ∑
d|n

f (d).

Then the Möbius inversion formula states:

Lemma 7.1.3. f (n) = ∑d|n F(d)µ(n/d).

We leave the proof of the Möbius inversion formula as an exercise. Let us apply it now for
the following functions. Let

Ψ(n) = ]{irreducible monic polynomials of degree n over Fp[x]}.
Let f (n) = n ·Ψ(n). By comparing degrees in Theorem 7.1.2, we conclude that

F(n) = ∑
d|n

f (n) = pn.

Applying Möbius inversion formula we find that f (n) = ∑d|n pd · µ(n/d) and so that Ψ(n) =
1
n ∑d|n pd · µ(n/d). In words:

Proposition 7.1.4. The number of irreducible polynomials of degree n over Fp is
1
n ∑

d|n
pd · µ(n/d).

Example 7.1.5. Let us examine this formula for small values of n.

n ] irreducible polynomials of degree n

1 p

2 1
2 (p2 − p)

3 1
3 (p3 − p)

4 1
4 (p4 − p2)

6 1
6 (p6 − p3 − p2 + p)
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7.2. Cyclotomic Fields. The cyclotomic fields are a collection of subfields of the field of complex
numbers. They resemble finite fields in some aspects, and this is reflected in one of the proofs
we give below. In the same way that finite fields play a special role in understanding Fp -
in fact, this field is the union of its finite subfields, the cyclotomic fields play a special role in
understanding Q - the algebraic closure of Q. A deep theorem in algebraic number theory, the
Kronecker-Weber theorem, says that every abelian Galois extension (this terminology would
make sense once we go through Galois theory) is contained in one of the cyclotomic fields.

Let n be a positive integer. Let µn denote the set of n-th roots of unity in C:

µn = {α ∈ C : αn = 1} = {e2πia/n : a = 0, 1, . . . , n− 1}.
We use the notation

ζn = e2πi/n.

The set µn forms an abelian group under multiplication. It is a cyclic group and, in fact, the map

Z/nZ→ µn, a 7→ ζa
n,

is a group isomorphism. In particular, it follows that µn is cyclic and its generators, called
primitive n-th roots of unity, are precisely {ζa

n : (a, n) = 1}. There are ϕ(n) of them. We note
that µd ⊆ µn ⇔ d|n.

We define the n-th cyclotomic polynomial, Φn(x) as the polynomial

Φn(x) = ∏
ζ∈µn primitive

(x− ζ) = ∏
(a,n)=1

(x− ζa
n).

By arranging the elements of µn according to their order in the multiplicative group we find the
factorization

xn − 1 = ∏
d|n

Φd(x).

This allows us to calculate Φn by recursion as Φn(x) = xn − 1/(∏d|n,d<n Φd(x)). Here are some
examples:

n 1 2 3 4 5 6

Φn x− 1 x + 1 x2 + x + 1 x2 + 1 x4 + x3 + x2 + x + 1 x2 − x + 1

The field Q(ζn) (called the n-th cyclotomic field) is the splitting field of the cyclotomic poly-
nomial Φn. We are thus interested in properties of Φn.

Proposition 7.2.1. Φn(x) ∈ Z[x] and is a monic polynomial of degree ϕ(n).

Proof. The only claim requiring proof is that Φn(x) ∈ Z[x]. We prove that by induction on n.
This is certainly true for n = 1. Given n, let fn(x) = ∏d|n,d<n Φd(x). By induction, fn(x) ∈ Z[x].
Clearly, fn(x)|xn − 1 in Q(ζn)[x]. But this implies that fn(x)|xn − 1 in Q[x]; after all, when
performing the Euclidean algorithm we never need more scalars than in Q and it gives us the
gcd of fn(x) and xn − 1. By Gauss’ lemma fn(x)|xn − 1 in Z[x]. As Φn(x) = xn−1

fn(x) , we are
done. �

Let F be a field. We say that a non-zero polynomial f (x) ∈ F[x] of degree n is separable if in
some extension field K we have f (x) = c ∏n

i=1(x− αi), where all the αi are distinct. Otherwise
said, (in some extension field) f has n distinct root.
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Let f (x) ∈ F[x] be a monic polynomial, where F is any field. Let us first note that if f is insep-
arable, that is, if in some extension K of F, f (x) = (x− α)2g(x) then f ′(x) = 2(x− α)g(x)+ (x−
α)2g′(x) and so (x − α)| gcd( f , f ′) and so gcd( f , f ′) 6= 1. Remark also that gcd( f , f ′) ∈ F[x].
Conversely, suppose that gcd( f , f ′) 6= 1 and choose in some extension field K a linear polyno-
mial x − α dividing both f and f ′. Suppose that f (x) = (x − α)g(x) and that (x − α) - g(x).
Then f ′(x) = (x− α)g′(x) + g(x) and so (x− α) - f ′(x), which is a contradiction. We conclude:

Lemma 7.2.2. Let f (x) ∈ F[x] be a non-constant polynomial. Then f is separable if and only if
gcd( f , f ′) = 1.

A simple consequence of the lemma is that if in some extension f has n distinct roots then in
any extension where f splits it has n distinct roots.

Theorem 7.2.3. The cyclotomic polynomial Φn(x) is irreducible over Q.

Proof. Let fn(x) be the minimal polynomial of ζn over Q; it is irreducible and it divides Φn(x).
As fn is monic, and fn|xn − 1, by Gauss’ lemma fn ∈ Z[x] and so we can decompose xn − 1 as a
polynomial over Z,

xn − 1 = fn(x) · h(x), fn(x), h(x) ∈ Z[x].

Let ζ be a root of fn and p a prime such that (p, n) = 1. We shall prove that ζ p is also a root of
fn. As every primitive n-th root of unity can be obtained from ζn by repeatedly raising to prime
powers p, for various primes p satisfying (p, n) = 1, we can conclude that every primitive n-root
of unity is a root of fn. But these are the roots of Φn too. Thus, fn = Φn and so Φn is irreducible.

Suppose, on the contrary, that f (ζ p) 6= 0. Then, because ζ p is a root of xn − 1, we must have
h(ζ p) = 0. That means that ζ is a root of h(xp). Since fn is the minimal polynomial of any of
its roots, we conclude that fn|h(xp), even in Z[x] by Gauss’ lemma. Now, reduce this modulo
p and denote the reduction of polynomials by a bar. Then, using that for every polynomial
a(x) ∈ Fp[x] we have (a(x))p = a(xp),

xn − 1 = f̄nh̄,

and

f̄n|h̄(xp) = (h̄(x))p.

It follows that f̄n and (h̄(x))p have a common factor and thus so do f̄n and h̄. But, that implies
that xn − 1 has an irreducible factor appearing to a power 2 at least. On the other hand, if g(x) =
xn − 1 then gcd(g(x), g′(x)) = gcd(xn − 1, nxn−1) = 1, also in characteristic p (because (p, n) =
1). Meaning, xn− 1 does not have a repeated factor even modulo p. That gives a contradiction. �

Corollary 7.2.4. Let m, n be relatively prime positive integers. Then

Q(ζn) ∩Q(ζm) = Q.

Proof. The compositum of Q(ζm) and Q(ζn) is Q(ζmn). Indeed, as ζmζn is a primitive mn-th root
of 1 we get inclusion in one direction. On the other hand, both Q(ζm) and Q(ζn) are contained
in Q(ζmn) and that gives the reverse inclusion. We thus have a diagram of fields, where K =
Q(ζn) ∩Q(ζm) :
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Q(ζmn)

ϕ(mn)

ttttttttt

JJJJJJJJJ

Q(ζm)

ϕ(m)/a KKKKKKKKKK
Q(ζn)

ϕ(n)/a
ssssssssss

K

a

Q

Therefore,
[Q(ζmn) : K] = ϕ(mn)/a = ϕ(m)ϕ(n)/a.

On the other hand, from Theorem 5.2.2,

[Q(ζmn) : K] ≤ [Q(ζm) : K] · [Q(ζn) : K] = ϕ(m)ϕ(n)/a2.

It follows that a = 1. That is, K = Q. �
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Part 3. Galois Theory

In this part of the course we develop Galois theory. Galois theory is the study of automor-
phisms of fields. More precisely, given an extension of fields K ⊇ F, Galois theory studies
automorphisms of K that act as the identity on F and relates them to subfields of K containing
F.

8. AUTOMORPHISMS AND SUBFIELDS

8.1. The group Aut(K/F). Let K be a field. The group Aut(K) is the group of automorphism of
K. Namely, the group of bijective ring homomorphisms K → K. The group law is composition
and the identity of the group is the identity map 1 : K → K, the map that takes every element to
itself. If F ⊂ K is a subfield, we define the group

Aut(K/F) = {σ ∈ Aut(K) : σ(α) = α, ∀α ∈ F}.
It is a subgroup of Aut(K). Note that if F is the prime subfield of K (which is Q if K has charac-
teristic zero, and Fp if K has characteristic p) then Aut(K) = Aut(K/F).

The following proposition is a simple observation that nonetheless gives some control over
automorphisms in Aut(K/F).

Proposition 8.1.1. Let K ⊃ F be an extension of fields, α ∈ K an algebraic element over F with minimal
polynomial f (x) ∈ F[x] of degree n. Let σ ∈ Aut(K/F). Then σ(α) is a root of f (x) as well. We get a
group homomorphism,

Aut(K/F)→ Sn.

Proof. We have 0 = f (α), where f (x) = xn + an−1xn−1 + · · ·+ a0, where ai ∈ F. Then

0 = σ(0)

= σ(αn + an−1αn−1 + · · ·+ a0)

= σ(α)n + σ(an−1)σ(α)
n−1 + · · ·+ σ(a0)

= σ(α)n + an−1σ(α)n−1 + · · ·+ a0

= f (σ(α)).

As σ is an automorphism, it is injective and we get an injective map from the set of roots of f to
itself (hence bijective). Clearly this is a group homomorphism. �

Let us now consider a very special situation. Later we shall be generalizing our arguments to
general splitting fields. Suppose, as above, that α is algebraic over F, with a degree n minimal
polynomial f ∈ F[x], and that moreover, F(α) is a splitting field for f .

Proposition 8.1.2. Under these assumptions, there is a bijection

Aut(F(α)/F)↔ {β ∈ F(α) : f (β) = 0}, σ 7→ σ(α).

In particular, if f is separable, namely if f has precisely n distinct roots, |Aut(F(α)/F)| = [F(α) : F].

Proof. As every automorphism of F(α) that fixes F is determined by its action on α, the map
from Aut(F(α)/F) to the roots is injective. To show it is surjective, recall that we showed
(Proposition 3.3.5) that if α and β are two roots of f (x) then there is a (unique) isomorphism
ϕ : F(α)→ F(β) that is the identity on F and takes α to β. As F(β) ⊆ F(α) and both fields have
the same degree over F, we must have F(α) = F(β) and ϕ is an element of Aut(F(α)/F) such
that ϕ(α) = β. That shows subjectivity. �
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Example 8.1.3. The following example explains why we need to assume f is separable. Consider
a field F in characteristic p and an element γ ∈ F which is not a p-th power in F. (For example,
we may take F = Fp(x) and γ = x.) The polynomial xp − γ ∈ Fp[x] is irreducible. Indeed,
let α be a root of this polynomial in some extension field of F. Then αp = γ, and we can write
(x − α)p = xp − γ and so α is the unique root of f . Every non-constant polynomial properly
dividing (x− α)p is of the form (x− α)n, for some 0 < n < p. If this polynomial lies in F[x] then
the coefficient of xn−1 in this polynomial belongs to F. But this coefficient is −nα and, as p - n, it
follows that α ∈ F, contrary to our assumption on γ.

We see that in this case Aut(F(α)/F) = {1}, while [F(α) : F] = p.

Before turning to examples, we state an easy proposition.

Proposition 8.1.4. Let K ⊇ F be an extension of fields. For a subgroup H of Aut(K/F) let

KH = {k ∈ K : σ(k) = k, ∀σ ∈ H}.
For a subfield K ⊇ L ⊇ F let

HL = {σ ∈ Aut(K/F) : σ(`) = `, ∀` ∈ L}.
Then:

(1) KH is a subfield of K containing F; HL is a subgroup of Aut(K/F).
(2) If H1 ⊇ H2 then KH1 ⊆ KH2 ; if L1 ⊇ L2, HL1 ⊆ HL2 .
(3) HKH ⊇ H and KHL ⊇ L.

The proof of the proposition is immediate. Thus, we have, in great generality, order-reversing
maps

{Subgroups of Aut(K/F)} ←→ {Subfields of K containing F},
but without special conditions on K/F these are not bijections. Indeed, in Example 8.1.3 above, we
have for both L = F(α) and L = F that HL = Aut(F(α)/F) and so KHL = L doesn’t hold.
(However, see Theorem 9.3.1 below).

8.2. Examples.

8.2.1. Cyclotomic fields. Let ζn be a primitive n-root of 1. Its minimal polynomial is Φn and Q(ζn)
is the splitting field for Φn, which is a separable polynomial. Thus, we know that

|Aut(Q(ζn)/Q)| = [Q(ζn) : Q] = deg(Φn) = ϕ(n).

Proposition 8.2.1. There is a natural isomorphism

Z/nZ× ∼= Aut(Q(ζn)/Q).

Proof. Let σ ∈ Aut(Q(ζn)/Q), then σ(ζn) = ζa
n for some a such that (a, n) = 1, because these

are the roots of the minimal polynomial Φn of ζn. We note that for every n-th root of unity ζ in
Q(ζn),

σ(ζ) = ζa.
Indeed, write ζ = ζb

n then σ(ζ) = σ(ζb
n) = (σ(ζn))b = (ζa

n)
b = (ζb

n)
a = ζa. We define a map

Aut(Q(ζn)/Q)→ Z/nZ×, σ 7→ a, where σ(ζn) = ζa
n.

This map is injective because σ is determined by its action on ζn. By cardinality considerations
it is therefore surjective. Finally, it is a group homomorphism. For every n-th root of unity ζ, if
σ(ζ) = ζa, τ(ζ) = ζb then

στ(ζ) = σ(ζb) = (σ(ζ))b = (ζa)b = ζab.

�
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8.2.2. Finite fields. Let Fp be the finite field with p elements. Let Fpm be the unique degree m
extension of it in a given algebraic closure Fp.

Proposition 8.2.2. There is a canonical isomorphism

Z/mZ ∼= Aut(Fpm), 1 7→ Frp.

Proof. Let f ∈ F[x] be an irreducible polynomial of degree m (see Exercise 23). We shall use
various statements in Theorem 7.1.1. Let α be any root of f in Fp. The field Fp(α) has pm

elements, hence equal to the subfield of Fp with pm elements, Fpm . Thus, we are in the same
familiar situation and we conclude that Aut(Fpm /Fp) has m elements.

On the other hand, as we have seen, Frp : Fpm → Fpm is an automorphism. Its order as an
automorphism is the least positive n such that Frn

p = Frpn is the identity on Fpm . But, also recall
that the fixed field of Frpn is Fpn and the minimal n is thus n = m. It follows that Frp generates a
cyclic subgroup of Aut(Fpm /Fp) of order m, hence it generates the whole group Aut(Fpm /Fp).
We conclude a canonical isomorphism

Z/mZ
∼=−→ Aut(Fpm /Fp), 1 7→ Frp.

�

Corollary 8.2.3. Let m|n. There is a canonical isomorphism

mZ/nZ ∼= Aut(Fpn /Fpm), m 7→ Frpm .

Proof. The issue is what elements in Aut(Fpn) = Aut(Fpn /Fp) fix Fpm . The consideration of the
proof show that these are precisely the powers of Frpm . Under the homomorphism

Z� Aut(Fpn /Fp), 1 7→ Frp,

whose kernel is nZ, it is precisely the subgroup mZ that goes to Aut(Fpn /Fpm) and so we get
an induced isomorphism mZ/nZ ∼= Aut(Fpn /Fpm), under which m 7→ Frpm . �

8.2.3. Additional examples.

Example 8.2.4. We have Aut(Q(
√

2)/Q) = Z/2Z. More generally, if F is a field of characteristic
different than 2 and a ∈ F is not a square, then Aut(F(

√
a)/F) = Z/2Z.

Example 8.2.5. We have Aut(Q(
√

2,
√

3)/Q) ∼= Z/2Z×Z/2Z.
Indeed, we know that Q(

√
2,
√

3) = Q(
√

2 +
√

3) and is the splitting field of the mini-
mal polynomial of

√
2 +
√

3 (all whose other roots are ±
√

2 ±
√

3) and therefore the group
Aut(Q(

√
2,
√

3)/Q) has cardinality 4. We examine how an automorphism σ acts on the set
{±
√

2} and on the set {±
√

3}. This gives us a homomorphism of groups

Aut(Q(
√

2,
√

3)/Q)→ S2 × S2 ∼= Z/2Z×Z/2Z,

where S2 is the symmetric group on 2 elements, identified with Z/2Z. As the field Q(
√

2,
√

3)
consists of polynomial expressions in

√
2 and

√
3 with rational coefficients, it follows that the

map we have defined is injective and, by counting, also surjective.
If we consider the action on the four elements ±

√
2±
√

3 we are realizing this Galois group
as the Klein group {1, (12)(34), (13)(24), (14)(23)} of S4.

It is easy to see the correspondence between subfields and subgroups in this case.

Example 8.2.6. We have Aut(Q( 3
√

2)/Q) = {1}.
Indeed, any automorphism σ will have to take 3

√
2 to another root of x3 − 2. But the other

roots are not real numbers and so cannot lie in Q( 3
√

2). Thus, the only automorphism is the
identity.
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9. THE MAIN THEOREM OF GALOIS THEORY

9.1. Galois extension. Let K ⊇ F be a finite extension of fields. We say that K/F is Galois if

[K : F] = |Aut(K/F)|.
In this case, we shall use the notation

Gal(K/F) := Aut(K/F)

and call this group the Galois group of the extension.

Theorem 9.1.1. Let f (x) ∈ F[x] be a monic polynomial. Let K/F be the splitting field of f . Then

|Aut(K/F)| ≤ [K : F],

with equality if and only if every irreducible factor of f is separable.

Proof. We prove the statement by induction on deg( f ). In fact, we prove that if σ : F1 → F2 is an
automorphism, f1(x) ∈ F[x], f2(x) = σ f2(x) ∈ F2[x], K1 is a splitting field of f1, K2 a splitting
field of f2 then the number of extensions ϕ of σ to an isomorphism from K1 to K2,

K1
ϕ
// K2

F1
σ // F2

is at most the degree [K1 : F1] with equality if and only if every irreducible factor of f1 is separa-
ble.

The case of degree 1 polynomials is clear. Assume the statement for degree n polynomials.
Let f1 ∈ F1[x] be a polynomial of degree n + 1; let p1(x) be an irreducible factor of f1 over F1; let
p2(x) = σ p1(x), which is an irreducible factor of f2. If f1 has an inseparable factor choose p1 to
be that factor, and then also p2 is inseparable.

Let α1 be a root of p1 in K1, α2 a root of p2 in K2. We have the following diagram

K1
ϕ?

// K2

F1(α1)
ψ
// F2(α2)

F1
σ // F2

We have already proven that such extensions ψ exist and that they are in bijection with the roots
of p2. Thus, there are at most [F1(α1) : F1] of those, with equality if and only if p1 is separable.
Now, fix an extension ψ like that and consider the diagram

K1
ϕ?

// K2

F1(α1)
ψ
// F2(α2)

We apply the induction hypothesis to the polynomials g1(x) = f1(x)/(x− α1), g2(x) = ψg1(x) =
f2(x)/(x− α2). Note that if every irreducible factor of f1 was separable, then same holds for g1.
Thus, by induction, the number of extensions of ψ to K1 is at most [K1 : F1(α1)] with equality if
every irreducible factor of f1, hence of g1, is separable.
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Since every extension ϕ is constructed this way (by first extending to ψ and then extending
ψ) we find that if every irreducible factor of f1 is separable, the number of extensions is [K1 :
F1(α1)][F1(α1) : F] = [K1 : F], and if f1 has an irreducible factor that is inseparable then the
number of extensions is strictly less than [K1 : F1(α1)][F1(α1) : F] = [K1 : F], because already the
number of ψ is strictly less than [F1(α1) : F]. �

Corollary 9.1.2. The splitting field of a separable polynomial in F[x] is a Galois extension of F.

Given how important is Corollary 9.1.2, it would be desirable to know when an irreducible
polynomial is separable. Knowing that, we would be able to tell when an arbitrary polynomial
is separable: each of its irreducible factors must be separable and they appear with multiplicity
1.

We say that a field F is perfect if either F has characteristic zero, or F has characteristic p and
the Frobenius map Frp : F → F, Frp(x) = xp is surjective.

Example 9.1.3. Q, C, Q(
√

2), Q(x), etc. are perfect. Fpm , Fp are perfect. The field Fp(t) is not
perfect as t is not a p-th power of any other element.

Proposition 9.1.4. Let F be a perfect field. Then an irreducible polynomial is always separable.

Remark 9.1.5. The condition is necessary: see Example 8.1.3.

Proof. Let f be an irreducible polynomial (hence, by definition, non constant). Then f has no
proper divisor, so in particular gcd( f , f ′) = 1, unless f ′ = 0. In the latter case we will derive
a contradiction. We can only have f ′ = 0 if f (x) = ∑n

t=0 atxtp. Since F is perfect, we can
find bt ∈ F such that bp

t = at. Then f (x) = (∑n
t=0 btxt)p and, consequently, f (x) is reducible.

Contradiction. �

9.2. Independence of characters. Let G be a group and L a field. A character of G with values
in L is a group homomorphism

χ : G → L×.
A character is a special kind of a function on G with values in L. The collection of all functions
LG := {G → L} is a vector space over L with respect to addition of functions ( f + g)(a) :=
f (a) + g(a) and (λ f )(a) := λ · f (a).

Theorem 9.2.1 (Independence of Characters). Let G be a group and L a field. Let χ1, . . . , χn be
distinct characters of G with values in L, then χ1, . . . , χn are linearly independent as functions on G.
Namely, for ai ∈ L we have,

(a1χ1 + · · ·+ anχn)(g) = 0, ∀g ∈ G =⇒ a1 = · · · = an = 0.

Proof. Assume not and choose a non-trivial linear relation of minimal length. Changing the
indexing of the characters, we may write such a relation as

a1χ1 + · · ·+ amχm = 0, ai 6= 0, 1 ≤ i ≤ m.

We shall produce a shorter non-trivial relation hence deriving a contradiction. Note that we
must have m > 1. As the χi are distinct, we may pick an element g0 ∈ G such that χ1(g0) 6=
χm(g0). Then, for all g ∈ G,

0 = a1χ1(g0g) + · · ·+ amχm(g0g)

= a1χ1(g0)χ1(g) + · · ·+ amχm(g0)χm(g)
(4)

We also have

(5) 0 = a1χm(g0)χ1(g) + · · ·+ amχm(g0)χm(g).
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Substracting (5) from (4), we find

0 = a1(χ1(g0)− χm(g0))χ1(g) + · · ·+ am(χm(g0)− χm(g0))χm(g)

= a1(χ1(g0)− χm(g0))χ1(g) + · · ·+ am−1(χm−1(g0)− χm(g0))χm−1(g)
(6)

Note that a1(χ1(g0) − χm(g0)) 6= 0, hence we produced a shorter non-trivial linear relation.
Contradiction. �

We apply this theorem in the following setting. Let K and L be fields. Let σ : K → L be a ring
homomorphism, thus automatically an embedding of fields. We may view σ : K× → L× as a
character of the group K× with values in L. In this setting, we have the following conclusion.

Corollary 9.2.2. Let σ1, . . . , σn be distinct field embedding of a field K into a field L. Then σ1, . . . , σn are
linearly independent as functions on K.

Proof. The only thing to remark is that since σi(0) = 0 for all i, the functions σi : K → L are
linearly independent over L if and only if the characters σi : K× → L× are independent over
L. �

9.3. From a group to a Galois extension. Our goal in this section is to prove the following theo-
rem. The theorem would allow us to derive a series of corollaries establishing basic connections
between the automorphism group of an extension K/F and subfields of K (Corollaries 9.3.2,
9.3.3, 9.3.4) that will take us a long way towards the main theorem of Galois theory.

Theorem 9.3.1. Let G be a finite group of automorphisms of a field K. Let F = KG the field fixed by all
elements of G. Then,

[K : F] = |G|.

Proof. The main idea of the proof is to look for linear relations between the rows, or the columns,
of the matrix (whose entries lie in K)

(7)


σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)

 ,

where G = {σ1, . . . , σn} and ω1, . . . , ωm are elements of K that are independent over F.
Suppose first that n > [K : F]. In that case, let m = [K : F] and let ω1, . . . , ωm in (7) be a basis

of K over F. As n > m, there is a linear relation between columns. Thus, for some a1, . . . , an ∈ K,
not all zero, we have 

σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)




a1

a2
...

an

 =


0

0
...

0

 .

Let ψ = a1σ1 + · · · + anσn, then the last identity means that ψ(ωi) = 0 for i = 1, . . . , m. We
want to show that ψ is identically zero on K, which will contradicts independence of characters
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(Corollary 9.2.2). Since {ω1, . . . , ωm} are a basis for K over F, it is enough to show that for any
fi ∈ F we have ψ(∑m

j=1 f jωj) = 0. Indeed,

ψ(
m

∑
j=1

f jωj) = (
n

∑
i=1

aiσi)(
m

∑
j=1

f jωj)

= ∑
i

ai ·∑
j

σi( f jωj)

= ∑
i,j

ai f j · σi(ωj)

=
m

∑
j=1

f j · (
n

∑
i=1

aiσi(ωj))

=
m

∑
j=1

f j · ψ(ωj)

= 0.

(We have used the fact that σi is multiplicative and the identity on F to get σi( f jωj) = f jσi(ωj).)
Thus, we must have n ≤ [K : F].

Suppose now that n < [K : F]. Then, we may find m = n + 1 elements {ωi : i = 1, . . . , m} of K
that are linearly independent over F. Consider then the same matrix (7), where now the number
of rows is greater then number of columns. There is thus a non-zero row vector β = (β1, . . . , βm)
with entries in K such that

(8) (β1, . . . , βm)


σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)

 =


0

0
...

0

 .

Among all such non-zero vectors β we choose one with the least number of non-zero coor-
dinates. We may assume, to simplify notation, that these non-zero coordinates are the first r
coordinates, where r > 1 necessarily (as each entry of the matrix is non-zero). Thus, β1, . . . , βr
are non-zero and βr+1, . . . , βm are zero. We may assume (by dividing the vector by βr) that
βr = 1.

First, note that we cannot have βi ∈ F for all i. Indeed, suppose that σi is the identity map.
Then, we get

β1σi(ω1) + · · ·+ βmσi(ωm) = β1ω1 + · · ·+ βmωm = 0,

which contradicts the linear independence over F of ω1, . . . , ωm. Thus, some βi 6∈ F, and after
renaming the σ’s, we may assume that β1 6∈ F. There is therefore some τ ∈ G such that τ(β1) 6=
β1. Apply this τ to (8). We find that

(9) (τ(β1), . . . , τ(βm))


τσ1(ω1) τσ2(ω1) . . . τσn(ω1)

τσ1(ω2) τσ2(ω2) . . . τσn(ω2)
...

...
...

τσ1(ωm) τσ2(ωm) . . . τσn(ωm)

 =


0

0
...

0

 .



48 EYAL Z. GOREN, MCGILL UNIVERSITY

But note that for a suitable permutation matrix P (whose effect is to permute the columns), we
have 

τσ1(ω1) τσ2(ω1) . . . τσn(ω1)

τσ1(ω2) τσ2(ω2) . . . τσn(ω2)
...

...
...

τσ1(ωm) τσ2(ωm) . . . τσn(ωm)

 =


σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)

 · P.

Since permutation matrices are invertible, by multiplying (9) by P−1 we deduce that

(τ(β1), . . . , τ(βm))


σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)

 =


0

0
...

0

 .

Now subtract that from (8) to find that

(10) (β1 − τ(β1), . . . , βm − τ(βm))


σ1(ω1) σ2(ω1) . . . σn(ω1)

σ1(ω2) σ2(ω2) . . . σn(ω2)
...

...
...

σ1(ωm) σ2(ωm) . . . σn(ωm)

 =


0

0
...

0

 .

But the vector (β1 − τ(β1), . . . , βm − τ(βm)) is non-zero and has at most r− 1 non-zero coordi-
nates (since βr − τ(βr) = 1− τ(1) = 0). This is a contradiction and the proof is complete. �

Corollary 9.3.2. Let K/F be a finite extension of fields. Then 2

|Aut(K/F)| ≤ [K : F],

with equality if and only if F = KAut(K/F). That is, K/F is Galois if and only if F = KAut(K/F).

Proof. Note first that if K = F(α1, . . . , αn) and R1, . . . , Rn are the roots of the minimal polynomials
of α1, . . . , αn over F, respectively, then

Aut(K/F) ↪→ ΣR1 × · · · × ΣRn .

Thus, G := Aut(K/F) is a finite group. Let K1 be the field KG. Using Theorem 9.3.1 , we have
the following diagram

K
|G|

K1

F
This shows that |G| = |Aut(K/F)| ≤ [K : F], with equality if and only if F = KAut(K/F). �

Corollary 9.3.3. Let G < Aut(K) be a finite group. Then Aut(K/KG) = G and K/KG is Galois.

Proof. Theorem 9.3.1 gives us that K/KG is a finite extension and the last corollary that K/KG

is Galois and |Aut(K/KG)| = [K : KG] = |G|. As certainly G ⊆ Aut(K/KG), we must have
equality because both groups have the same cardinality. �

2Up to till this point we only knew this inequality when K is a splitting field of a polynomial in F[x] (Theo-
rem 9.1.1).
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The next corollary would be used in the main theorem of Galois theory (Theorem 9.4.1).

Corollary 9.3.4. Let G1 6= G2 be finite subgroups of Aut(K) then KG1 6= KG2 .

Proof. If KG1 = KG2 then G1 = Gal(K/KG1) = Gal(K/KG2) = G2. �

So far we have proven the following, (except that one direction of the last statement will be
proven next):

Summary: Let K/F be a finite extension.
• K/F is Galois iff Aut(K/F) = [K : F] (the definition).
• K/F is Galois iff F = KAut(K/F).
• K/F is Galois iff K is the splitting field of a separable polynomial in F[x].

As said, we still need to prove that a finite field extension K/F which is Galois is the splitting
field of a separable polynomial. The proof is worth close scrutiny as it includes another method
of calculating the minimal polynomial of an element α ∈ K over F.

Theorem 9.3.5. Let K/F be a finite extension of fields. If K/F is Galois then it is the splitting field of a
separable polynomial f (x) ∈ F[x].

Proof. Let G = {1 = σ1, σ2, . . . , σn} be the Galois group Gal(K/F). For α ∈ K consider the
conjugates of α:

α = σ1(α), σ2(α), . . . , σn(α).
Let α = α1, . . . , αs the distinct elements from this list of conjugates. Consider the polynomial

f (x) =
s

∏
i=1

(x− αi).

Lemma 9.3.6. f is the minimal polynomial of α over F.

Proof. The Galois group G acts on K[x], g 7→ σg for σ ∈ G. Since F = KG, the polynomials fixed
by the action of G are precisely F[x]. Let σ ∈ G then

σ f (x) =
s

∏
i=1

(x− σ(αi)).

As σ permutes the conjugates of α, we conclude that σ f = f , ∀σ ∈ G and so f (x) ∈ F[x], and of
course f (α) = 0.

Let g be the minimal polynomial of α over F. Then g| f and g(α) = 0. Then, for all σ ∈ G we
have σ(g(α)) = 0, but σ(g(α)) = g(σ(α)) as the coefficients for g are fixed by σ. We conclude
that α1, . . . , αs are all roots of g. Therefore f |g and so they must be equal. �

It follows from the very definition of f that it is separable.
Now, let ω1, . . . , ωn be a basis for K over F. The minimal polynomial fωi of ωi over F is

separable. Let f1, . . . , ft be the distinct polynomials among fω1 , . . . , fωn and let

f = f1 f2 · · · ft.

Then f is a polynomial over F and K is the splitting field of f . Finally, notice that f is separable,
because for i 6= j, gcd( fi, f j) = 1 and so fi and f j don’t have a common root. �

Remark 9.3.7. A remark about terminology. We have defined an extension K/F as normal if it
is the splitting field of a collection of polynomials. Often, an extension K/F is defined to be
normal if whenever an irreducible polynomial f (x) ∈ F[x] has a root in K it splits in K. Clearly,
if the second definition holds then so does the first (take the collection of polynomials to be the
collection of minimal polynomials { fα : α ∈ K}, where fα is the minimal polynomial of α over
K). But, a priori, the second definition seems to be stronger. In fact, Exercise 18 shows that the
two definitions are equivalent.
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We call an extension K/F separable if every element α in K solves a (non-zero) separable poly-
nomial f (x) ∈ F[x]. Equivalently, K/F is an algebraic extension and the minimal polynomial of
every element of K is separable.

We summarize much of our conclusions thus far in the following theorem.

Theorem 9.3.8. Let K/F be a finite extension of fields. The following are equivalent.
(1) K/F is Galois, i.e. |Aut(K/F)| = [K : F].
(2) F = KAut(K/F).
(3) K is the splitting field of a separable polynomial f (x) ∈ F[x].
(4) K/F is normal and separable.

Proof. We already know that (1) - (3) are equivalent. The proof of Theorem 9.3.5, shows that
every element of K has a separable minimal polynomial and so K/F is separable. As said, K/F
is a splitting field of a polynomial it is normal (in either sense).

Assume then that (4) holds. By choosing a basis ω1, . . . , ωn for K over F, taking for each
its own separable minimal polynomial and multiplying them all together to get a polynomial
f (x) ∈ F[x], we conclude that K is the splitting field (we use “normal” here!) of a polynomial f
each of whose irreducible factors is separable. Thus, by Theorem 9.1.1, K/F is a Galois extension.

�
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9.4. The main theorem of Galois theory.

Theorem 9.4.1. Let K/F be a finite Galois extension, G = Gal(K/F). There is a bijection:

{subfields K ⊇ E ⊇ F} oo // {subgroups of G}

E � // Aut(K/E)

KH H�oo

and the indicated maps are each other inverse. Furthermore,
(1) H1 ⊆ H2 ⇒ KH1 ⊇ KH2 and K1 ⊇ K2 ⇒ Aut(K/K1) ⊆ Aut(K/K2).
(2) KH1 ∩ KH2 = K〈H1,H2〉, KH1 KH2 = KH1∩H2 .
(3) [K : KH ] = |H|, [KH : F] = [G : H].
(4) K/E is Galois with Galois group Aut(K/E) = H if E = KH.
(5) E = KH is Galois over F iff HCG and then Gal(KH/F) = G/H.

Proof. Recall that we proved the following:
• If H ⊆ Aut(K) is a finite subgroup then K/KH is Galois with Gal(K/KH) = H (Corol-

lary 9.3.3).
• It K/E is Galois then E = KAut(K/E) (Corollary 9.3.2).

The maps indicated above are well-defined. If KH1 = KH2 then Gal(K/KH1) = Gal(K/KH2) and
so, using the first point above, H1 = H2. Thus, the map from subgroups to subfields is injective.
It is also surjective. Indeed, since K is the splitting field over F of some separable polynomial
f (x) ∈ F[x], K is also the splitting field of f over any subfield E of K that contains F. Thus, for
any such E, K/E is Galois, clearly Aut(K/E) < G and E = KAut(K/E) by the second point above.

It follows that every subfield E is of the form KH for some subgroup H and then Aut(K/KH) =
H and that shows the map from subfields to subgroup is the inverse of the map from subgroups
to subfields.

The maps are clearly inclusion reversing and so form an order reversing bijection between
the poset of subfields and the poset of subgroups. Thus, Claims (1), (2) follow immediately, and
(4) follows from our discussion.

Now, for a subgroup H < G, K/KH is Galois with Galois group H and so [K : KH ] = |H|, and
in particular for H = {e}, [K : F] = |G|. Multiplicativity now gives [KH : F] = [G : H]. We have
proven (3).

It remains to prove (5): We note first that G acts on both lattices (we use the word lattice for a
poset, a partially ordered set, in which any two elements have a minimum and a maximum). If
g ∈ G and E is a subfield then g(E) is another subfield of K containing F. This gives the action
of G on the lattice of subfields. If g ∈ G and H < G, we have the subgroup gHg−1. It is clear
that if E = KH then g(E) = KgHg−1

. Thus, the correspondence we have defined is equivariant for the
action of G. Consequently, the fixed points for those actions match. Namely, there is a bijection
between normal subgroups of G and subfields E of K, E ⊇ F, with the property that g(E) = E
for all g ∈ G. The proof now follows from the following lemma.

Lemma 9.4.2. Let K/F be a finite Galois extension with Galois group G and E a field such that F ⊆
E ⊆ K. Then, E is a Galois extension of F if and only if for all σ ∈ G we have σ(E) = E.

Proof. (Lemma) Suppose first that E/F is Galois, hence the splitting field of some separable
polynomial f (x) ∈ F[x]. Then E = F(α1, . . . , αn) where the αi are the roots of f . For any σ ∈ G
we have σ( f (αi)) =

σ f (σ(αi)) = f (σ(αi)) and so σ(αi) = αj for some j that depends on i and σ.
But, at any rate, σ permutes the roots of f and so σ(E) = E.

Suppose now conversely that σ(E) = E for all σ ∈ G. As K/F is a finite Galois extension, it is
a finite separable extension and so also E/F is a finite separable extension. We will prove E/F is
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Galois by showing it is a normal extension. Let us first choose a separable polynomial f ∈ F[x]
such that K is the splitting field of f over F. Let h ∈ F[x] be an irreducible polynomial with a
root α ∈ E. The polynomial h splits in K; it is enough to show that if β ∈ K is a root of h then
β ∈ E. We consider the following diagram.

K σ //____ K

F(α)
σ1 // F(β)

F Id // F

There is an isomorphism σ1 as indicated that takes α to β and, by Theorem 9.1.1, it can be
extended to an isomorphism σ, indicated by the dashed arrow. However, σ(E) = E and so
β = σ(α) ∈ E. �

The final point to prove is that for HCG, Gal(KH/F) = G/H. Indeed, there is a natural
homomorphism obtained by restriction:

G → Gal(KH/F), σ 7→ σ|KH .

The fact that this map is well-defined follows from the Lemma. The kernel is clearly H. Thus,
we have an injection G/H ↪→ Gal(KH/F). As |G/H| = [G : H] = [KH : F] = |Gal(KH/F)|, we
have G/H = Gal(KH/F). �

The following Corollary is left as an exercise. We will also give as an exercise that the assump-
tion of E/F be separable is necessary.

Corollary 9.4.3. Let E/F be a finite separable extension. Then there are finitely many subfields F ⊆
L ⊆ E.

10. EXAMPLES OF GALOIS EXTENSIONS

In this section we give several examples of Galois extensions and the matching between sub-
fields and subgroups. We will use K/F to denote the Galois extension and G for Gal(K/F).

10.1. Projecting to subfields. We begin with a simple lemma, whose proof is straight-forward:

Lemma 10.1.1. Let H be a subgroup of G and assume that |H| is invertible in F, that is, that the
characteristic of F doesn’t divide the order of H. The function

πH : K → K, πH(k) =
1
|H| ∑

h∈H
h(k),

is an F-linear projection map of K onto KH.

Consequently, if we write K = F(α1, dots, αn) where {α1, . . . , αn} are a linear spanning set of
K over F (and not merely generators) then

KH = F(πH(α1), . . . , πH(αn)).
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10.2. Finite fields. This is an example that we have analyzed without relying on the main the-
orem. If K/F is a degree n extension of finite fields, say Fqn /Fq, then it is a Galois extension and
G ∼= Z/nZ where 1 corresponds to Frq ∈ G. The subfields are precisely Fqm /Fq where m|n and
the corresponding subgroups are mZ/nZ (and these are all the subgroups of G).

Fqn

n/m

{0}

n/m

Fqm

m

mZ/nZ

m

Fq Z/nZ

10.3. Bi-quadratic example. Let K/F be the extension Q(
√

2,
√

3)/Q. We previously deter-
mined that G ∼= S2× S2. There are automorphisms σ, τ ∈ G such that G = {1, σ, τ, στ} and such
that the action of σ and τ is determined by the following table

1 σ τ στ
√

2
√

2 −
√

2
√

2 −
√

2
√

3
√

3
√

3 −
√

3 −
√

3

The subfield corresponding to 〈σ〉 is Q(
√

3), to 〈τ〉 is Q(
√

2) and to 〈στ〉 is Q(
√

6). The diagrams
are then

Q(
√

2,
√

3)
2

�������
2

???????

2

{1}
2

��������
2

????????

2

Q(
√

2) Q(
√

3) Q(
√

6) 〈τ〉 〈σ〉 〈στ〉

Q

2

AAAAAAAA 2

~~~~~~~~
2

G
2

AAAAAAAA 2

~~~~~~~~
2

10.4. A cyclotomic example. We consider the extension K/F where K = Q(ζ7) and F = Q.
Some of the considerations below deserve very close reading as they apply in much more gen-
eral circumstances.

The Galois group is isomorphic to (Z/7Z)× = {1, 2, 3, 4, 5, 6}, which is a cyclic group of order
6. If σa is the automorphism that corresponds to the congruence class a then σa(ζ) = ζa for any
7-th root of unity ζ. If H < G is a subgroup then, using Lemma 10.1.1,

Q(ζ7)
H = Q({πH(ζ

i
7)) : i = 1, . . . , 5, 6})

= Q({πH(σ(ζ7))) : σ ∈ G})
= Q({σπH(ζ7)) : σ ∈ G})
= Q(πH(ζ7)).

In the first equality we have used that the minimal polynomial of ζ7 has degree 6 and a small
argument that also {ζ7, . . . , ζ6

7} is a basis over Q (replacing the usual basis {1, ζ7, . . . , ζ5
7}); in the
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second equality we wrote these powers of ζ7 as the images under G. We have then used that
H is normal so Hσ = σH (this also follows since G is abelian, but the more general setting is
when H is just normal). The last equality is the most special. The argument is that since G is
abelian any sub extension E/Q is Galois and so all the images of πH(ζ7) under G are already in
Q(πH(ζ7)).

The non-trivial subgroups of G are H = {1, 2, 4} and J = {1, 6}. We let ηH = piH(ζ7), ηJ =
piJ(ζ7). Then we have the following diagrams.

Q(ζ7)

3

~~~~~~~~
2

@@@@@@@@
{1}

3

~~~~~~~~
2

@@@@@@@@@

Q(ηH) Q(ηJ) H J

Q

2

AAAAAAAA 3

}}}}}}}}
G

2

AAAAAAAAA 3

}}}}}}}}}

To have a presentation of the subfields as extensions of Q we make use of Lemma 9.3.6 and
our knowledge of the Galois group to claim that the minimal polynomial of ηH is (x− ηH)(x−
η̄H) = x2 + x + 2 and that the minimal polynomial of ηJ is (x− ηJ)(x− σ2(ηH))(x− σ4(ηG)) =
x3 + x2 − 2x− 1. Thus,

Q(ηH) ∼= Q[x]/(x2 + x + 2), Q(ηJ) = Q[x]/(x3 + x2 − 2x− 1).

10.5. S3 example. Let K be the splitting field over Q of the polynomial x3 − 2. This is a special
case of Exercise 26. The field K is equal to Q( 3

√
2, ζ3) = Q( 3

√
2)Q(ζ3) and making use of Corol-

lary 12.1.2 we infer that [K : Q] = 6. The Galois group maps onto a transitive subgroup of S3.
We deduce that in fact

G ∼= S3.

Given a permutation of the roots { 3
√

2, ζ3
3
√

2, ζ2
3

3
√

2}, where, say, 3
√

2 is real, we can determine
the action on K as σ( 3

√
2) is then provided and σ(ζ3) = σ(ζ3

3
√

2)/σ( 3
√

2) that are also provided.
The list of subgroups of S3 is well-known. The diagrams provide the corresponding subfields.

Q( 3
√

2, ζ3)

2

zzzzzzzz
2

2 DDDDDDDD
3

QQQQQQQQQQQQQQQ
{1}

2

zzzzzzzzz
2

2 DDDDDDDDD
3

QQQQQQQQQQQQQQQQQQ

Q(ζ3
3
√

2)

3 EEEEEEEEE
Q(ζ2

3
3
√

2)

3

Q( 3
√

2)
3

yyyyyyyyy
Q(ζ3)

2
llllllllllllllllll

〈(12)〉

3 EEEEEEEEE
〈(13)〉

3

〈(23)〉
3

yyyyyyyyy
A3

2
lllllllllllllllllll

Q S3

10.6. S5 example. We provide here an example of an irreducible polynomial f of degree 5 with
rational coefficients whose Galois group, namely, the Galois group of a splitting field of f , is S5.
The significance of that is that S5 is not a solvable group. Later on we will return to this example
to show that the general degree 5 equation cannot be solved by radicals. As it turns out, there
are plenty such polynomials:
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Proposition 10.6.1. Let f (x) ∈ Q[x] be an irreducible quintic polynomial with exactly 3 real roots. Let
K ⊂ C be a splitting field for f , then

Gal(K/Q) ∼= S5.

Proof. We know from general considerations that G is isomorphic to a transitive subgroup of S5.
Moreover, if α is a root of f then [Q(α) : Q] = 5 and this divide [K : Q], hence the order of
G. Therefore, G has an element of order 5. The elements of order 5 in S5 are all 5-cycles, hence
conjugate, and so we may assume that G contains the cycle (12345).

Consider the action of complex conjugation (restricted to K) on the roots of f . It is given by
a transposition (i j) for some i < j. Conjugating this transposition by (12345)j−i we find that
(j 2j− i), and hence (i j)(j 2j− i) = (i j 2j− i) is in G. Conjugating (i j) by a suitable power
of (12345), we find a transposition (k `) in G that is disjoint from (i j). Thus, G contains a copy
of the Klein group. It follows that the order of G is divisible by 3 · 4 · 5 = 60. Thus, G = A5 or
S5 (recall that Sn has a unique non-trivial normal subgroup, which is necessarily An, for n ≥ 5.
Also recall that a subgroup of index 2 is always normal). But G contains a transposition and so
G must be equal to S5. �

Remark 10.6.2. Note that the Galois theoretic aspect of the proof is very simple. The only com-
plication is to show that a subgroup of S5 containing a 5-cycle and a transposition must be equal
to S5. You may be able to find a simpler argument than that appearing above.

Example 10.6.3. As a concrete example, take the polynomial f (x) = x5 − 6x + 3.

The polynomial is an irreducible polynomial by
Eisenstein’s criterion. The derivative f ′(x) =

5x4 − 6 has precisely 2 real roots that are ± 4
√

6/5.
Further f (−2) = −17, f (0) = 3, f (1) = −2 and
f (2) = 23. It is now easy to ascertain that the
graph on the right represents this function. Thus,
the Galois group of f is S5.

11. GLORIOUS APPLICATIONS

11.1. Constructing regular polygons. We apply Galois theory to settle a classic geometric ques-
tion about the construction of regular polygons in the plane. We will require the notion of Fer-
mat primes. A prime p is a Fermat prime if p = 2n + 1, for some integer n.

One can prove the following number theoretic lemma.
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Lemma 11.1.1. If 2n + 1 is prime then n itself is a power of 2.

Proof. Suppose that p = 2n + 1 is prime. Consider the order of the element 2 in Z/pZ×. Note
that 1 < 2n < p so the order of 2 is greater than n; on the other hand 2n ≡ −1 (mod p) and so
(2n)2 = 22n ≡ 1 (mod p). Thus, the order of 2 divides 2n. It follows that the order of 2 is exactly
2n. By Lagrange, 2n|p− 1. But, p− 1 = 2n and it follows that n|2n−1, hence is a power of 2. �

Here are some examples of Fermat primes:

3 = 21 + 1, 5 = 22 + 1, 17 = 24 + 1, 257 = 28 + 1, 65537 = 216 + 1.

Euler had shown - and that was at a time an impressive feat - that 232 + 1 = 641× 6700417 and
so is not prime. It is unknown at this time (2014) if there are infinitely many Fermat primes. It is
known that 22n

+ 1 is composite for all 5 ≤ n ≤ 32.

Theorem 11.1.2. Let n > 2. One can construct a regular n-gon in the plane if and only if n =
2a p1 p2 · · · ps, a ≥ 0, s ≥ 0, where the pi are distinct Fermat primes.

Proof. As we have seen, the construction of a regular polygon with n-sides is equivalent to the
construction of 2 cos(2π/n) = ζn + ζ̄n. If this quantity is constructible then [Q(ζn + ζ̄n) : Q] is a
power of 2.

The extension Q(ζn)/Q(ζn + ζ̄n) is quadratic as ζn solves the polynomial (x− ζn)(x− ζ̄n) =
x2 − (ζn + ζ̄n)x + 1 over Q(ζn + ζ̄n) and, since n > 2, Q(ζn) is not contained in R while Q(ζn +
ζ̄n) is contained in R (so the fields are distinct). At any rate, the diagram of fields given below
shows that ϕ(n) must be a power of 2 as well.

Q(ζn)

2

ϕ(n) Q(ζn + ζ̄n)

Q

As ϕ(n) = n ∏p|n(1− 1
p ), we conclude that ϕ(n) is a power of 2 if and only if n = 2a p1 p2 . . . ps,

where 2 < p1 < · · · < ps are Fermat primes.
Conversely, suppose that n has such a factorization. As Gal(Q(ζn)/Q) is an abelian 2 group,

it has a filtration

{0} = H0 < H1 < · · · < Ha = Gal(Q(ζn)/Q), H1 = Gal(Q(ζn)/Q(ζn + ζ̄n)), |Hi| = 2i.

Correspondingly we have the sequence of fields

Q(ζn) ⊃ Q(ζn + ζ̄n) = Q(ζn)
H1 ⊃ Q(ζn)

H2 ⊃ · · · ⊃ Q,

where each extension is quadratic. It remains to complete our considerations of construction by
straightedge and compass as follows. If ` is a negative real number, we say that ` is constructible
if −` is constructible.

Lemma 11.1.3. Let K be a subfield of R. Suppose that every element in the field K is constructible and
let L be a real quadratic extension of K then every element of L is constructible.

Proof. [Lemma] Let α ∈ L− K. Then {1, α, α2} are linearly dependent over K, but {1, α} are not.
Thus, for some k1, k2 ∈ K we have α2 + k1α + k2 = 0. Therefore,

α =
−k1 ±

√
k2

1 − 4k2

2
.
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As α ∈ R the discriminant k2
1 − 4k2 is a constructible real number. We have seen (see Exam-

ple 4.1.5 and the exercises) that a square root, sum, difference and quotient of constructible
numbers are constructible and so α is constructible. �

�

11.2. The Primitive Element Theorem. A field extension K/F is called simple if K = F(θ)
for some element θ ∈ K. The name is misleading; there is nothing simple about such field
extensions. The following theorem illustrates this.

Theorem 11.2.1 (Primitive Element Theorem). Let K/F be a finite separable extension. Then there
is an element α ∈ K such that K = F(α).

Proof. The only place separability is used in the proof is in concluding that there are finitely
many subfields F ⊆ E ⊆ K (Corollary 9.4.3).

Assume that F is an infinite field. We will give a simpler argument for finite fields later.
Consider then among all subfields of K a subfield maximal relative to inclusion that is of the
form F(β). If F(β) 6= K, choose some γ ∈ K − F(α). For every non-zero a ∈ F we have the
subfield of K given by F(aβ + γ). As a ranges over F we get an infinite list of such subfields and
so for some a1 6= a2 elements of F∗ we have F(a1β+ γ) = F(a2β+ γ). As β = (a1− a2)−1((a1β+
γ)− (a2β+γ)) we have that β (and hence also γ) are in F(a1β+γ). Thus, F(a1β+γ) contradicts
the maximality of F(β). We mush have F(β) = K.

We complete the proof by addressing the case of finite fields. In this case F = Fpm and K =

Fpn . Let α ∈ K be a generator of the cyclic group K∗. Then clearly K = F(α) as K = {0} ∪ {αj :
j = 1, 2, . . . , pn − 1}. �

Remark 11.2.2. At this point, we have closed a circle. We find that every Galois extension K/F
can be written in the form K = F(α), where the minimal polynomial f (x) of α over F splits over
K, and, in fact, K is the splitting field of f (x) over F. These are the assumptions of the discussion
in Proposition 8.1.2. The Galois group Gal(K/F) is then in bijection with the roots of f (x) by
σ 7→ σ(α). The Galois group is a transitive subgroup, acting without fixed points, of the group
Sn, where n = deg( f ).

11.3. The Normal Basis Theorem.

Theorem 11.3.1 (Normal Basis Theorem). Let K/F be a finite Galois extension with Galois group G.
There is an element α ∈ K such that {σ(α) : σ ∈ G} is a basis for K as a vector space over F.

I have decided to omit the proof of this result. Although one can prove the theorem with
only the tools at our disposal already, the proof is rather ad-hoc. The natural setting is that of
representations of finite groups, where the proof becomes natural.

11.4. The Fundamental Theorem of Algebra.

Theorem 11.4.1 (Fundamental Theorem of Algebra). The field of complex numbers is algebraically
closed.

Proof. We first do a series of reductions. Let f (x) ∈ C[x] be a non-constant polynomial. It is
enough to show that f has a root in C. Suppose it doesn’t. Let f̄ (x) be the polynomial obtained
by taking the complex conjugates of the coefficients of f . Then also f̄ doesn’t have a root in C

because of the identity f (z) = f̄ (z̄). Therefore, the polynomial g(x) = f (x) f̄ (x), which is a
polynomial in R[x], doesn’t have a root in C. Taking one of its irreducible factors, we conclude
that it is enough to prove the following statement: Any irreducible polynomial g(x) ∈ R[x] has a
root in C.
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Let then g(x) be such a polynomial and let K ⊇ R be a splitting field for g(x) contained in
an algebraic closure of C. As R(i) = C is a splitting field for x2 + 1, we conclude that K(i)
is a splitting field over R for the polynomial g(x)(x2 + 1). Since in characteristic zero every
irreducible polynomial is separable (see Proposition 9.1.4) it follows from Corollary 9.1.2 that
K(i)/R is Galois with Galois group, say, G. Let P be a 2-Sylow subgroup of G.

K(i)

HHHHHHHHH

|P|
vvvvvvvvvv

K

IIIIIIIIIII K(i)P

|G|/|P|

R(i)

uuuuuuuuuu

R

The extension K(i)P/R is of odd degree.
Let θ be an element of K(i)P. Let h be the monic minimal polynomial of θ over R. The exten-

sion R(θ) ⊃ R, being a sub extension of K(i)P/R, is of odd degree and its degree is equal
to the degree of h. Thus, h is a polynomial of odd degree. As limx → −∞ h(x) = −∞ and
limx → ∞ h(x) = ∞, by the intermediate value theorem, for some x0 ∈ R, h(x0) = 0. But, h
is irreducible over R, so it must be that h is linear, x0 = θ and so θ ∈ R and K(i)P = R. We
conclude that G is a 2-group.

We now consider the following diagram of fields and subgroups are as follows (where G2 and
K2 will be explained below).

K(i) {1}

K2 G2

C G1

R G

Here G1 is an index 2 subgroup of G corresponding to C. If G is of order 2, our proof is done,
because it implies K(i) = C and so K, the splitting field of g, is contained in C. Else, there
is an index 2 subgroup of G1, denoted G2, and a corresponding field K2 containing C. K2 is a
quadratic extension of C. We will show no such exists, hence deriving a contradiction.

Since K2 is a quadratic extension of C, for any t ∈ K2 −C, {1, t} is a basis for K2 over C. Thus
t2 is a linear combination of 1 and t and we conclude that t2 + rt + s = 0 for some r, s ∈ C. Then,
t = (−r ±

√
r2 − 4s)/2. But, if z is a complex number, write it as z = reiθ and conclude that√

z = ±
√

reiθ/2 exists in C. This implies then that t ∈ C and that’s a contradiction. �

It is interesting to analyze what goes into the proof. Besides Galois theory, we needed to show
square roots exist in C and for that we used the polar representation of complex numbers and
that seems to be using power series and convergence in C (through the manipulation of eiθ).
At another place, we have used the intermediate value theorem for R. That seems more fair,
because R itself is defined as a completion of the rational numbers and one would expect such
metric aspects to come into the proof. In fact, one can show just using the intermediate value
theorem that square roots can be taken in C (Exercise 37).
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12. GALOIS GROUPS AND OPERATIONS ON FIELDS

There are several ways we can combine the notion of a Galois extension with simple oper-
ations on fields. For example, suppose that K1, K2 are Galois extensions of F, with respective
Galois groups G1, G2, contained in some common field K. We can ask if K1K2, or K1 ∩ K2, is a
Galois extension of F and, if so, how we may describe the Galois group in the terms of G1, G2.
Also, suppose that F′ is any field extension of F contained in K; we may ask if the base change
extension K1F′/F′ is Galois extension and if so how to describe its Galois group in terms of G1.
We will answer those questions in this section. The results are very useful in applying Galois
theory to concrete situations.

12.1. Base change.

Proposition 12.1.1. Let K/F be a Galois extension, where K ⊆ Ω, Ω a field. Let F′ be any extension of
F contained in Ω. The extension KF′/F′ is Galois and

Gal(KF′/F′) ∼= Gal(K/K ∩ F′).

Proof. The diagram of fields is the following:

Ω

KF′

GGGGG

wwwww

K
GGGG F′

wwww

K ∩ F′

F

As K/F is the splitting field of some separable polynomial f (x) ∈ F[x] ⊆ F′[x], KF′ is the
splitting field of f (x) over F′ and so KF′/F′ is a Galois extension. Because K/F is Galois, any
element σ ∈ Aut(KF′/F) (sic!) satisfies σ(K) = K. In particular, the map

π : Gal(KF′/F′)→ Gal(K/K ∩ F′), σ 7→ σ|k,

is a well-defined group homomorphism. It is injective: σ being in the kernel implies that σ|K is
the identity and also σ is the identity on F′. As every element of KF′ is a polynomial expression
in elements of K and of F′, it follows that σ is the identity on KF′ as well. It remains to show that
the map π is surjective.

Let H be the image of π, a subgroup of Gal(K/K ∩ F′). Then

KH = {k ∈ K : k ∈ (KF′)Gal(K/K∩F′)} = K ∩ F′.

From the Main Theorem it follows that H = Gal(K/K ∩ F′). �

Corollary 12.1.2. Let K1/F be a Galois extension and K2/F an arbitrary finite extension, both contained
in some field Ω. Then

[K1K2 : F] =
[K1 : F] · [K2 : F]
[K1 ∩ K2 : F]

.

Note that the assumption that at least one of K1/F, K2/F are Galois is necessary. Indeed,
taking K1 = Q( 3

√
2), K2 = Q(ω 3

√
2), where ω is a primitive third of unity, we have seen that

[K1K2 : Q] = 6, while [K1:Q]·[K2 :Q]
[K1∩K2 :Q]

= 3·3
1 = 9. Let us now prove the corollary.

Proof. [K1K2 : F] = [K1K2 : K2] · [K2 : F]. The Proposition implies [K1K2 : K2] = [K1 : K1 ∩ K2] =
[K1 : F]/[K1 ∩ K2 : F]. �
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12.2. Compositum and intersection. We now consider compositum and intersection of Galois
extensions.

Proposition 12.2.1. Let K1, K2 be finite Galois extensions of F contained in some common field Ω.
(1) K1K2/F is Galois and

Gal(K1K2/F) = {(σ, τ) ∈ Gal(K1/F)×Gal(K2/F) : σ|K1∩K2 = τ|K1∩K2}.
(2) K1 ∩ K2 is Galois and

Gal(K1 ∩ K2/F) = Gal(K1/F)/Gal(K1/K1 ∩ K2).

Proof. First, as Ki is the splitting field of a separable polynomial fi(x) ∈ F[x], K1K2 is the splitting
field of the polynomial f1(x) f2(x), every irreducible factor of which is separable. Thus, K1K2/F
is Galois. Thus, also K1K2/Ki is Galois for i = 1, 2; let Hi := Gal(K1K2/Ki). Here is the diagram
of fields:

Ω

K1K2 H2
JJJJJH1

uuuuu

K1
JJJJJ K2

uuuuu

K1 ∩ K2

F
As Ki/F is Galois, HiCGal(K1K2/F) and therefore also 〈H1, H2〉 = H1H2CGal(K1K2/F). As
K1 ∩ K2 = (K1K2)〈H1,H2〉, it is, too, Galois over F. 3

It remains to determine Gal(K1K2/F) (the formula for Gal(K1 ∩ K2/F) follows immediately
from the Main Theorem). We have a homomorphism,

Gal(K1K2/F)→ Gal(K1/F)×Gal(K2/F), σ 7→ (σ|K1 , σ|K2).

Its image is contained in

H := {(σ, τ) ∈ Gal(K1/F)×Gal(K2/F) : σ|K1∩K2 = τ|K1∩K2}.
The homomorphism is injective. Thus, its image has as many elements as

|Gal(K1K2/F)| = [K1K2 : F] = [K1 : F] · [K2 : F] · [K1 ∩ K2 : F]−1 = [K1 : F] · [K2 : K1 ∩ K2]

(Corollary 12.1.2). On the other hand, this is the number of elements of H, because given σ ∈
Gal(K1/F), the automorphism σ|K1∩K2 can be extended in as many ways as |Gal(K2/K1 ∩K2)| =
[K2 : K1 ∩ K2] to an automorphism in Gal(K2/F). �

Corollary 12.2.2. Let Ki/F be Galois extensions with Galois groups Gi and suppose that K1 ∩ K2 = F,
then K1K2/F is Galois and

Gal(K1K2/F) ∼= Gal(K1/F)×Gal(K2/F).

Example 12.2.3. The Galois group of Q(
√

2, 3
√

2, ω) is isomorphic to Z/2Z× S3. Indeed, taking
K1 = Q(

√
2), K2 = Q( 3

√
2, ω), we only need to check that K1 ∩ K2 = Q. But, if the intersection

is not Q it must be K1 and so K1 = Q(ω), because, by Galois theory, Q(ω) is the only quadratic
subfield of K2. As Q(ω) = Q(

√
−3) and Q(

√
2) is a real field they can not be equal.

Making use of the Proposition, one can also easily calculate the Galois group of, say, Q( 3
√

2, ω, 3
√

5).

3Another proof that K1 ∩ K2/F is Galois is the following. Since K1/F is finite separable, K1 ∩ K2/F is finite
separable. We also proved in Exercise 19 that K1 ∩ K2/F is a splitting field, hence a normal extension. It follows that
K1 ∩ K2/F is Galois.
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13. SOLVABLE AND RADICAL EXTENSIONS, AND THE INSOLVABILITY OF THE QUINTIC

Our goal is to prove one of Évariste Galois’ main achievements: there is no formula in radicals
for solving the general polynomial equation f (x) of degree 5. To keep the discussion “clean” we
will assume from a certain point on that all our fields have characteristic 0. This is not necessary
- the discussion can be extended to cover all characteristics - but it removes some technical
awkwardness that would otherwise make the picture murkier. All concepts will be defined in
due course. For now, we content ourselves with remarking the Galois’s solution, a revolution
in its time, is to give a necessary and sufficient for expressing the roots of a polynomial f (x) by
radicals in terms of its Galois group. To be precise, whether the Galois group is solvable or not.
(This being the source of the terminology “solvable” for groups.) Since there are polynomials
of degree 5 with non solvable Galois group - see Example 10.6.3 - it follows that there is no
universal formula in radicals for solving all quintic polynomials.

13.1. Cyclic extensions. In this section we discuss cyclic Galois extensions K/F (that is, Ga-
lois extensions whose Galois group is a cyclic group) under a simlifying assumption of having
“enough roots of unity” in F. Even under that assumption our discussion is just a glimpse of a
general theory, called Kummer theory, that provides a complete classification of cyclic Galois
extensions under the assumption on roots of unity.

Let F be a field and n a positive integer not divisible by the characteristic of F (a condition
that holds automatically in characteristic zero). Assume that the polynomial xn − 1 splits in F.
Since gcd(xn − 1, nxn−1) = 1, it follows that xn − 1 has n-distinct solutions - the n-th roots of
unity. The n-th roots of unity form a cyclic group of order n that we shall denote µn (using the
same notation as in the case of the complex numbers).

In the following, given an element a ∈ F, we shall write F( n
√

a) to denote an extension K/F of
the form K = F(α), where α satisfies αn = a. In general, the nature of this extension could very
much depend on α. For example, α may, or may not, already belong to F. However, in our case,
since the n-th roots of unity are in F, for every root α, the polynomial xn − a = ∏ζn=1(x− ζα),
splits over F(α). And so, up to isomorphism, the extension F( n

√
a) is independent of the choice

of n-th root of a.

Theorem 13.1.1. Let a ∈ F×, then F( n
√

a) is a cyclic Galois extension of order m dividing n. Conversely,
if L/F is a cyclic Galois extension of order m dividing n then L = F( m

√
a) for some a ∈ F× (and we may

also write L = F( n
√

an/m)).

Proof. Let a ∈ F×, then F( n
√

a) is a Galois extension of F, being the splitting field of the separable
polynomial xn − a. Let σ ∈ G := Gal(F( n

√
a)/F). Then σ( n

√
a) is another root of xn − a and so

σ( n
√

a) = ζσ
n
√

a, for some root of unity ζσ ∈ µn. This gives us a function

G → µn, σ 7→ ζσ =
σ( n
√

a)
n
√

a
.

We claim that this map is an injective homomorphism. First, for σ, τ ∈ G we find

(στ)( n
√

a) = σ(ζτ
n
√

a)

= ζτσ( n
√

a)

= ζτζσ
n
√

a,

and it follows that ζστ = ζσζτ, which is the homomorphism property. Secondly, the action of σ
on n
√

a determines its action on F( n
√

a) and so the homomorphism is injective. Since µn is cyclic
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of order n, every subgroup of it is cyclic of some order m|n. Since G is isomorphic to a subgroup
of µn, G is cyclic of some order m dividing n. This proves one direction of the theorem.

Conversely, suppose that K/F is a cyclic Galois extension with Galois group G of order m|n.
Let σ be a generator of G. Let ζ be a primitive m-th root of unity in F. Consider the following
expression, called a Lagrange resolvent, for an element α ∈ F,

L = L (α) := α + ζ · σ(α) + · · ·+ ζm−1 · σm−1(α).

By independence of characters, the function 1(·) + ζ · σ(·) + · · ·+ ζm−1 · σm−1(·) is not the zero
function on K and so we may choose an α such that L 6= 0. We assume that α is chosen this way
(and it doesn’t matter which α is chosen as long as L (α) 6= 0).

Note that σ(L ) = σ(α) + ζ · σ2(α) + · · ·+ ζm−1 · σm(α) and so, using that σm is the identity,
σ(L ) = ζ−1 ·L . This has the following consequences:

• K = F(L ). Indeed, it follows from the formula σL = ζ−1L that the only element of G
fixing L is the identity. Thus, by the Main Theorem, K = F(L ).
• L m is fixed under σ because σ(L m) = (σ(L ))m = ζ−mL m = L m. Thus, L m is fixed

under G and so belong to KG = F. Denoting a = L m we have succeeded in writing
K = F( m

√
a).

�

13.1.1. Application to cyclotomic fields. In characteristic different from 2, a quadratic extension
K/F is always Galois, because the minimal polynomial of any α ∈ K− F must be quadratic and,
being quadratic and having one root in K, it must split in K. That polynomial is also separable
as the condition ( f , f ′) = 1 holds. Hence K/F is Galois. The theorem tells us that every (Galois)
quadratic extension of F is of the form K = F(

√
a) for some a and, in fact, how to find a. Take

any α ∈ K− F. Then L (α) = α− σ(α) 6= 0 and we can take a = L (α)2.
Consider the cyclotomic extension Q(ζp)/Q, where p > 2 is a prime. The Galois group is

isomorphic to (Z/pZ)× and so is cyclic of order p− 1; it has a subgroup H of index 2,

H = {1 ≤ n ≤ p− 1 : n is a square modp}.
The quadratic extension K of Q contained in Q(ζ) is generated by

ηH := |H| · πH(ζp) = ∑
n=�

ζn
p.

Moreover, σ|K generates the Galois group of K/Q. σ corresponds to some generator of the cyclic
group Z/pZ× and thus is not a square. It follows that σ · H are the non-squares modulo p.
Define the quadratic residue symbol, or Legendre symbol, as:

(
a
p

)
=


1, a = � (mod p), a 6= 0,
−1, a 6= � (mod p),
0, a = 0 (mod p).

It satisfies the identity (
nm
p

)
=

(
n
p

)(
m
p

)
.

Thus, the Lagrange resolvent for the extension KH/Q, the element

κ = ηH − σηH =
p−1

∑
n=1

(
n
p

)
ζn

p,

is a square root of a rational number (and note that we could have started the sum at n = 0).
This sum is a special case of a Gauss sum.
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Now, complex conjugation viewed as an automorphism of Q(ζp) must correspond to −1 ∈
Z/pZ× - the unique element of order 2 of this group. Thus, κ is real⇔ complex conjugation acts
trivially on κ ⇔ −1 ∈ H ⇔ −1 is a square mod p. And otherwise, κ̄ = −κ. (We can also show
that as follows: κ̄ = ∑

p−1
n=1

(
n
p

)
ζ−n

p =
(
−1
p

)
∑

p−1
n=1

(
−n
p

)
ζ−n

p =
(
−1
p

)
∑

p−1
n=1

(
n
p

)
ζn

p =
(
−1
p

)
κ.) We

leave it as an exercise to show, using the fact that Z/pZ× is cyclic of order p− 1, that for p > 2,(
−1
p

)
= (−1)(p−1)/2 =

{
1 p ≡ 1 (mod 4),
−1 p ≡ 3 (mod 4).

That is, the field KH is a quadratic real field if p ≡ 1 (mod 4) and is a quadratic imaginary field
if p ≡ 3 (mod 4).

Consider now |κ|2 = κκ̄. We have

κκ̄ =
p−1

∑
n=0

(
n
p

)
ζ−n

p · κ

=
p−1

∑
n=0

ζ−n
p

(
p−1

∑
m=0

(
n
p

)(
m
p

)
ζm

p

)

=
p−1

∑
n=0

ζ−n
p

(
p−1

∑
m=0

(
n
p

)(
nm
p

)
ζnm

p

)
,

where in the last step we have changed variable from m to nm in the inner sum. This is permis-
sible for n 6= 0, and for n = 0 both the original sum and the one after change of variable are
0. We Claim that the inner sum is equal to ∑

p−1
m=0

(
m
p

)
ζnm

p . This is clear for n 6= 0 because then(
n2m

p

)
=
(

m
p

)
. For n = 0 we need the identity 0 = ∑

p−1
m=0

(
m
p

)
. This is true: it expresses the fact

that there are as many non-zero squares as non-zero non-squares (otherwise said, that H has
index 2). We thus conclude that

κκ̄ =
p−1

∑
n=0

ζ−n
p

p−1

∑
m=0

(
m
p

)
ζnm

p =
p−1

∑
m=0

(
m
p

) p−1

∑
n=0

(ζm−1
p )n

For m 6= 1, we have ∑
p−1
n=0(ζ

m−1
p )n =

(ζm−1
p )p−1

(ζm−1
p )−1

= 0, while for m = 1 we get p. It follows that

κκ̄ = |κ|2 = p.

Consequently, we have proven:

Theorem 13.1.2 (Gauss). The unique quadratic subfield of Q(ζp) is Q

(√(
−1
p

)
p
)

.

13.2. Root extensions. We make a standing assumption that F is a field of characteristic zero
An finite extension of fields K/F is called a root extension, if there are subfields

F = K0 ⊆ K1 ⊆ · · · ⊆ Ks = K,

such that for all 1 ≤ i ≤ s,

Ki = Ki−1( ni
√

ai), for some ai ∈ Ki−1, ni ∈ Z>0.

The exact meaning of the notation Ki = Ki−1( ni
√

ai) is that Ki = Ki−1(α) for some α satisfying
αni = ai.
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Proposition 13.2.1. Let K/F be a root extension. There is a field L ⊇ K such that L/F is a finite Galois
root extension and Gal(L/F) is a solvable group.

Proof. We divide the proof into two steps.
First Step: We may assume K/F is Galois. To show that, choose first an extension Ω/K such
that Ω/F is a finite Galois extension. This is possible since F has characteristic zero hence the
extension K/F is finite and separable. Now, for every σ ∈ Gal(Ω/F) the sequence of fields

F = σ(F) = σ(K0) ⊆ σ(K1) ⊆ · · · ⊆ σ(Ks) = σ(K),

is also a root extension. Indeed, σ(Ki) = σ(Ki−1)(σ( ni
√

ai)), but (σ( ni
√

ai))
ni = σ(ai) ∈ σ(Ki−1)

and so, with abuse of notation, we may write σ(Ki) = σ(Ki−1)(
ni
√

σ(ai)) and conclude that
σ(K)/F is a root extension as well.

This way, as σ ranges over Gal(Ω/F) we get finitely many root extensions.

Lemma 13.2.2. Let F = K0 ⊆ K1 ⊆ · · · ⊆ Ks = K and F = J0 ⊆ J1 ⊆ · · · ⊆ Jt = J be two root
extensions, where Ki = Ki−1( ni

√
ai), Ji = Ji−1(

mi
√

bi). Assume that K and J are both contained in a
common field N. Then the compositum KJ is also a root extension.

Proof. This is rather straightforward. We have

F = K0 ⊆ K1 ⊆ · · · ⊆ Ks = K = KJ0 ⊆ KJ1 ⊆ · · · ⊆ KJt = KJ,

and each extension is obtained by either adding a ni
√

ai or a mi
√

bi, as the case may be. �

Applying the lemma successively to the root extensions σ(K)/F, as σ ranges over Gal(Ω/F)
we find that K′ := ∏σ∈Gal(Ω/F) σ(K) is a root extension of F that is also Galois, because σ(K′) =
K′ for all σ ∈ Gal(Ω/F) and that implies that K′ is Galois over F (cf. the proof of the Main
Theorem).

Step Two: Embed a Galois root extension K/F in a larger Galois root extension L/F whose Galois group
is solvable.4 As K/F is a root extension, write

F = K0 ⊆ K1 ⊆ · · · ⊆ Ks = K,

where

Ki = Ki−1( ni
√

ai), for some ai ∈ Ki−1, ni ∈ Z>0.

Let N = lcm{n1, n2, . . . , ns} and let M = F(ζN) = FQ(ζN), where by Q(ζN) we mean the
splitting field of xN − 1 is some algebraic closure of K. Let L = KM.5 We consider the following
big diagram:

4It then follows that Gal(K/F), being a quotient of the solvable group Gal(L/F), is also solvable. But we don’t
care. For the applications we just need some Galois root extension with solvable Galois group.

5As a matter of fact, one can prove that M is contained in K, but not necessarily in each Ki, so for the argument it
is easier not to take that into consideration at all.
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L = KM

ppppppppppp
Hs−1

H1

H0

H−1

K = Ks Ks−1M

qqqqqqqqqq

Ks−1

... K1M

rrrrrrrrrrrr

K1 M

MMMMMMMMMMM

qqqqqqqqqqqq

F = K0

MMMMMMMMMM Q(ζN)

rrrrrrrrrr

F ∩Q(ζN)

Q

First, note that L/F is Galois because it is the compositum of the Galois extensions K/F and M/F
- use Proposition 12.2.1 (and also Proposition 12.1.1 to see that M/F is Galois). It is also a root
extension, being a compositum of the root extension K/F and the root extension M = F( N

√
1)/F

(where we adjoin a primitive N-th root of 1). We shall prove that Gal(L/F) is a solvable group.
Introduce the following notation: Let Hi = Gal(L/Ki M) for i = 0, . . . , s − 1. Also put

H−1 = Gal(L/F). Now, M/F is Galois and so H0CH−1 and, moreover, H−1/H0 ∼= Gal(M/F) ∼=
Gal(Q(ζN)/F∩Q(ζN)) (Proposition 12.1.1) which is abelian because it is a subgroup of Z/NZ× =
Gal(Q(ζN)/Q). Note that each extension Ki M/Ki−1M (for i = 1, . . . , s) is a root extension,
Ki M = Ki−1M( ni

√
ai). Since Ki−1M contains all ni roots of unity, by Theorem 13.1.1 Ki M/Ki−1M

is a cyclic Galois extension. It follows that Hi−1CHi and Hi−1/Hi
∼= Gal(Ki M/Ki−1M) is abelian.

In short, we have proven that the normal series

{1}CHs−1CHs−2C . . .CH0CH−1 = Gal(L/F),

has abelian quotients and so Gal(L/F) is solvable. �

13.3. Solvability by radicals. In this section we prove a theorem that was, in its time, one of the
main achievements of Galois theory. Namely, that the general equation of degree 5 or higher,
cannot be solved by radicals.

First, we define what we mean exactly in solved by radicals. Let F be a field of characteristic
0 and f (x) ∈ F[x] a non-constant polynomials. We say that f can be solved by radicals if there
exists a root extension K/F over which f (x) splits into linear terms.

Theorem 13.3.1 (E. Galois). Let F be a field of characteristic 0 and f (x) ∈ F[x] a non-constant poly-
nomial. Let J be a splitting field of f (x). The f (x) can be solved by radicals if and only if Gal(J/F) is a
solvable group.
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Proof. Suppose first that f (x) can be solved in radicals. Let K/F be a root extension in which f (x)
splits. Using Proposition 13.2.1, we may assume that K/F is Galois and Gal(K/F) is solvable.
Denote by α1, . . . , αn the roots of f (x) in K. Let J = F(α, . . . , αn). It is the splitting field of
f (x) and since the characteristic of F is 0, J/F is a Galois extension. Furthermore, Gal(J/F) =
Gal(K/F)/Gal(K/J), thus a quotient of solvable group. Since a quotient of a solvable group is
solvable, Gal(J/F) is solvable.

Conversely, suppose that Gal(J/F) is solvable, where J is a splitting field of F. There is a
normal series,

{1} = GnCGn−1 . . .CG0 = Gal(J/F),

such that Gi−1/Gi is a cyclic group of order ni|N, where N = [J : F] and i = 1, . . . , n. Let Ji = JGi

the corresponding fields. Let M = F(ζN). We have the following diagram:

MJ = MJn

qqqqqqqqqq
Hn−1

J = Jn

Gn−1/Gn

MJn−1

sssssssssss
Hn−2

Jn−1

Gn−2/Gn−1

...

... MJ1

sssssssssssss

H0

J1

G0/G1

M = MJ0

Uqqqqqqqqqq

MMMMMMMMMM

J0 = F

MMMMMMMMMMMM
Q(ζN)

qqqqqqqqqqqq

Q

We let L = MJ. We consider the sequence of fields

L = MJ ⊇ MJn−1 ⊇ · · · ⊇ MJ0 = M ⊇ F.

Since Ji/Ji−1 is Galois, also MJi/MJi−1 is Galois and its Galois group Hi−1 is isomorphic to
the subgroup Gal(Ji/Ji ∩ MJi−1) of Gi−1/Gi (Proposition 12.1.1), hence a cyclic group of order
dividing ni and so dividing N. Since µN ⊂ F ⊆ MJi−1, it follows from Theorem 13.1.1 that
MJi = MJi−1( ni

√
ai) for some ai ∈ MJi−1. Of course also M/F is a root extension. It follows that

L/F is a root extension in which f (x) splits. �

Corollary 13.3.2 (Insolvability of the Quintic). The general quintic polynomial cannot be solved in
radicals.

Proof. Indeed, we have constructed a quintic polynomial with Galois group S5 (Example 10.6.3)
and S5 is not a solvable group. �

Let f (x) ∈ F[x] be an irreducible (separable) polynomial of degree n and K/F its splitting
field. Then

Gal(K/F) ↪→ Sn,
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and the image is a transitive subgroup of Sn. Since S2, S3, S4 are solvable, so are their subgroups
and we therefore conclude:

Corollary 13.3.3. Every irreducible polynomial f (x) of degree ≤ 4 is solvable by radicals.

Example 13.3.4. This does not imply that the splitting field of f (x) is a root extension. For
example, consider the field Q(ηJ) of Q(ζ7) appearing in § 10.4. The element ηJ has minimal
polynomial x3 + x2 − 2x − 1. As Q(ηJ)/Q is Galois it is the splitting field of x3 + x2 − 2x − 1,
but it is not of the form Q( 3

√
a) for any a. Indeed, it if were then, being Galois, the polynomial

x3 − a would split and it would follow that Q(ω), where ω is a primitive third root of unity, is a
subfield of Q(ηJ). However, this is not possible because [Q(ηJ) : Q] = 3 and [Q(ω) : Q] = 2 and
2 - 3. On the other hand, Theorem 13.1.1 tells us that the splitting field of the same polynomial,
but considered over Q(ω) is a cyclic extension. That is, there is some a ∈ Q(ω) such that
Q(ηJ , ω) = Q(ω)( 3

√
a). We leave the verification of that as an exercise (Exercise 48), which is

surprisingly tricky.
Note that Q(ηJ , ω) = Q(ω)( 3

√
a) is a root extension of Q and that the splitting field of x3 +

x2 − 2x − 1, namely, Q(ηJ) is a subfield. Thus, every root of x3 + x2 − 2x − 1 can be expressed
in radicals, in particular ηJ .

14. CALCULATING GALOIS GROUPS

14.1. First observations. Let us review what we know about the Galois group of a finite Galois
extension K/F. Writing K = F(θ), which is always possible by the Primitive Element Theorem,
we view K as the splitting field of the minimal polynomial f (x) of θ. Suppose the roots of the
polynomial are α1, . . . , αn then Gal(K/F) acts by permutations on the set of roots and that gives
us an injective group homomorphism

Gal(K/F) ↪→ Sn,

and the image is a transitive subgroup of Sn. This is not necessarily the most efficient method to
study Gal(K/F), but let us leave this point for later in our discussion.

At this point, especially for low degree polynomials, it is very useful to have a list of transitive
groups. We provide such in the following table. The groups are listed up to conjugation.

TABLE 1. Transitive subgroups of Sn

n transitive subgroups of Sn

2 S2

3 A3 and S3

4 V, A4 and 〈(1234)〉, D4, S4

5 〈(12345)〉, D5, A5 and F20, S5

In listing the subgroups we listed the subgroups contained in An first and then the subgroups
not contained in An. We know already all the groups appearing in this list (V stands for the Klein
four group), apart from the Frobenius group F20, which is a subgroup of S5 with 20 elements.
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A model for this group is 〈(12345), (2354)〉. Any other subgroup of S5 with 20 elements is
isomorphic to F20; in fact, conjugate to it. See Exercise 49 for this classification and Exercises 50,
51 for more about F20.

We see that a useful first step is to decide if the Galois group is a subgroup of An or not. Fortu-
nately, there is a simple criterion for that. Let F be a field of characteristic different than 2 and let
f (x) be a monic non-constant separable polynomial in F[x] of degree n. Choose a splitting field
K/F for f and write there

f (x) =
n

∏
i=1

(x− αi), αi ∈ K.

Consider the product
δ = ∏

i<j
(αi − αj).

(This product really depends on how we order the roots, but just up to a sign.) We note that for
σ ∈ G, identified with a permutation σ ∈ Sn via σ(αi) = ασ(i),

σ(δ) = ∏
i<j

(σ(αi)− σ(αj)) = ∏
i<j

(ασ(i) − ασ(j)) = sgn(σ) · δ.

Define the discriminant of f (x), denoted D( f ), by the formula

D( f ) = δ2 = ∏
i<j

(αi − αj)
2.

Our calculation shows that
D( f ) ∈ KGal(K/F) = F,

and, furthermore, for σ ∈ Gal(K/F) we have

σ(δ) = δ, ∀σ ∈ Gal(K/F) ⇐⇒ Gal(K/F) ⊆ An.

But, σ(δ) = δ if and only if δ ∈ F. And so, we conclude,

Proposition 14.1.1. Let F be a field of characteristic different than 2. Let f (x) ∈ F[x] be a non-constant
separable polynomial of degree n with splitting field K. Then Gal(K/F) ⊆ An if and only if D( f ) is a
square in F.

14.1.1. Quadratic polynomials. Suppose that f (x) = x2 + bx + c. In terms of the roots α1, α2 of f ,
we have

b = −(α1 + α2), c = α1α2,
whence

D(x2 + bx + c) = b2 − 4c.
We find that over fields F of characteristic different than 2 the polynomial f (x) is reducible
(which is equivalent to it having Galois group A2) if and only if b2 − 4c is a square in F.

14.1.2. Cubic polynomials. Consider a cubic polynomial g(x) = x3 + αx2 + βx + γ over a field F
of characteristic different from 3. By change of variable, replacing x by x− α/3, we can reduce
the polynomial to a polynomial of the form f (x) = x3 + ax + b. Note that the roots are shifted
by α/3 and so their differences remain the same. Thus, D( f ) = D(g). We conclude that it is
enough to discuss discriminants for polynomials of the form

f (x) = x3 + ax + b.

In terms of the roots,
a = α1α2 + α1α3 + α2α3, b = −α1α2α3.

Now, one just verifies that

(α1 − α2)
2(α1 − α3)

2(α2 − α3)
2 = −4a3 − 27b2.
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(It requires the identity α1 + α2 + α3 = 0.) That is,

D(x3 + ax + b) = −4a3 − 27b2.

Let’s look at some examples.

Example 14.1.2. f (x) = x3 − x + 1 considered over Q[x].
If f (x) is reducible over Q[x] it is reducible over Z[x] (Gauss’ lemma) and then over Z/2Z[x].
It then must have a root in Z/2Z, but this is not the case! Thus, f (x) is irreducible. An alternate
argument is simply to use that if f (x) is reducible over Q then it has a rational root a/b ((a, b) =
1) and, by a well-known argument b divides the leading coefficient and a the constant coefficient.
Thus, the root could only be ±1 and those are easily discarded.

The discriminant D( f ) = −4 · (−1)− 27 = −23 which is not a square in Q. Therefore, the
Galois group is S3.

Example 14.1.3. f (x) = x3 − 21x − 7. This polynomial is irreducible by Eisenstein’s criterion.
D( f ) = −4 · 213 − 27 · (−7)2 = 3672, which is a square in Q. Therefore, the Galois group is A3.

Example 14.1.4. Let’s construct an infinite family of rational cubic polynomials with Galois
group contained in A3. The arguments we give do not prove that the Galois group is A3 be-
cause we do not prove that the polynomials we get are irreducible, but it is very likely they are
and, if so, we get infinitely many examples of cubic polynomials with Galois group A3. Finding
such a polynomial is equivalent to finding rational points on the surface y2 = −4A3 − 27B2.

Consider B as fixed and non-zero. Then

EB : y2 = −4A3 − 27B2

is an elliptic curve. Such curves have a very rich structure. Given two points (a1, y1), (a2, y2) of
the curve, we can get a third point that we denote

(a1, y1)
EB
⊕ (a2, y2).

To get the new point (a1, y1)
EB
⊕ (a2, y2) one proceeds as follows (refer to Figure 2):

• Add to EB an ideal point at infinity and denote it 0EB .
• Draw the line through (a1, y1) and (a2, y2) (or the tangent line to EB at the point (a1, y1)

if (a1, y1) = (a2, y2)). This line intersects the curve EB in a third point, say Q = (a3, y3).
(In rare cases, there is no such point Q and then let Q = 0EB ).

• Let (a1, y1)
EB
⊕ (a2, y2) be the point (a3,−y3), that is the mirror image of Q along the a-axis.

In the case that Q = 0EB , let also (a1, y1)
EB
⊕ (a2, y2) = 0EB .

Although we have described our process geometrically, one can also express it by polynomial
formulas. Those make sense over every field, enabling a theory of elliptic curves over any field.
An interesting fact, which is easy to show, is that if (a1, y1) and (a2, y2) have coordinates in a
certain field F, where also the equation of the elliptic curve is defined over F, then the new point

(a3, y3) = (a1, y1)
EB
⊕ (a2, y2) has coordinates in F as well. Moreover, the elliptic curve becomes

an abelian group under this addition law! It’s identity element is 0EB and the group inverse of
(a1, y1) is (a1,−y1).

The key implication for us is that once we have found a rational point (a1, y1) on some EB,
where B ∈ Q, we can get other points as

(an, yn) = [n](a1, y1),

where [n](a1, y1) means add the point (a1, y1) to itself n-times in the abelian group EB. If the
point (a1, y1) is of infinite order on EB then we get that way infinitely many cubic polynomials
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FIGURE 2. Addition on elliptic curve
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(a_1, y_1)+(a_2, y_2)

over Q with square discriminant; if those polynomials are irreducible then their Galois group is
A3.

As a matter of fact, one can prove that the point P := (a, y) = (−21, 337) on the elliptic curve
E7 : y2 = −4a3 − 27 · 49 is a point of infinite order (this is the point corresponding to the fact
that the discriminant of the polynomial x3 − 21x− 7 is a square). Some multiples of P are

P = [−21, 337]

[2]P = [−7, 7]

[3]P = [−57/4,−405/2]

[4]P = [−427,−17647]
...

[12]P = [−4012727988243653281
84540051739598400 ,− 8025773933749949127319297679

12290336346243832249824000 ]

14.2. Calculating Galois groups by reducing modulo a prime p. This technique is very gen-
eral, but the general statement, as well as the proofs, require the machinery of algebraic number
theory. We therefore state a special case, though still of considerable interest.

Theorem 14.2.1. Let f (x) ∈ Z[x] be a monic irreducible polynomial of degree n. View the Galois group
G of f (x) as a subgroup of Sn. Suppose that modulo a prime p not dividing the discriminant of f we have
the factorization

f (x) ≡ f1(x) f2(x) · · · fr(x) (mod p),
where the fi are distinct irreducible polynomials in Fp[x]. Let ni = deg( fi). G contains a permutation
of type (n1, n2, . . . , nr).

The usefulness of the theorem is that often the existence of a permutation of a given type
allows to decide between several alternatives for the Galois group. Consider the following ex-
amples of low degree polynomials.6

6According to the paper Enumerating subgroups of the symmetric group by Derek F.
Holt, the number t(n) of transitive subgroups of Sn up to conjugacy is as follows:

n: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 · · · 32

t(n): 1 1 2 5 5 16 7 50 34 45 8 301 9 63 104 1954 10 983 8 1117 · · · 2801324
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TABLE 2. Transitive subgroups of S3

type: (1,2) (3)

A3 X

S3 X X

TABLE 3. Transitive subgroups of S4

type: (1,1,2) (1,3) (2,2) (4)

V X

A4 X X

〈(1234)〉 X X

D4 X X X

S4 X X X X

TABLE 4. Transitive subgroups of S5

type: (1,1,1,2) (1,1,3) (1, 2, 2) (1, 4) (2,3) (5)

〈(12345)〉 X

D5 X X

A5 X X X

F20 X X X

S5 X X X X X X

Let us consider some examples. Let G denote the Galois group of the polynomial f (x) = x3 −
x + 1 that we had already considered above; the polynomial is irreducible modulo 2. Thus, G
has a 3-cycle. This is in fact of no value since all transitive subgroups of S3 contain a 3-cycle.
However, f (x) factors modulo 7 as (x− 2)(x2 + 2x + 3) and thus G contains a transposition and
therefore G = S3.

Consider next the polynomial f (x) = x4 − 4x2 + 2 (irreducible by Eisenstein), with Galois
group G. One verifies that this polynomial is also irreducible modulo 3 and so G contains a 4-
cycle. Let α be a solution of the polynomial y2 − 4y + 2. Then, K, the splitting field of f contains
Q(
√

α) and Q(
√

α) ⊇ Q(
√

2) because α = 2 +
√

2. The conjugate of α is α′ = 2−
√

2. Over K
the polynomial f (x) factors as

(x−
√

α)(x +
√

α)(x−
√

α′)(x +
√

α′).



72 EYAL Z. GOREN, MCGILL UNIVERSITY

However, note also that α/α′ = (1 +
√

2)2 and so,
√

α′ ∈ Q(
√

α). It follows that K = Q(
√

α)
and so of degree 4 over Q. We conclude that G ∼= Z/4Z.

Now, the conclusion that K = Q(
√

α) is not hard. It only required checking that α/α′ is a
square in Q(α). Thus, even without using reduction modulo a prime, we can easily deduce that
the Galois group is of order 4. Is there a way to prove it is cyclic without using the technique of
reduction modulo prime? Indeed there is and here are two ways to show that:

• One can calculate the discriminant of x4− 4x2 + 2 by hand, as the roots are very particu-
lar. It is equal to 211, which is not a square. Therefore, the Galois group is not contained
in A4 and so must be a cyclic group of order 4.
• Consider the automorphism σ : Q(α)→ Q(α) that takes α to α′. It also takes the polyno-

mial x2 − α to x2 − α′ and we know that we can extend it to K = Q(
√

α) = Q(
√

α′) by
taking

√
α (a root of the irreducible polynomial x2 − α) to

√
α′ (a root of the irreducible

polynomial x2 − α′). The choice of the square roots is determined by the requirement
that
√

α = (1 +
√

2)
√

α′.
Call this extension also σ. To show that the Galois group is cyclic it is enough to

show that σ2 6= 1. But, σ2(
√

α) = σ(
√

α′) = σ((1 +
√

2)−1√α) = (1−
√

2)−1σ(
√

α) =

(1−
√

2)−1
√

α′ = −(1 +
√

2)
√

α′ = −
√

α.

14.3. Using compositum. Sometime the Galois extension K/F is presented to us as a composi-
tum of extensions, for example as K = F(α1, β1). In this case, if F(α1)/F and F(β1)/F are Galois
then it may be more efficient to use Proposition 12.2.1 to calculate the Galois group than to write
K = F(θ) and proceed as before. Indeed, letting α1, . . . , αn be the roots of the minimal polyno-
mial of α1 over F and β1, . . . , βm the roots of the minimal polynomial of β1. Then we have an
inclusion

Gal(K/F) ↪→ Sn × Sm

and the image is a subgroup with the property that its projection on Sn and on Sm are transitive
subgroups of Sn and Sm, respectively. We also have the information that

Gal(K/F) ∼= {(σ, τ) ∈ Gal(F(α1)/F)×Gal(F(β1)/F) : σ|F(α1)∩F(β1) = τ|F(α1)∩F(β1)},
but this is hard to phrase in terms of the permutation groups.

Example 14.3.1. Consider the field K = Q(ζ8,
√

2 +
√

3). We have seen before that Q(ζ8) is Ga-
lois with Galois group (Z/2Z)2 and that Q(

√
2 +
√

3)/Q is Galois with Galois group (Z/2Z)2

too and with quadratic subfields Q(
√

2), Q(
√

3), Q(
√

6). These are all real subfields. It follows
that Q(

√
2 +
√

3) ∩Q(ζ8) is at most a quadratic subfield and, in fact, the intersection is Q(
√

2)
(ζ8 + ζ̄8 = 2 cos(π/4) =

√
2). Thus, being a subgroup of order 8 of (Z/2Z)2 × (Z/2Z)2,

Gal(K/Q) ∼= (Z/2Z)3.

We can be more precise than that and consider the roots {ζ8, ζ3
8, ζ5

8, ζ7
8} of the minimal polyno-

mial of ζ8. The Galois group is then the Klein 4 group V of S4. An element σ fixes Q(
√

2) if
and only if it preserves the set {1, 4}. We also consider the roots {

√
2 +
√

3,−
√

2 +
√

3,−
√

2−√
3,
√

2−
√

3} of the minimal polynomial of
√

2 +
√

3 and once more the Galois group is iso-
morphic to V ⊆ S4 and we have taken care to list the roots so that a permutation in V fixes
Q(
√

2) if and only if it fixes the set {1, 4}. Thus, as a permutation group

Gal(K/Q) = {(σ, τ) ∈ V ×V : either both σ and τ

preserve the set{1, 4}, or both do not preserve {1, 4}}.
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14.4. Quartic polynomials. The Galois group of a quartic irreducible polynomial f (x) ∈ F[x]
can fall into 5 different cases; see Table 3. We want to find ways to narrow down even more that
possibilities. To simplify the discussion, we assume that F has characteristic different than 2.

Let us revisit the example of the discriminant. We found there an expression in free variables
xi, namely δ = ∏i<j(xi − xj) that is invariant under the alternating group An, but not under
Sn. The minimal polynomial of δ was t2 − δ2, in the sense that its coefficients are invariant
under Sn. Given now any specific polynomial f (x) with coefficients in a field F we concluded
that its Galois group is contained in An if and only if the polynomial splits over F, where now
δ2 = D( f ).

Limiting our attention to polynomials of degree 4, let us now consider another universal
expression in the roots. Consider the expression

(x1 + x2)(x3 + x4).

It is clearly stable under the permutation group generated by (12), (34), (13)(24), which is a
group of order 8, hence isomorphic to D4 (it contains for example the cycle (1324) = (12)(13)(24)).
The only subgroup of S4 that contains D4 is S4 itself and we see that this element is not invariant
under a larger subgroup of S4. We therefore form the polynomial

h(t) = (t− (x1 + x2)(x3 + x4))(t− (x1 + x3)(x2 + x4))(t− (x1 + x4)(x2 + x3)).

This polynomial is invariant under the full Galois group. A straightforward long computation
gives the following. If

f (x) = x4 + ax3 + bx2 + cx + d,
and we put

p =
1
8
(−3a2 + 8b), q =

1
8
(a3 − 4ab + 8c), r =

1
256

(−3a4 + 16a2b− 64ac + 256d),

then:7

• h(t) = t3 − 2pt2 + (p2 − 4r)t + q2.
• One can show that h and f have the same discriminant and it is equal to

D( f ) = 16p4r− 4p3q2 − 128p2r2 + 144pq2r− 27q4 + 256r3.

Note that the computations are much more pleasant if one first performs a change of variable so
that a = 0. At any rate, the polynomial h(t) is called the resolvent cubic.

Let K be the splitting field of f (x) ∈ F[x], which we assume now to be an irreducible quartic
polynomial. Let J be the splitting field for h(t) in K. Then J/F is Galois as is K/F.

K

Gal(K/J)

Gal(K/F)J

Gal(J/F)

F

Further, Gal(K/F) is a transitive subgroup of S4 and Gal(J/F) which is a quotient of Gal(K/F)
is a subgroup of S3. We have the following considerations that almost decide completely the
Galois group.

• If the resolvent h(t) is irreducible and D( f ) = D(h) is not a square then Gal(J/F) = S3.
The only transitive subgroup of S4 having S3 as a quotient is S4 and thus

Gal(K/F) = S4.
7We have taken this formulas from Dummit and Foote.
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• If the resolvent h(t) is irreducible and D( f ) = D(h) is a square then Gal(J/F) = A3.
Further, Gal(K/F) ⊆ A4 and so is either A4 or V. But V doesn’t have a quotient iso-
morphic to A3. Thus,

Gal(K/F) = A4

.
• Assume now that the resolvent cubic h(t) is reducible. Then it could have either 1 or 3

roots in F. Assume first that h(t) has 1 root in F , say (α1 + α2)(α3 + α4). As this expres-
sion is preserved by the copy of D4 indicated above, we find that the Galois group of f is
contained in D4 and has order at least 4. Since precisely 1 root of h(t) is in F, the Galois
group cannot be V, because V preserves all 3 roots of h. This still leaves two possibilities:
a cyclic group of order 4 or D4 itself. One can show that the first possibility occurs if

and only if f (t) is reducible over the field F(
√

D( f )).
• The remaining possibility is that h(t) has 3 roots in F . This means that every element of

G fixes each of the three expressions (α1 + α2)(α3 + α4), (α1 + α3)(α2 + α4), (α1 + α4)(α2 +
α3) (they are distinct because D(h) = D( f ) 6= 0). That means that the Galois group is
contained in V. Since it has order at least 4, we must have

Gal(K/F) = V.

Example 14.4.1. Consider the polynomial f (x) = x4 + 2x + 2 over Q. It is irreducible by Eisen-
stein’s criterion. We calculate that

p = 0, q = 2, r = 2.

The resolvent cubic is therefore
h(t) = t3 − 8t + 4.

The roots over Q can only be integers of the form ±1,±2,±4 and those are easily ruled out.
Thus h(t) is irreducible. The discriminant is

D = 1616 = 24 · 101,

which is not a square. Thus, the Galois group of f is S4.
On the other hand, consider the polynomial f (x) = x4 + 3x + 3 over Q. It is again irreducible.

We calculate that
p = 0, q = 3, r = 3,

and the resolvent cubic is
h(t) = t3 − 12t + 9.

Now the roots over Q can only be integers of the form ±1,±3,±9 and a calculation shows that
only 3 is a root. Thus h(t) is reducible,

h(t) = (t− 3)(t2 + 3t− 3),

but it has only one root in Q. The Galois group can only be D4 or a cyclic group of order 4. The
discriminant of f is 33 · 52 · 7. We reduce f modulo 11 and find that it factors as follows:

x4 + 2x + 2 ≡ (x− 2)(x + 3)(x2 − x + 7) (mod 11),

where the quadric is irreducible. It follows that the Galois group contains a transposition and
so must be D4. Another way to conclude that is to check that f (t) is irreducible over the field
Q(
√

D( f )) = Q(
√

21). We leave it to the reader to carry out this task and so be convinced that
this is easier said than done!
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Part 4. Where to next?

15. INFINITE GALOIS THEORY

The fundamentals of infinite Galois theory essentially require little besides a more powerful
language. An infinite Galois extension is by definition a union of finite Galois extensions and
so the theory is derived from the theory for finite Galois extensions. The Galois group though is
now an infinite group that has a topology. There is a notion of open and closed subgroups and
the Main Theorem sets a bijection between subfields and closed subgroups of the Galois group.
The proofs are rather easy, once one sorts out the topology of the Galois group and which are
precisely the open and closed subgroups.

The groups that arise that way as Galois groups are interesting. They fall into a larger family
of the so-called profinite groups. We do not have the language yet to define this concept pre-
cisely, but the idea is that those are groups G with a system of normal subgroups {Nα} such that
G/Nα is a finite group and such that ∩αNα = {1}. The group is, roughly speaking, captured by
all its finite quotients.

16. GEOMETRY

There is a powerful link between algebraic geometry and field theory, which extends also to
include compact Riemann surfaces. Let k be an algebraically closed field. A function field F (of
dimension 1) over k, is a finite extension of the field k(x) of rational functions in x. We can then
talk about finite extensions of F.

On the other hand, we may talk about nonsingular complete curves over k. Those are ob-
tained as solutions to systems of linear polynomials with coefficients in k in some projective
space over k. An example of such curve is defined by

y2z = x3 + z3,

in the projective space of dimension 2 and homogenous coordinates (x : y : z). If the character-
istic is not 2 or 3, this is a nonsingular curve.

To every such curve C defined over k there is an associated field of rational functions k(C).
Those are rational functions in the variables of the space in which the curve lies that are well-
defined at almost every point of C. So, of the C being the projective line with homogenous
coordinates (x : y) we have functions such as x/y or (x2 + 3 · y2)/xy and on the curve given
above we have functions such as (x3 + y3)/xyz = y2z/xyz = y/x. It turns out that associating
a function field k(C) to a curve gives a dictionary:

geometry algebra

curve C function field k(C)

algebraic map C� D k(D) ↪→ k(C)

degree of C� D [k(C) : k(D)]

C� D is Galois k(C)/k(D) is Galois

This provides a very powerful to construct curves, and on the other hand, to construct families
of Galois extensions. Once more, we are bound by limits of language, but for instance, we have
the cover P1 → P1 given by (x : y) 7→ (x2 : y2). The function field of P1 is k(P1) = k(t), t = x/y
and the cover corresponds to the inclusion k(t) ∼= k(t2) ⊂ k(t). This is a Galois extension.
For every rational point t = x/y it produces the Galois extension Q(

√
t)/Q, allowing a new

dimension: we can view certain Galois extensions as varying in families.
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If k = C the picture is extended to yet another
dimension. The notion of a Riemann surface is a
generalization of the complex plane. It is a surface
in which every point has a neighbourhood with
identification with the unit disc in the complex
plane and such that on overlaps, the “back and
forth” function is holomorphic. Riemann surfaces
were introduced by Riemann to describe the be-
haviour of multi-valued complex functions, such
as the square root, the logarithm. They are an in-
dispensable part of modern mathematics.

It is a theorem that any compact Riemann surface is analytically equivalent to a curve over
the complex numbers and vice versa. One therefore has the following additional facet:

analysis geometry algebra

Riemann surface C algebraic curve C function field k(C) of rational polynomial
functions = meromorphic analytic func-
tions

analytic map C� D algebraic map C� D k(D) ↪→ k(C)

degree of C� D degree of C� D [k(C) : k(D)]

C� D is Galois C� D is Galois k(C)/k(D) is Galois

17. OTHER ‘GALOIS-LIKE’ SITUATIONS

This is a direction which seeks to axiomatize structures present in Galois theory. For example,
the theory of curves, or of compact Riemann surfaces; the theory of the fundamental group in
topology; and to an extent the theory of the differential Galois group appearing in the study
of differential equations. The interesting thing is that there are situations where a collection
of objects and morphisms between them behave as if there was a group governing them, and
indeed there is, but the group is not known at the beginning. One concludes its existence from
the system of objects and maps it should be governing!

18. STUDY OF SPECIFIC FIELDS

The study of specific fields is of great importance. Taking the field of rational numbers Q,
the study of its Galois extension is fundamental to number theory, while taking the field k(t)
is fundamental to algebraic geometry. More precise information in the case of Fp is useful to a
variety of applications in coding theory and cryptography.

18.1. The inverse Galois problem. The inverse Galois problem is, at its origin, the problem
of classifying all Galois extensions of Q. Of course, the problem can be asked for any field F
instead of Q, but already in the case of Q it is completely beyond reach. That being said, there
is a lot of information that had been gathered about Gal(Q̄/Q), in many cases involving very
sophisticated techniques. As a result, we know to realize many simple (simple in the sense
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of group theory - no nontrivial normal subgroups) groups as Galois groups of some extension
F/Q, but that doesn’t bring us much closer to solving the general problem.

18.2. Generation of particular Galois extensions. One may therefore ask if for a particular class
of groups G we can solve the inverse Galois problem. That is, can we show that every group
G ∈ G is the Galois group of some Galois extension F/Q? For example, can we realize all abelian
groups? The answer to that last question is yes. It follows from the theory of cyclotomic field
combined with Dirichlet theorem: one can show that any finite abelian group G is a quotient of
(Z/NZ)× = Gal(Q(ζN)/Q) for some N.

The next question we may try is to realize all p-groups G, or the closely related problem of
realizing all nilpotent groups. In fact, a famous theorem of Shafarevich states that we can realize
all solvable groups (in particular the nilpotent groups, the p-groups, the abelian groups).
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Part 5. Exercises

(1) Prove the Chinese Remainder Theorem (Theorem 1.5.1).
(2) Prove Lemma 2.1.3.
(3) Give an example of a torsion-free module that is not free.
(4) Give an example of a module M over a commutative ring, such that every element of M

is torsion yet Ann(M) = {0}.
(5) Prove Corollary 2.5.3.
(6) In § 2.5.4 explain why the discussion remains valid if y1, . . . , ym are merely a set of gen-

erators for N (and not necessarily a basis). Use this to find the structure of the module
Z3/N where N is spanned by (1, 1, 1), (6, 3, 2) and (4, 1, 0).

(7) Prove that the following statement is true for n ≤ 3 and show that if fails for n = 4: “two
n× n matrices over a field F are conjugate if and only if they have the same minimal and
characteristic polynomial”.

(8) Using the techniques explained in § 2.5.4, find the rational canonical form of the follow-
ing matrices and, using it, also the Jordan canonical form. Note: you are not required
to find the bases in which we have the canonical form, or the Jordan form. I suggest
NOT using the previous exercise, but only comparing with the previous exercise, when
possible, to check that your calculations gave the correct result.

0 3

1 −2

 ,


1 0 0

2 1 0

3 3 1

 ,


1 1 0

0 1 0

0 3 1

 ,


1 1 1 0

1 −1 1 1

0 0 0 2

0 0 1 0

 .

(9) Let f : Zn → Zn be a group homomorphism represented with respect to the standard
basis by a matrix M ∈ Mn(Z). Assume that det(M) 6= 0. Prove that

](Zn/ f (Zn)) = |det(M)|.

(10) Let F be a finite field with q elements; let GLn(F) act on Mn(F) by (C, A) 7→ CAC−1.
Write a formula for the number of orbits of this action for n = 1, 2, 3, 4, 5, 6.
Guidance: I don’t think the Cauchy-Frobenius formula is of any help in this case. I
suggest using the rational canonical form of a matrix. After doing those cases (you can
explain in detail the cases n = 2, 3 and just compute the rest) you’ll be able to write a
general “formula” that holds for every n.

(11) Let A ∈ M2(Q) be a matrix satisfying A3 = I, where I is the identity matrix. Assume
A 6= I. Write A in rational canonical form and in Jordan canonical form viewed as a
matrix over C.

(12) Prove that a square matrix is conjugate to its transpose.
(13) Show how to construct

√
5, 1+

√
5

2 and 4
√

5 using straightedge and compass.
(14) Show that if a and b are constructible non-zero lengths then so is a/b.
(15) Prove that r = 2 cos(2π/5) satisfies the equation x2 + x− 1. Prove that one can construct

a regular pentagon using straight-edge and compass and sketch the steps.
(16) Prove that if [F(α) : F] is odd then F(α) = F(α2). Can you generalize this statement?
(17) Let K ⊃ F be an extension of fields of degree [K : F] = n. Choose a basis v1, . . . , vn for K

as a vector space over F. Given any α ∈ K we consider the map

Tα : K → K, k 7→ αk;

Verify that Tα is an F-linear map. Thus, we can associate to each α an n × n matrix,
namely, the matrix Mα that represent Tα with respect to the basis we have chosen. Prove
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that this gives an injective ring homomorphism K ↪→ Mn(F). We conclude that we can
realize every extension of F of degree n as a subfield of the ring of matrices Mn(F).

Prove that α is a root of the characteristic polynomial ∆(Mα) of Mα, in fact that the
minimal polynomial m(α) of α divides ∆(Mα).

Use this method to calculate the minimal polynomial of 3
√

2 and 1 + 3
√

2 + 3
√

4 over Q.
(18) Let K be a finite extension of F. Prove that K is a splitting field over F if and only if every

irreducible polynomial in F[x] that has a root in K splits completely in K[x].
(19) Let K1, K2 be finite extensions of F contained in the field K, and assume both are splitting

fields over F. Prove that K1K2 and K1 ∩ K2 are splitting fields over F.
(20) Construct fields F4, F16, of four and sixteen elements, respectively. For the field F4 write

explicitly the addition and multiplication tables. Show that there are precisely two em-
beddings F4 ↪→ F16 and write them down explicitly in terms of your construction of the
fields.

(21) Prove parts (2) and (3) of Theorem 7.1.2.
(22) Prove the Möbius inversion formula (Lemma 7.1.3).
(23) Prove that for every n and prime p there is at least 1 irreducible polynomial of degree n

over Fp.
(24) Let F be a field with an algebraic closure F. Let F ⊆ L ⊆ F. Prove that F is an algebraic

closure of L as well.
(25) Semi-direct products.

Let G be a group, K a normal subgroup of G and H an additional subgroup of G with the
following two properties:

K ∩ H = {1}, KH = G.

Note that KH is a subgroup since K is normal, thus the assertion is that every element in
G is uniquely the product kh, k ∈ K, h ∈ H. Namely, there is no need to take the subgroup
generated by KH; it is already a subgroup (and KH = HK). In this case we say that G is
a semi-direct product of H and K and denote G = Ko H.

Let h ∈ H, then h defines an automorphism of K by k 7→ hkh−1. Denote this au-
tomorphism θ(h). Letting h vary produces a homomorphism θ : H → Aut(K). This
isomorphism determines G. Indeed, every element in G can be written uniquely as kh
and

k1h1k2h2 = k1(h1k2h−1
1 ) · h1h2 = k1(θ(h1)(k2)) · h1h2.

Show that given any homomorphism θ : H → Aut(K) we get a semi-direct product G =
Ko H. Show that the dihedral group Dn of 2n elements is a semi-direct product.

(26) Consider the polynomial xp − `, where p, ` are prime numbers.
(a) Prove that this polynomial is irreducible over Q.
(b) Choose a p-th root p

√
` of ` in R and consider the fields F := Q( p

√
`) and Q(ζp).

Determine their degree over Q.
(c) Prove that L = FQ(ζp) = Q( p

√
`, ζp) is the splitting field of xp − ` over Q and is a

Galois extension of Q. Calculate the degree of L over Q.
(d) Prove that ‘restriction’ is a well-defined surjective homomorphism (“surjective” is

probably the most subtle point) Aut(L/Q)→ Aut(Q(ζp)/Q) and let K be the ker-
nel. Let H be the subgroup Aut(L/F) of Aut(L/Q). Show that Aut(L/Q) = Ko H.

(e) Finally, show that

Aut(L/Q) ∼= Z/pZo (Z/pZ)×,

where (r, s) acts on ζp by taking it to ζs
p and on p

√
` by taking it to ζr

p
p
√
`. Determine

the homomorphism θ of the semi-direct product.
(27) Let η = ζ7 + ζ̄7.
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(a) Find a polynomial of degree 3 with rational coefficients that η satisfies. (Hint: use
automorphisms Q(ζ7).)

(b) Prove that [Q(ζ7) : Q(η)] = 2, [Q(η) : Q] = 3.
(c) Show that Q(η) is the splitting field of the cubic polynomial you have found. (That

would not be hard, if you found that polynomial by thinking first what it roots
should be.)

(d) Conclude that Aut(Q(η)/Q) ∼= Z/3Z.
(28) Write an example of a Galois extension of fields with the following groups as Galois

groups: {1}, Z/2Z, Z/3Z, Z/4Z, Z/2Z×Z/2Z, Z/5Z, Z/6Z, S3, Z/7Z, (Z/2Z)3, Z/8Z.
In fact, looking at the notes and exercises, you’ll find that we have already provided ex-
amples of all those groups, but one.

(29) Let f (x) be an irreducible polynomial of degree 4 with rational coefficients. Let α be a
root of f , say in C, and let L = Q(α). (a) Let K be the splitting field of f (x) over L (hence
over Q). Find the possibilities for Gal(K/Q). (Hint: it should be a transitive subgroup
of S4. Why??). (b) Assume now that L contains a quadratic subfield L ⊃ M ⊃ Q, where
M/Q is a degree 2 extension. Assume further that K properly contains L. Prove that in
this case K has degree 8 over Q; determine the Galois group. (Hint: show that α solves a
quadratic polynomial g(x) ∈ M[x]. How are g and f related?)

(30) Prove Corollary 9.4.3.
(31) Let L = Fp(x, y) and let L(p) the image of L under the Frobenius map L→ L given by

g(x) 7→ g(x)p. Prove that [L : L(p)] = p2. Show that there are infinitely many distinct
subfields L(p) ⊆ E ⊆ L.

(32) Revisit question 26, assuming that p = 7. Determine all the subgroups of the Galois
group and all the corresponding subfields.

(33) Returning to question 26 once more, prove that K = Q(ζp +
p
√
`).

(34) Show that Q(
√

2,
√

3,
√

5,
√

7)/Q is a Galois extension and determine its Galois group.
Hint: you may want to show a similar statement first for Q(

√
2,
√

3,
√

5)/Q; then one is-
sue you may need to deal with is to show that Q(

√
7) is not a subfield of Q(

√
2,
√

3,
√

5).
But Galois theory allows you to write down all the subfields of Q(

√
2,
√

3,
√

5)!
(35) Let F be a field and x1, . . . , xn free variables. Consider the field K = F(x1, x2, . . . , xn)

which is the fraction field of the ring of polynomials F[x1, x2, . . . , xn]. Show that Sn ⊆
Aut(K). Use this result to prove that any finite group G is the Galois group of some
extension of fields.

(36) Let K/F be a Galois extension and suppose that K = F(α). Let H < Gal(K/F) and let
fH(x) = ∏σ∈H(x− σ(α)). Prove that fH(x) ∈ KH [x] and that K is the splitting field of fH
over KH. Show further that KH is generated over F by the coefficients of fH (that are the
symmetric functions in the roots of fH).

(37) Prove, using only the Intermediate Value Theorem for R, that every complex number
has a square root in the complex numbers.

(38) Write the diagram of subgroups and the diagram of subfields of Gal(Q(ζ8)/Q) and
Q(ζ8)/Q, respectively. Write each subfield as Q[x]/( f (x)) for an appropriate polyno-
mial.

(39) A theorem of Dirichlet on primes in arithmetic progressions says the following. If N, d
are positive integers such that (N, d) = 1 then there are infinitely many primes p ≡ d
(mod N). Using this theorem (in fact, only for the case d = 1) prove the following:
(a) First, as a useful reduction, prove that if G is a finite abelian group and H is a group,

then H is isomorphic to a subgroup of G if and only if H is isomorphic to a quotient
group of G.
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(b) Prove that any finite abelian group is isomorphic to the Galois group of some Galois
extension of Q. (You may use exercises (64)-(65) from the course notes for MATH
370.)

(40) Let F be a subfield of the complex numbers C. Let L be an finite separable field extension
of F, ϕ : L→ C a homomorphism that is the identity on F, and K a finite extension of
ϕ(L) such that K/F is Galois. (Remark: we make no other special assumption about K. In
fact, there is a choice of K that is more or less canonical. Write M = ϕ(L) = F(α1, . . . , αn)
with minimal polynomials over F say f1, . . . , fn. Let K be the splitting field of f1 f2 · · · fn
over M. Then K satisfies the requirements and there is no proper subfield of K that both
contains M and is Galois over F.)

C

K

L
ϕ
// ϕ(L)

F F

Prove that HomF(L, C) = HomF(L, K) and that Gal(K/F) acts transitively on HomF(L, C).
(41) Let K/F be a cyclic Galois extension of degree pn , where p is a prime, and assume that

F contains pn distinct pn-th roots of unity. That is, xpn − 1 is separable and split over F.
Let σ be a generator for the Galois group.
(a) Viewing σ as an F-linear operator σ : K → K, show that σ can be diagonalized and

that its eigenvalues are roots of unity of order dividing pn.
(b) Show that one of the eigenvalues must be a primitive pn-th root of unity as follows:

Use Galois theory to show that the subspace spanned by the eigenvectors corre-
sponding to roots of unity killed by pn−1 cannot be “too large”.

(c) Take an eigenvector α corresponding to a primitive pn-th root of unity. Show that
d = αpn ∈ F and that K = F( pn√

d).
(42) Assume that there is an irreducible polynomial f (x) of degree 4 over Q with a real root

and such that its splitting field K/Q has Galois group S4.
(a) Show that there is a degree 4 extension E/Q, where E is real, with no quadratic

subfields. Conclude that if [E : Q] is a power of 2 then it need no be the case that
every element of E is constructible.

(b) Show that x4 − x− 1 is an example of such a polynomial.
(43) Show that Q(

√
2 +
√

2) is Galois with Galois group isomorphic to Z/4Z.
(44) Let F be a field and F(x) the field of rational functions over F, whose elements are ratios

of polynomials f (x)/g(x) where f (x), g(x) ∈ F[x] and g(x) 6= 0. Recall that it is the
quotient field of the UFD F[x].
(a) Let a(x) = f (x)/g(x) be a non-constant element of F(x), where f (x), g(x) are poly-

nomials with no common factor. Show that F(x) is a finite extension of F(a(x)) of
degree max{deg( f ), deg(g)} by considering the identity f (x)− u · g(x) = 0, where
u = a(x). (Note that the field F(u) could be viewed as the field of rational functions
in the variable u.)

(b) Let
(

a b
c d

)
∈ GL2(F). Show that there is unique automorphism F(x)→ F(x) deter-

mined by x 7→ ax+b
cx+d . Conclude a homomorphism GL2(F)→ Aut(F(x)/F).

(c) Prove that PGL2(F) ∼= Aut(F(x)/F), where PGL2(F) = GL2(F)/F× (F× is identified
here with a subgroup of matrices by λ 7→ λ · I2, λ ∈ F×).

(d) Apply that, and Luroth’s theorem that states that any subfield of F(x) that properly
contains F is isomorphic to F(t) for some variable t, to show that one can realize
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the groups PSL2(Fq) as Galois groups of a field extension F(x)/F(u(x)) for some
rational function u(x). (These groups are interesting, because they are simple groups
in all cases except n = 2, q = 2, 3.)

(e) Consider the automorphisms σ, τ corresponding to the matrices
(

0 1
−1 1

)
,
(

0 1
1 0

)
, re-

spectively. Prove that they generated a subgroup H of Aut(F(x)/F) isomorphic
to S3. Prove that the fixed field under H, F(x)H is the subfield F(u(x)), where
u(x) = (x2 − x + 1)3 · x−2(x− 1)−2.

(f) Find a similar presentation for the subfields F(x)〈σ〉, F(x)〈τ〉.
(45) Determine the Galois group of the splitting field over Q of the polynomial x4− 14x2 + 9.
(46) Let f (x) be an irreducible polynomial of degree p, p a prime, over Q. Suppose that f (x)

has exactly two nonreal roots in C. Then the Galois group of f (x) over Q is the symmetric
group Sp.

(47) Calculate the Galois group of Q( 3
√

2, ω, 3
√

5)/Q using Proposition 12.2.1. (Be careful that
your arguments are convincing when calculating intersections of fields!)

(48) Let ηJ be as in § 10.4. Prove that Q(ηJ , ω) = Q(ω)( 3
√

a) for some a ∈ Q(ω) and find such
an a. Express ηJ in radicals.

(49) Transitive subgroups of S5. Recall that we proved that Sn has a unique normal subgroup if
n ≥ 5 and that subgroup is An, which is a simple group of order n!/2.
(a) Let G be a subgroup of S5 different from A5. Prove that [S5 : G] ≥ 5.
(b) Assume now that G is a transitive subgroup of S5 different from S5 or A5. Prove that

the order of G is 5, 10, 15 or 20.
(c) Show that there are no subgroups of S5 with 15 elements. (Hint: first show that such

a subgroup G cannot be contained in A5.)
(d) Show that the groups of order 5 are conjugate to 〈(12345)〉.
(e) Show that every group G of order 5, 10 or 20 has a normal 5-Sylow subgroup. Con-

clude that up to conjugation a transitive subgroup G of S5, that is different from S5
and A5, is contained in the normalizer of 〈(12345)〉 in S5.

(f) Prove that the normalizer is 〈(12345), (2354)〉.
(g) Conclude the classification of transitive subgroups of S5. Namely, that they are ei-

ther A5, S5, or conjugate to 〈(12345)〉, 〈(12345), (25)(34)〉 or 〈(12345), (2354)〉.
(50) Show that the Galois group of x5 − 2 is isomorphic to the Frobenius group F20.
(51) Show that F20 is isomorphic to the affine linear group over the field F5. Namely, to the

group of maps of the form x 7→ ax + b, a ∈ F×5 , b ∈ F5.
(52) Calculate the Galois group of x3 − 3x + 1.
(53) Find infinitely many examples of polynomials of the form x3 + 2ax+ a with Galois group

S3.
(54) Calculate the Galois group of x4 + 5x + 5.
(55) Calculate the Galois group of x4 + `x + `, where ` is a prime greater than 5.
(56) Use the Chinese Remainder Theorem to find polynomials with Galois group S4.
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