POISSON'S EQUATION

TSOGTGEREL GANTUMUR

Abstract. In these notes we will study the Poisson equation, that is the inhomogeneous version of the Laplace equation. Our starting point is the variational method, which can handle various boundary conditions and variable coefficients without any difficulty.
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1. Variational method

Consider the following Poisson problem

\[
\begin{aligned}
\Delta u + f &= 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

where $\Omega \subset \mathbb{R}^n$ is a bounded domain, and $f$ is a given function. We begin by reformulating the problem in the Sobolev space setting as follows. Assume $f \in L^2(\Omega)$, and consider the problem of finding $u \in H^1_0(\Omega)$ satisfying

\[
\int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} fv \quad \text{for all } v \in H^1_0(\Omega).
\]

Note that the homogeneous boundary condition is reflected in the requirement $u \in H^1_0(\Omega)$. We call (2) the weak formulation (or the variational formulation) of (1).

Exercise 1. Show that if $u \in C^2(\Omega)$ satisfies (2) then $\Delta u + f = 0$ almost everywhere in $\Omega$.

To get some insight on (2), we write it as

\[
a(u, v) = F(v) \quad \text{for all } v \in H^1_0(\Omega),
\]

where $a : H^1_0(\Omega) \times H^1_0(\Omega) \rightarrow \mathbb{R}$ is the bilinear form given by

\[
a(u, v) = \int_{\Omega} \nabla u \cdot \nabla v, \quad u, v \in H^1_0(\Omega),
\]
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and \( F : H^1_0(\Omega) \to \mathbb{R} \) is the linear functional defined by
\[
F(v) = \int_{\Omega} f v, \quad v \in H^1_0(\Omega).
\] (5)

Both \( a \) and \( F \) are clearly continuous, because
\[
|a(u,v)| \leq \|\nabla u\|_{L^2}\|\nabla v\|_{L^2} \leq \|u\|_{H^1}\|v\|_{H^1},
\]
and
\[
|F(v)| \leq \|f\|_{L^2}\|v\|_{L^2} \leq \|f\|_{L^2}\|v\|_{H^1},
\]
by the Cauchy-Bunyakowsky-Schwarz inequality. This means in particular that \( F \) is an element of the (topological) dual of \( H^1_0(\Omega) \), which we denote by \( H^{-1}(\Omega) \equiv [H^1_0(\Omega)]' \). In addition to continuity, the bilinear form \( a \) enjoys strict coercivity (also called \( H^1_0 \)-ellipticity)
\[
a(v,v) \geq c\|v\|^2_{H^1}, \quad \text{for all } v \in H^1_0(\Omega),
\]
with some constant \( c > 0 \), which is immediate from the Friedrichs inequality. Since \( a \) is symmetric, strict coercivity and continuity imply that \( a \) defines an inner product on \( H^1_0(\Omega) \) which induces an equivalent norm. With these preparations at hand, we can now interpret the problem (3) in the following way: Given an element \( F \) from the dual space of \( H^1_0(\Omega) \), can we represent \( F \) as the inner product \( a(u,\cdot) \) with a fixed element \( u \in H^1_0(\Omega) \)? The affirmative answer to this question is precisely the content of the Riesz representation theorem.

**Exercise 2** (Riesz representation theorem). Let \( H \) be a (real) Hilbert space, and let \( H' \) be its dual, defined as the space of continuous linear functionals on \( H \). Let us denote the inner product of \( H \) by \( \langle \cdot, \cdot \rangle \). Observe that any \( y \in H \) defines an element \( f \in H' \) by \( f(x) = \langle y, x \rangle \) for \( x \in H \). This defines a map \( J : H \to H' \). The Riesz representation theorem (for Hilbert spaces)\(^1\) states that \( J \) is invertible, that is, any continuous linear functional on \( H \) can be realized through the inner product with an element of \( H \). We would like to prove this theorem by using a variational method. Let \( f \in H' \), and let
\[
E(x) = \langle x, x \rangle - 2f(x), \quad x \in H,
\]
and consider the problem of finding a minimizer of \( E \) over \( H \).

- Show that a minimizing sequence for \( E \) exists and is Cauchy in \( H \).
- Demonstrate that the limit minimizes \( E \) over \( H \).
- Denoting by \( y \in H \) the minimizer, show that \( \langle y, x \rangle = f(x) \) for all \( x \in H \).

The following is immediate.

**Theorem 3.** In the above setting, there exists a unique \( u \in H^1_0(\Omega) \) satisfying
\[
a(u,v) = F(v) \quad \text{for all } v \in H^1_0(\Omega).
\]
(10)

In other words, the Poisson problem (1) has a unique weak solution.

We can also solve the same problem with an inhomogeneous Dirichlet condition without much difficulty. We formulate the problem as follows. Let \( g \in H^1(\Omega) \) be given, and find \( u \in \{g\} + H^1_0(\Omega) \) satisfying
\[
a(u,v) = F(v) \quad \text{for all } v \in H^1_0(\Omega).
\]
(11)

Recall that the (affine) set \( \{g\} + H^1_0(\Omega) \) is by definition \( \{g + v : v \in H^1_0(\Omega)\} \).

**Corollary 4.** For any \( g \in H^1(\Omega) \), the preceding problem has a unique solution.

\(^1\)There is another result called Riesz representation theorem that is about representing linear functionals on a space of continuous functions as measures.
Proof. We will reformulate the problem as a problem with homogeneous Dirichlet condition, therefore reducing it to the known case. Let \( w \in H^1_0(\Omega) \) be the unique function satisfying
\[
a(w, v) = F(v) - a(g, v) \quad \text{for all } v \in H^1_0(\Omega). \tag{12}
\]
Such a function exists because the map \( v \mapsto F(v) - a(g, v) \) is in \([H^1_0(\Omega)]'\) as can be seen from
\[
|F(v) - a(g, v)| \leq \|f\|_{L^2} \|v\|_{H^1} + \|g\|_{H^1} \|v\|_{H^1}. \tag{13}
\]
It is obvious that \( u = w + g \in \{g\} + H^1_0(\Omega) \) and \( a(u, v) = F(v) \) for all \( v \in H^1_0(\Omega) \). The uniqueness part is left as an exercise. \( \square \)

**Exercise 5.** Give a weak formulation of the problem
\[
\begin{aligned}
-\Delta u + tu &= f \quad \text{in } \Omega, \\
u &= g \quad \text{on } \partial \Omega,
\end{aligned} \tag{14}
\]
and then show that a unique weak solution exists if \( t > c \), where \( c < 0 \) is a constant.

## 2. Essential and natural boundary conditions

Let \( f \in L^2(\Omega) \) and \( t \in \mathbb{R} \), and consider the problem of finding \( u \in H^1(\Omega) \) such that
\[
\int_{\Omega} (\nabla u \cdot \nabla v + tuv) = \int_{\Omega} fv \quad \text{for all } v \in H^1(\Omega). \tag{15}
\]
What we did is that we took the problem (2), added the term \( tuv \) inside the integral, and replaced the space \( H^1_0(\Omega) \) by \( H^1(\Omega) \). The bilinear form \( a : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R} \) defined by
\[
a(u, v) = \int_{\Omega} (\nabla u \cdot \nabla v + tuv), \tag{16}
\]
is symmetric and continuous, and linear functional \( F : H^1(\Omega) \to \mathbb{R} \) defined by
\[
F(v) = \int_{\Omega} fv, \tag{17}
\]
is continuous, meaning that \( F \in [H^1(\Omega)]' \). Moreover, it is easy to see that if \( t > 0 \) then
\[
a(u, u) \geq \min\{1, t\}\|u\|_{H^1}^2, \quad u \in H^1(\Omega), \tag{18}
\]
i.e., \( a \) is strictly coercive in \( H^1(\Omega) \). Hence by the Riesz representation theorem, the problem (15) has a unique solution \( u \in H^1(\Omega) \).

Let us try to identify the classical problem corresponding to (15). Since \( \mathcal{D}(\Omega) \subset H^1(\Omega) \), if we assume \( u \in C^2(\Omega) \), then taking arbitrary \( v \in \mathcal{D}(\Omega) \) in (15) implies that
\[
-\Delta u + tu = f \quad \text{a.e. in } \Omega. \tag{19}
\]
We see that replacing the space \( H^1_0(\Omega) \) by \( H^1(\Omega) \) in the variational formulation has no effect on the differential equation to be satisfied in the interior of the domain at the classical level. If anything has changed, it must have something to do with the boundary condition. To probe what is happening at the boundary, in addition to \( u \in C^2(\Omega) \), suppose that \( \Omega \) has a \( C^1 \) boundary, and that \( u \in C^1(\overline{\Omega}) \). Then taking into account that \( C^1(\overline{\Omega}) \subset H^1(\Omega) \), for any \( v \in C^1(\overline{\Omega}) \), we have
\[
0 = \int_{\Omega} (\nabla u \cdot \nabla v + tuv - fv) = \int_{\partial \Omega} v \partial_{\nu} u + \int_{\Omega} (-\Delta u + tu - f)v = \int_{\partial \Omega} v \partial_{\nu} u, \tag{20}
\]
where we have used (19), and \( \partial_{\nu} \) is the (outward) normal derivative at \( \partial \Omega \). It is not difficult to conclude from here that \( \partial_{\nu} u = 0 \) on \( \partial \Omega \). So we identify (15) as a weak (or variational) formulation of the equation (19) with the homogeneous Neumann boundary condition.
Exercise 6. Show that if \( u \in C^1(\Omega) \) satisfies
\[
\int_{\partial \Omega} v \partial_{\nu} u = 0,
\]
for all \( v \in C^1(\Omega) \) then \( \partial_{\nu} u = 0 \) on \( \partial \Omega \).

Remark 7. Note that the boundary term that arises from integration by parts in (20) naturally has lead us to the Neumann boundary condition. In variational terminology, such boundary conditions are called natural boundary conditions. If we were dealing with the Dirichlet boundary condition as in the previous section, on the contrary, the boundary term in (20) would be 0 because of the restriction \( v \in H^1_0(\Omega) \) as opposed to \( v \in H^1(\Omega) \). In this case, the boundary term vanishes by design of the underlying Hilbert space \( H^1_0(\Omega) \), and the associated boundary conditions are called essential boundary conditions. Finally, we remark that the correspondences natural – Neumann and essential – Dirichlet do not always hold. For instance, in some formulations the Dirichlet boundary condition arises as the natural boundary condition.

3. Weak, strong, and classical solutions

In all cases considered so far, we have functions \( u \in H^1(\Omega) \) and \( f \in L^2(\Omega) \) satisfying
\[
\int_\Omega (\nabla u \cdot \nabla v + tuv) = \int_\Omega fv \quad \text{for all } v \in \mathcal{D}(\Omega).
\]
(22)

Note that if (22) holds, then it holds also for all \( v \in H^1_0(\Omega) \) by density. The differential equation associated to this is \( -\Delta u + tu = f \) in \( \Omega \). As for the boundary condition, it is determined by the following additional information:

- For the homogeneous Dirichlet condition, we have the requirement \( u \in H^1_0(\Omega) \).
- For the homogeneous Neumann condition, (22) holds also for all \( v \in H^1(\Omega) \setminus H^1_0(\Omega) \).

We have encountered at least two different notions of solutions: Weak and classical. Here we want to formalize those concepts and introduce one more notion of a solution.

Definition 8. A classical solution of \( -\Delta u + tu = f \) in \( \Omega \) is a function \( u \in C^2(\Omega) \) that satisfies the same equation pointwise in \( \Omega \). In particular, this would imply that \( f \in C(\Omega) \).

Bear in mind that in the preceding definition we are concerned with only the differential equation, that is (supposed to be) satisfied at each point of the interior of the domain. When we are solving the boundary value problem, i.e., at the stage where we want to establish the existence of a solution, it is necessary to consider both the differential equation and the boundary condition at the same time. However, once the existence is known, when we want to study the properties of solutions, it is often possible and convenient to separate the two. Here we would like to consider conditions that are generalizations of the differential equation alone. In doing so, it is preferable to avoid global conditions, such as \( u \in H^1(\Omega) \), which requires in particular the square integrability of \( u \) over \( \Omega \). Therefore it would be ideal if we replace \( H^1 \) by its local version, the same way \( C(\Omega) \) is the local version of the space of bounded continuous functions on \( \Omega \). To this end, we let \( H^1_{\text{loc}}(\Omega) = \{ v \in L^2(\Omega) : \phi v \in H^1(\Omega), \forall \phi \in \mathcal{D}(\Omega) \} \).

Definition 9. We call \( u \in H^1_{\text{loc}}(\Omega) \) a weak solution of \( -\Delta u + tu = f \) in \( \Omega \) if \( u \) satisfies (22). This notion makes sense even for \( f \in L^2_{\text{loc}}(\Omega) \).

It is always true that classical solutions are weak. Moreover, under the assumption that \( u \in C^2(\Omega) \) and \( f \in C(\Omega) \), \( u \) is a classical solution if and only if it is a weak solution.

Now we generalize the definition of Sobolev spaces to higher order cases. We let
\[
H^k(\Omega) = \{ u \in L^2(\Omega) : \partial^\alpha u \in L^2(\Omega), |\alpha| \leq k \},
\]
(23)
equipped with the norm
\[ \|u\|_{H^k} = \left( \sum_{|\alpha| \leq k} \|\partial^\alpha u\|_{L^2}^2 \right)^{\frac{1}{2}}, \]
and the seminorm
\[ |u|_{H^k} = \left( \sum_{|\alpha| = k} \|\partial^\alpha u\|_{L^2}^2 \right)^{\frac{1}{2}}. \]

Furthermore, we define \( H^k_{\text{loc}}(\Omega) = \{ u \in L^2(\Omega) : \phi u \in H^k(\Omega), \forall \phi \in \mathcal{C}(\Omega) \} \).

**Definition 10.** We call \( u \in H^2_{\text{loc}}(\Omega) \) a strong \( L^2 \) solution of \(-\Delta u + tu = f\) in \( \Omega \) if the same equation is satisfied as an equality in the space \( L^2_{\text{loc}}(\Omega) \).

It is obvious that classical solutions are strong, and strong solutions are weak. Moreover, under the assumption that \( u \in C^2(\Omega) \) and \( f \in C(\Omega) \), \( u \) is a classical solution if and only if it is a strong solution. Similarly, under the assumption that \( u \in H^2_{\text{loc}}(\Omega) \) and \( f \in L^2(\Omega) \), \( u \) is a weak solution if and only if it is a strong solution.

The above discussion leads to the question if and when we can guarantee that a weak solution \( u \), initially only known to be in \( H^1_{\text{loc}}(\Omega) \), is indeed in \( H^2_{\text{loc}}(\Omega) \) or even in \( C^2(\Omega) \), so that the weak solutions we have constructed in the previous sections are in fact strong or even classical. To see that it is not a completely absurd hope, think of the ordinary differential equation \( y'' = f \), which has the property that if \( f \in C^k \) then \( y \in C^{k+2} \). Now if we assume that the equation \( \Delta u = f \) has a similar property, and that its weak formulation inherits enough of its structure, then it is reasonable to expect that \( f \in H^k_{\text{loc}}(\Omega) \) implies \( u \in H^{k+2}_{\text{loc}}(\Omega) \), and that \( f \in C^k(\Omega) \) implies \( u \in C^{k+2}(\Omega) \), for a weak solution \( u \in H^1_{\text{loc}}(\Omega) \). In what follows we will show that this expectation is realized for the \( H^k \) spaces. However, it turns out that the statement in the \( C^k \) spaces is not true. We interpret this fact as the \( C^k \) spaces not being well suited for studying the Laplace operator. What we can establish are conditions on \( f \) (that are slightly stronger than \( f \in C^k \)) that imply \( u \in C^{k+2} \).

4. **Finite differences**

In this section, we will establish a convenient criterion for determining whether a function is in a Sobolev space, which will then be used in the upcoming sections to study the Sobolev regularity of weak solutions to (22). Let \( \Omega \subset \mathbb{R}^n \) be an open set and let \( f \) be a function defined on \( \Omega \). Then we define the finite difference operator \( \Delta_h \) for \( h \in \mathbb{R}^n \) by
\[ \Delta_h f(x) = f(x + h) - f(x), \]
where we assume that \([x, x+h] \subset \Omega\), with \([x, x+h]\) denoting the line segment connecting \(x\) and \(x+h\). Hence \( \Delta_h \) maps functions on \( \Omega \) to functions on the subset \( \Omega_h = \{x \in \Omega : [x, x+h] \subset \Omega\} \).

It is clear that
- \( f \) is uniformly continuous in \( \Omega \) if and only if \( \|\Delta_h f\|_{L^\infty(\Omega)} \to 0 \) as \( h \to 0 \).
- \( f \) is Lipschitz continuous if and only if \( \|\Delta_h f\|_{L^\infty(\Omega)} \leq c|h| \) for some constant \( c \).
- If \( \|\Delta_h f\|_{L^\infty(\Omega_h)} = o(h) \) as \( h \to 0 \) then \( f \) is constant.

Since \( C(\Omega) \cap L^p(\Omega) \) is dense in \( L^p(\Omega) \) for \( 1 \leq p < \infty \), and we have \( \|\Delta_h f\|_{L^p(\Omega_h)} \leq 2\|f\|_{L^{p}(\Omega)} \) for \( f \in C(\Omega) \cap L^p(\Omega) \), the difference operator \( \Delta_h \) can be uniquely extended to a continuous operator \( \Delta_h : L^p(\Omega) \to L^p(\Omega_h) \). Alternatively, and with the same result, we can define \( \Delta_h f = f \circ \tau_h - f \) for \( f \in L^p(\Omega) \), where \( \tau_h \) is the translation operator given by \( \tau_h(x) = x + h \).

It will turn out that the condition \( \|\Delta_h f\|_{L^2(\Omega_h)} = O(h) \) characterizes the Sobolev space \( H^1(\Omega) \). Hence in a certain sense, \( H^1(\Omega) \) is the \( L^2 \)-equivalent of the Lipschitz space \( C^{0,1}(\Omega) \). For generality, we will prove this characterization in the \( L^p \) setting.
Definition 11. We define $W^{k,p}(\Omega) = \{ u \in L^p(\Omega) : \partial^\alpha u \in L^p(\Omega), |\alpha| \leq k \}$, for $1 \leq p \leq \infty$ and $k \in \mathbb{N}_0$.

Note that we have $H^k(\Omega) = W^{k,2}(\Omega)$ and $L^p(\Omega) = W^{0,p}(\Omega)$.

Lemma 12. If $f \in W^{1,p}(\Omega)$ with $1 \leq p < \infty$, then $\| \Delta_h f \|_{L^p(\Omega_h)} \leq |h| \| \nabla f \|_{L^p(\Omega)}$ for $h \in \mathbb{R}^n$.

Proof. For $\eta \in \mathbb{S}^{n-1}$ and $f \in C^1(\Omega)$, by the fundamental theorem of calculus, we have

$$|f(x + \eta t) - f(x)| \leq \int_0^t |\nabla f(x + \eta s)| \, ds \leq t^{1 - \frac{1}{p}} \left( \int_0^t |\nabla f(x + \eta s)|^p \, ds \right)^{\frac{1}{p}}. \quad (27)$$

Taking the $p$-th power and integrating, we get

$$\| \Delta_{\eta t} f \|_{L^p} \leq t^{p-1} \int_{\Omega_{\eta t}} \int_0^t |\nabla f(x + \eta s)|^p \, ds \, dx \leq t^{p-1} \int_0^1 \int_{\Omega} |\nabla f(y)|^p \, dy \, ds, \quad (28)$$

which immediately leads us to the claim. \hfill \Box

In the converse direction, for $p > 1$, the decay condition $\| \Delta_{e_i t} f \|_{L^p} = O(t)$ implies the existence of $\partial_i f$ and the membership $\partial_i f \in L^p(\Omega)$. Here $e_i$ is the $i$-th standard unit vector.

Theorem 13. Let $f \in L^p(\Omega)$ with $1 < p < \infty$, and assume that $\| \Delta_{e_i t} f \|_{L^p(\Omega_t)} \leq M t$ for all small $t > 0$. Then the weak derivative $\partial_i f$ exists and it satisfies $\| \partial_i f \|_{L^p(\Omega)} \leq M$.

Proof. Let $K \subset \Omega$ be a compact set, and let $\varphi \in \mathcal{D}_K$, where $\mathcal{D}_K = \{ \phi \in \mathcal{D}(\Omega) : \text{supp } \phi \subset K \}$. Then we have

$$\int_{\Omega} \Delta_{e_i t} f \varphi = \int_{\Omega} (f(x + e_i t) \varphi(x) - f(x) \varphi(x)) \, dx = - \int_{\Omega} f \Delta_{e_i t} \varphi, \quad (29)$$

for sufficiently small $t > 0$, which implies

$$\left| \int_{\Omega} f \partial_i \varphi \right| \leq \int_{\Omega} \frac{\Delta_{e_i t} f}{t} \varphi \right| + \left| \int_{\Omega} f \left( \frac{\Delta_{e_i t} \varphi}{t} - \partial_i \varphi \right) \right|$$

$$\leq t^{-1} \| \Delta_{e_i t} f \|_{L^p(\Omega)} \| \varphi \|_{L^q(\Omega)} + \| f \|_{L^1} \left( \frac{\Delta_{e_i t} \varphi}{t} - \partial_i \varphi \right)_{L^\infty}, \quad (30)$$

where $q$ is the Hölder conjugate of $p$, i.e., it is given by $\frac{1}{p} + \frac{1}{q} = 1$. Now by using the bound $\| \Delta_{e_i t} f \|_{L^p} \leq M t$ and sending $t \to 0$, we obtain

$$\left| \int_{\Omega} f \partial_i \varphi \right| \leq M \| \varphi \|_{L^q(\Omega)}. \quad (31)$$

It shows that if we define the linear map $T : \mathcal{D}_K \to \mathbb{R}$ by

$$T \varphi = \int_{\Omega} f \partial_i \varphi, \quad (32)$$

then it is bounded in the $L^q$-norm: $|T \varphi| \leq M \| \varphi \|_{L^q(\Omega)}$. Since $\mathcal{D}_K$ is dense in $L^q(\Omega)$, the map $T$ extends uniquely to a continuous map $T : L^q(\Omega) \to \mathbb{R}$. Moreover, the resulting map is linear, and satisfies the same bound $|T \varphi| \leq M \| \varphi \|_{L^q(\Omega)}$ for $\varphi \in L^q(\Omega)$. In other words, $T$ is in the topological dual of $L^q(\Omega)$, and from the duality between $L^p$ and $L^q$, we conclude that there exists $g \in L^p(\Omega)$ with $\| g \|_{L^p} \leq M$ such that

$$\int_{\Omega} g \varphi = T \varphi = \int_{\Omega} f \partial_i \varphi, \quad \text{for all } \varphi \in \mathcal{D}_K. \quad (33)$$

Hence, $-g$ is the weak derivative of $f$ in the interior of $K$. In order to turn it into a global result, let $K_1 \subset K_2 \subset \ldots \subset \Omega$ be a sequence of compact sets such that $\bigcup_{m} K_m = \Omega$. Let $g_m = \partial_i f$ in the interior of $K_m$, and suppose that we extended $g_m$ by 0 outside $K_m$. Moreover,

---

2 Alternatively, we can use the Hahn-Banach theorem to extend $T$. 

let us work with an arbitrary but fixed representative of \( g_m \in L^p(\Omega) \), for each \( m \). Then by uniqueness of the weak derivative it is clear that \( g_m \) agrees almost everywhere in \( K_m \) with all \( g_k \) with \( k > m \), and hence the pointwise limit \( g = \lim g_m \) exists almost everywhere in \( \Omega \), which of course represents the weak derivative \( \partial_t f \) in \( \Omega \). Finally, since \( \|g_m\|_{L^p} \leq M \) for all \( m \), the monotone convergence theorem guarantees that \( \|g\|_{L^p} \leq M \). \( \square \)

**Remark 14.** This proof would not work for \( p = 1 \), because \( L^1(\Omega) \) is not a dual space.

**Exercise 15.** Show that if \( \|\Delta_h f\|_{L^p} = o(h) \) then \( f \) is a constant function.

**Lemma 12** and **Theorem 13** give the following characterization of \( W^{1,p} \).

**Corollary 16.** For \( 1 < p < \infty \), we have \( f \in W^{1,p}(\Omega) \) if and only if \( \|\Delta_h f\|_{L^p} = O(h) \).

**Remark 17.** If we define the generalized Lipschitz spaces

\[
\text{Lip}(\alpha, L^p(\Omega)) = \{ f \in L^p(\Omega) : \sup_{h \neq 0} |h|^{-\alpha}\|\Delta_h f\|_{L^p} < \infty \},
\]

then the preceding theorem says that in fact \( W^{1,p}(\Omega) = \text{Lip}(1, L^p(\Omega)) \) for \( 1 < p < \infty \). Hence informally speaking, the Sobolev spaces are \( L^p \)-versions of Lipschitz spaces. The spaces \( \text{Lip}(\alpha, L^p(\Omega)) \) with \( 0 < \alpha < 1 \) are examples of Nikolsky spaces, which in some sense fill up the gap between \( L^p \) and \( W^{1,p} \). Nikolsky spaces themselves are special cases of Besov spaces.

5. Interior \( H^k \) Regularity

Now we start tackling the regularity problem for the equation (22) head on. To illustrate the main ideas clearly, we begin with a very simple case. Let \( \Omega \subset \mathbb{R}^n \) be an open set, and recall that the *support* of a function \( u \in L^1_{\text{loc}}(\Omega) \) is defined as

\[
\text{supp } u = \Omega \setminus \bigcup \{ \omega \subset \Omega \text{ open} : u|_\omega = 0 \}.
\]

In particular, \( \text{supp } u \) is a relatively closed set in \( \Omega \), and \( u = 0 \) almost everywhere in \( \Omega \setminus \text{supp } u \). For a compact set \( K \subset \Omega \), let us introduce the space \( H^1_K = \{ u \in H^1(\Omega) : \text{supp } u \subset K \} \). We have \( H^1_K \subset H^1(\Omega) \) because for \( u \in H^1_K \) and for all small \( \varepsilon > 0 \), the mollified function \( u \varepsilon \) will have a compact support in \( \Omega \). Suppose that \( u \in H^1_K \) and \( f \in L^2(\Omega) \) satisfy

\[
\int_\Omega \nabla u \cdot \nabla v = \int_\Omega f v \quad \text{for all } v \in H^1_0(\Omega).
\]

Recall that with \( \tau_h \) defined by \( \tau_h(x) = x + h \), we have \( \Delta_h u = \tau_h^* u - u \), where \( \tau_h^* u = u \circ \tau_h \) is the pull-back of \( u \) by \( \tau_h \). With \( K' \subset \Omega \) a compact set containing \( K \) in its interior, since \( \tau_h^* v \in H^1_0(\Omega) \) for \( v \in H^{k'}_0 \) and for all small \( h \in \mathbb{R}^n \), it is easy to see that

\[
\int_\Omega \nabla \tau_h^* u \cdot \nabla v = \int_\Omega \nabla u \cdot \nabla \tau_h^* v = \int_\Omega f \tau_h^* v \quad \text{for all } v \in H^{k'}_0.
\]

Combining this with (36) gives

\[
\int_\Omega \nabla \Delta_h u \cdot \nabla v = \int_\Omega f \Delta_{-h} v \quad \text{for all } v \in H^{k'}_0.
\]

Then upon applying Lemma 12, we have

\[
\int_\Omega \nabla \Delta_h u \cdot \nabla v \leq \|f\|_{L^2(\Omega)} \|\Delta_{-h} v\|_{L^2(\Omega)} \leq |h| \|f\|_{L^2(\Omega)} \|\nabla v\|_{L^2(\Omega)},
\]

for all small \( h \) and for all \( v \in H^{k'}_0 \). Now we put \( v = \Delta_h u \), which is justified because \( \Delta_h u \in H^1_{K'} \) for small \( h \), and get

\[
\|\nabla \Delta_h u\|_{L^2(\Omega)} \leq |h| \|f\|_{L^2(\Omega)}.
\]
This in particular implies that
\[ \| \Delta_{ij} \partial_j u \|_{L^2(\Omega)} \leq t \| f \|_{L^2(\Omega)}, \]  
for all small \( t > 0 \), which means by Theorem 13 that the weak derivative \( \partial_i \partial_j u \) exists and
\[ \| \partial_i \partial_j u \|_{L^2(\Omega)} \leq \| f \|_{L^2(\Omega)}, \]  
for all \( i, j \). To conclude, if \( u \in H^1_K \) and \( f \in L^2(\Omega) \) satisfy (36), then we have \( u \in H^2(\Omega) \) with \( |u|_{H^2(\Omega)} \leq n \| f \|_{L^2(\Omega)} \). This is not fully satisfactory as it involves the unreasonable assumption \( u \in H^1_K \), but the result can easily be generalized as follows.

**Lemma 18.** Let \( u \in H^1_{\text{loc}}(\Omega) \) and \( f \in L^2_{\text{loc}}(\Omega) \) satisfy
\[ \int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} f v \quad \text{for all } v \in \mathcal{D}(\Omega), \]  
and let \( \eta \in \mathcal{D}(\Omega) \). Then we have
\[ \int_{\Omega} \nabla (\eta u) \cdot \nabla v = \int_{\Omega} (\eta f - 2 \nabla \eta \cdot \nabla u - u \Delta \eta) v \quad \text{for all } v \in H^1_0(\Omega). \]  
Hence the result we have established just before this lemma shows that \( \eta u \in H^2(\Omega) \), and
\[ |\nabla (\eta u)|_{L^2} \leq n \| \eta f \|_{L^2} + 2n \| \nabla \eta \cdot \nabla u \|_{L^2} + n \| u \Delta \eta \|_{L^2}. \]  
In particular, we have \( u \in H^2_{\text{loc}}(\Omega) \).

**Proof.** We have \( \nabla (\eta u) = u \nabla \eta + \eta \nabla u \) in the weak sense because
\[ \int_{\Omega} \eta u \partial_i \varphi = \int_{\Omega} u \partial_i (\eta \varphi) - \int_{\Omega} u \varphi \partial_i \eta, \quad \varphi \in \mathcal{D}(\Omega). \]  
Thus for \( v \in \mathcal{D}(\Omega) \), we can write
\[ \int_{\Omega} \nabla (\eta u) \cdot \nabla v = \int_{\Omega} (u \nabla \eta + \eta \nabla u) \cdot \nabla v = \int_{\Omega} u \nabla \eta \cdot \nabla v + \nabla u \cdot (\nabla (\eta v) - v \nabla \eta) \]
\[ = \int_{\Omega} u \nabla \eta \cdot \nabla v + f \eta v - v \nabla u \cdot \nabla \eta, \]  
where we have used the formula \( \eta \nabla v = \nabla (\eta v) - v \nabla \eta \) in the second equality, and (43) in the last line. The reasoning (46) with \( \eta \) replaced by \( \partial_i \eta \) leads to \( \partial_i (u \partial_i \eta) = u \partial_i^2 \eta + \partial_i \eta \partial_i u \) in the weak sense, which then implies that
\[ \int_{\Omega} u \nabla \eta \cdot \nabla v = - \int_{\Omega} (u \Delta \eta + \nabla \eta \cdot \nabla u) v. \]  
Plugging this into (47) establishes (44) for \( v \in \mathcal{D}(\Omega) \). Since the both sides of (44) are continuous in the \( H^1(\Omega) \) norm as functions of \( v \), it is clear that (44) holds for all \( v \in H^1_0(\Omega) \). [\square]

Now we establish a higher regularity result. It shows that at least in the \( H^k \) scale, the solution is as regular as it is allowed by the right hand side \( f \).

**Theorem 19.** Let \( u \in H^1_{\text{loc}}(\Omega) \) and \( f \in H^k_{\text{loc}}(\Omega) \) satisfy
\[ \int_{\Omega} (\nabla u \cdot \nabla v + t u v) = \int_{\Omega} f v \quad \text{for all } v \in \mathcal{D}(\Omega), \]  
where \( t \in \mathbb{R} \) is a constant. Then \( u \in H^{k+2}(\Omega) \), and we have the recursive estimate
\[ |u|_{H^{k+2}(B)} \leq |f|_{H^k(B')} + c t^{-1} |u|_{H^{k+1}(B')} + c t^{-2} |u|_{H^k(B')}, \]  
where \( B = B_R(x) \) and \( B' = B_{R+1}(x) \) with \( R > 0 \) and \( \overline{B'} \subset \Omega \), and \( c \) is a constant that depends only on \( n \) and \( t \).
Proof. Testing in (49) with $\partial^\alpha v$ instead of $v$, we write
\[
\int_{\Omega} \nabla u \cdot \nabla \partial^\alpha v = \int_{\Omega} (f - tu) \partial^\alpha v \quad \text{for all } v \in \mathcal{D}(\Omega).
\] (51)

If we temporarily assume that $u \in H^{j+1}_\text{loc}(\Omega)$ for some $j \leq k$, then for all multi-indices $\alpha$ with $|\alpha| \leq j$, we have $\partial^\alpha u \in H^1_\text{loc}(\Omega)$, and
\[
\int_{\Omega} f \partial^\alpha v = (-1)^{|\alpha|} \int_{\Omega} (\partial^\alpha f) v, \quad \text{and} \quad \int_{\Omega} \nabla u \cdot \nabla \partial^\alpha v = (-1)^{|\alpha|} \int_{\Omega} \nabla \partial^\alpha u \cdot \nabla v,
\] (52)

hence
\[
\int_{\Omega} \nabla \partial^\alpha u \cdot \nabla v = \int_{\Omega} (\partial^\alpha f - t \partial^\alpha u) v \quad \text{for all } v \in \mathcal{D}(\Omega).
\] (53)

Now Lemma 18 implies that $\partial^\alpha u \in H^2_\text{loc}(\Omega)$, that is, $u \in H^{j+2}_\text{loc}(\Omega)$, and repeated applications of this argument with $j = 0, \ldots, k$ implies $u \in H^{k+2}_\text{loc}(\Omega)$.

For the estimate (50), consider a function $\eta \in \mathcal{D}(B')$ such that $0 \leq \eta \leq 1$ everywhere, $\eta \equiv 1$ in $B$, and $r \|\nabla \eta\|_{L^\infty} + r^2 \|\Delta \eta\|_{L^\infty} \leq C$ for some constant $C$ that does not depend on any of $R$ and $r$. Then an application of (45) finishes the proof. \qed

6. Sobolev’s lemma

In the previous section, we have established an $H^k$ regularity result, i.e., that $f \in H^k_\text{loc}$ implies $u \in H^{k+2}_\text{loc}$, for weak solutions of $-\Delta u + tu = f$. In this section, we would like to investigate what this result implies in terms of the $C^k$ regularity of $u$, i.e., if and when we have embeddings of the sort $H^k_\text{loc}(\Omega) \subset C^m(\Omega)$. We first look at the case $m = 0$ and a special class of domains, called cones.

Lemma 20. Let $\omega$ be an open subset of the unit sphere $S^{n-1}$, and let
\[
Q = Q(\omega, h) = \{\xi t : \xi \in \omega, 0 < t < h\} \subset \mathbb{R}^n,
\] (54)

with some $h > 0$. Suppose that $k > \frac{n}{2}$. Then we have
\[
|u(0)| \leq c\|u\|_{H^k(Q)}, \quad \text{for all } u \in C^\infty(\bar{Q}),
\] (55)

where $c = c(k, n, |\omega|, h)$.

Proof. First, let us derive the Cauchy formula for repeated integration in one dimension. Suppose that $f \in C^\infty(\mathbb{R})$ is a function satisfying $f(h) = f'(h) = \ldots = f^{(k-1)}(h) = 0$. Then by repeated integration by parts, we have
\[
f(0) = -\int_0^h f'(t) \, dt = \int_0^h f''(t) t \, dt = -\frac{1}{2} \int_0^h f'''(t) t^2 \, dt = \ldots = \frac{(-1)^k}{(k-1)!} \int_0^h f^{(k)}(t) t^{k-1} \, dt,
\] (56)

which is the claimed formula.

Now we pick $\phi \in \mathcal{D}(B_h)$ with $\phi(0) = 1$, and set $v = \phi u$. Moreover, fix $\xi \in \omega$ and put $f(t) = v(\xi t)$ for $t \in [0, h]$. We estimate $f^{(k)}(t)$ as
\[
|f^{(k)}(t)| = |[(\xi_1 \partial_1 + \ldots + \xi_n \partial_n)^k v](\xi t)| \leq n^k \max_{|\alpha| = k} |\partial^\alpha v(\xi t)|,
\] (57)

and by the Cauchy formula, we get
\[
|u(0)| = |f(0)| \leq \frac{1}{(k-1)!} \int_0^h |f^{(k)}(t)| t^{k-1} \, dt \leq \int_0^h g_k(\xi t) t^{k-1} \, dt,
\] (58)
where
\[ g_k(x) = \frac{n^k}{(k-1)!} \max_{|\alpha|=k} |\partial^\alpha v(x)|, \quad x \in Q. \]  
(59)

Then integrating over \( \xi \in \omega \) and changing the integration variable from \((\xi, t) \in \omega \times (0, h)\) to \(x = \xi t \in Q\), we infer
\[ |u(0)| \leq \frac{1}{|\omega|} \int_\omega \int_0^h g_k(\xi t)^{k-1} dt \, d^n \xi \leq \frac{1}{|\omega|} \int_Q g_k(x)|x|^{k-n} \, dx \]
(60)
\[ \leq \frac{1}{|\omega|} \|g_k\|_{L^2(Q)} \left( \int_Q |x|^{2(k-n)} \, dx \right)^{\frac{1}{2}}, \]
where the last integral is finite since \(2k > n\). Namely, we have
\[ |u(0)| \leq c|v|_{H^k(Q)} = c|\phi u|_{H^k(Q)}, \]
with \(c = c(k, n, |\omega|, h)\), concluding the proof. \(\Box\)

Now arbitrary \(m\) and a quite general class of domains can be treated with ease.

**Definition 21.** A domain \(\Omega \subset \mathbb{R}^n\) is said to have the cone property if there exists a cone \(Q = Q(\omega, h)\) as in the preceding lemma, such that each \(x \in \Omega\) is a vertex of a cone \(Q_x \subset \Omega\) congruent to \(Q\) (in other words, one can place \(Q\) in \(\Omega\) by moving its vertex to \(x\) and by suitably rotating around \(x\)).

**Theorem 22.** Let \(\Omega \subset \mathbb{R}^n\) be a domain having the cone property, and let \(k > \frac{n}{2} + m\). Then we have
\[ \|u\|_{C^m(\Omega)} \leq c\|u\|_{H^k(\Omega)} \quad \text{for} \ u \in C^m(\Omega) \cap H^k(\Omega), \]
(62)
where \(c = c(k - m, n, |\omega|, h)\). In particular, \(H^k(\Omega) \hookrightarrow C^m_b(\Omega)\), the latter is the space of functions whose derivatives of order up to \(m\) are continuous and bounded in \(\Omega\).

**Proof.** Let \(u \in C^m(\Omega) \cap H^k(\Omega)\). Then for \(x \in \Omega\) and for \(\alpha\) satisfying \(|\alpha| \leq m\), we have
\[ |\partial^\alpha u(x)| \leq c\|\partial^\alpha u\|_{H^{k-m}(Q_x)} \leq c\|\partial^\alpha u\|_{H^{k-m}(\Omega)} \leq c\|u\|_{H^k(\Omega)}, \]
(63)
with \(c = c(k - m, n, |\omega|, h)\), which implies (62).

Now suppose that \(u \in H^k(\Omega)\), and let \(\{u_j\} \subset C^\infty(\Omega) \cap H^k(\Omega)\) be a sequence satisfying \(u_j \to u\) in \(H^k(\Omega)\) as \(j \to \infty\). Then an application of (62) to the difference \(u_j - u_m\) implies that \(\{u_j\}\) is a Cauchy sequence in \(C^m_b(\Omega)\). Hence by the completeness of \(C^m_b(\Omega)\) there is \(w \in C^m_b(\Omega)\) such that \(u_j \to w\) in \(C^m_b(\Omega)\). In particular, we have \(u = w\) almost everywhere. \(\Box\)

**Corollary 23.** If \(f \in H^{k-\frac{1}{2}}_\text{loc}(\Omega)\) with \(k > \frac{n}{2} + m\) and \(k \geq 2\) then any weak solution \(u \in H^1_\text{loc}(\Omega)\) of \(-\Delta u + tu = f\) satisfies \(u \in C^m(\Omega)\). In particular, \(f \in C^\infty(\Omega)\) implies \(u \in C^\infty(\Omega)\).

Note that an element of \(C^m_b(\Omega)\) does not necessarily have a continuous extension to \(\Omega\). As such a property is important in classically satisfying a boundary condition, before closing the section, we present a sufficient condition for the embedding \(H^k(\Omega) \hookrightarrow C^m(\Omega)\) to hold. Here \(C^m(\Omega)\) is the space of \(C^m(\Omega)\) functions whose derivatives of order up to \(m\) have continuous extensions to \(\Omega\).

**Definition 24.** A domain \(\Omega \subset \mathbb{R}^n\) is said to have the strong cone property if there exist a cone \(Q = Q(\omega, h)\) and constants \(\lambda > 0\) and \(\mu \geq 1\), such that each pair \(y, z \in \Omega\) with \(|y - z| < \frac{h}{2\mu}\) is the vertices of the cones \(Q_y \subset \Omega\) and \(Q_z \subset \Omega\) congruent to \(Q\), and
\[ |Q_y \cap Q_z \cap B_r(y) \cap B_r(z)| \geq \lambda|y - z|^n, \]
(64)
where \(r = \mu|y - z|\).
Theorem 25. Let $\Omega \subset \mathbb{R}^n$ be a domain having the strong cone property, and let $k > \frac{n}{2} + m$. Then we have $H^k(\Omega) \hookrightarrow C^m(\Omega)$.

Proof. We will prove the case $m = 0$ only. Without loss of generality, assume that $y = 0$, and that $Q = Q_y$. Let $Q' = Q \cap B_r(y)$, and $Q' = Q \cap B_r(z)$. Then for $u$ smooth and $x \in Q' \cap Q'$, we have

$$|u(0) - u(z)| \leq |u(0) - u(x)| + |u(x) - u(z)|,$$

and integrating this over $Q' \cap Q'$, we get

$$|Q' \cap Q'| |u(0) - u(z)| \leq \int_{Q' \cap Q'} |u(0) - u(x)| \, dx + \int_{Q' \cap Q'} |u(x) - u(z)| \, dx \leq \int_Q |u(0) - u(x)| \, dx + \int_{Q'} |u(x) - u(z)| \, dx.$$  \hspace{1cm} (66)

We pick $\phi \in \mathcal{D}(B_h)$ with $\phi \equiv 1$ in $B_{h/2}$, and set $v = \phi u$. Moreover, put $f(t) = v(\xi t)$ for $\xi \in \omega$ and $t \in [0, h]$. Then the first integral on the right side of (66) may be estimated as

$$\int_{Q'} |u(0) - u(x)| \, dx \leq \int_{Q'} \int_0^r |f'(t)| p^{n-1} \, dt \, d\rho \, d^{n-1} \xi \leq \frac{r^n}{n} \int_0^r |f'(t)| \, dt \, d^{n-1} \xi.$$  \hspace{1cm} (67)

Now from the Cauchy formula

$$|f'(t)| \leq \frac{1}{(k-2)!} \int_t^h |f^{(k)}(s)| (s-t)^{k-1} \, ds \leq \frac{1}{(k-2)!} \int_t^h |f^{(k)}(s)| s^{k-1} \, ds,$$

we infer

$$\int_0^r |f'(t)| \, dt \leq \frac{1}{(k-2)!} \int_0^r |f^{(k)}(t)| t^{k-2} \, dt + \frac{r}{(k-2)!} \int_0^h |f^{(k)}(t)| t^{k-2} \, dt,$$

and plugging this into (67) we get

$$\int_{Q'} |u(0) - u(x)| \, dx \leq c r^n \int_{Q'} g_k(x) |x|^{k-n} \, dx + c r^{n+1} \int_{Q \setminus Q'} g_k(x) |x|^{k-n-1} \, dx,$$  \hspace{1cm} (70)

where $c = (k, n)$ is a constant and $g_k(x) = \max_{|\alpha|=k} |\partial^\alpha v(x)|$ for $x \in Q$. For the first term on the right hand side, we have

$$\int_{Q'} g_k(x) |x|^{k-n} \, dx \leq \|g_k\|_{L^2(Q')} \left( \int_{Q'} |x|^{2(k-n)} \, dx \right)^{\frac{1}{2}} \leq c r^{k-n/2} \|g_k\|_{L^2(Q)},$$  \hspace{1cm} (71)

provided that $k - \frac{n}{2} > 0$, where $c = c(k, n, |\omega|)$ is a constant. For the other term, we have

$$\int_{Q \setminus Q'} g_k(x) |x|^{k-n-1} \, dx \leq \|g_k\|_{L^2(Q)} \left( \int_{Q \setminus Q'} |x|^{2(k-n-1)} \, dx \right)^{\frac{1}{2}} \leq c r^{k-1-n/2} \|g_k\|_{L^2(Q)},$$  \hspace{1cm} (72)

if $k - \frac{n}{2} < 1$, and

$$\int_{Q \setminus Q'} g_k(x) |x|^{k-n-1} \, dx \leq c \log \frac{h}{r} \|g_k\|_{L^2(Q)},$$  \hspace{1cm} (73)

if $k - \frac{n}{2} = 1$, where in both cases $c = c(k, n, |\omega|)$ is a constant.

The second integral on the right hand side of (66) can be estimated in the same way, and we conclude for $y, z \in \Omega$ with $|y - z| < \frac{h}{2n}$, that

$$|u(y) - u(z)| \leq c |y - z|^{\frac{3}{2}} \|u\|_{H^k(\Omega)},$$  \hspace{1cm} (74)
if \( n \) is odd and \( k = \left\lceil \frac{n}{2} \right\rceil + 1 \), and
\[
|u(y) - u(z)| \leq c|y - z| \log \frac{h}{|y - z|} \|u\|_{H^k(\Omega)},
\]
if \( n \) is even and \( k = \frac{n}{2} + 1 \), with \( c = c(n, |\omega|, \lambda) \). In any case, this implies that \( H^k \) functions are uniformly continuous, and hence can be extended continuously to the closure of \( \Omega \). \( \square \)

**Remark 26.** The preceding proof shows that \( H^k(\Omega) \hookrightarrow C^k - \left\lfloor \frac{n}{2} \right\rfloor - 1, \alpha(\Omega) \), for \( \alpha = \frac{1}{2} \) when \( n \) is odd, and for any \( \alpha < 1 \) when \( n \) is even.

### 7. Analyticity

We know from Corollary 23 that if \( f \in C^\infty(\Omega) \) then any weak solution \( u \in H^1_{\text{loc}}(\Omega) \) of \(-\Delta u + tu = f\) satisfies \( u \in C^\infty(\Omega) \). In this section, we want to investigate the question whether or not \( f \in C^\omega(\Omega) \) would imply \( u \in C^\omega(\Omega) \). As before, let \( \Omega \subset \mathbb{R}^n \) be a domain. Recall that a function \( f \in C^\infty(\Omega) \) is called (real) analytic in \( \Omega \), and written \( f \in C^\omega(\Omega) \), if for any \( y \in \Omega \) the Taylor series
\[
f(x) = \sum_{\alpha} \frac{\partial^\alpha f(y)}{\alpha!} (x - y)^\alpha,
\]
converges in an open set containing \( y \). We need some preliminary results to characterize analyticity by local growth estimates on derivatives.

**Lemma 27.** A function \( f \) is real analytic in \( \Omega \) if and only if for any point \( y \in \Omega \) there exist a ball \( B = B_r(y) \) with \( r > 0 \) and \( \overline{B} \subset \Omega \), and constants \( \delta > 0 \) and \( M < \infty \) such that
\[
\|f\|_{C^m(B)} \leq M \frac{m!}{\delta^m} \quad \text{for all } m \in \mathbb{N}.
\]

**Proof.** We prove first the “if” part of the lemma. Let \( y \in \Omega \) be an arbitrary point, and assume that (77) is satisfied for some \( B = B_r(y) \) as hypothesized in the statement of the lemma. Our goal is now by using the estimates (77) to show that the Taylor series (76) converges in a neighbourhood of \( y \). Without loss of generality, let us assume that \( y = 0 \). Given \( z \in B \), consider the function \( g(t) = f(zt) \). Taylor’s theorem tells us
\[
f(z) = g(1) = \sum_{k=0}^{m-1} \frac{g^{(k)}(0)}{k!} + \frac{g^{(m)}(s)}{m!},
\]
where \( 0 \leq s \leq 1 \). Let us compute the derivatives of \( g \). We have
\[
g'(t) = (z_1 \partial_1 + \ldots + z_n \partial_n) f(zt),
g''(t) = (z_1 \partial_1 + \ldots + z_n \partial_n)^2 f(zt),\ldots
\]
\[
g^{(k)}(t) = (z_1 \partial_1 + \ldots + z_n \partial_n)^k f(zt)
= \sum_{\alpha_1 + \ldots + \alpha_n = k} \frac{k!}{\alpha_1! \ldots \alpha_n!} z_1^{\alpha_1} \ldots z_n^{\alpha_n} \partial_1^{\alpha_1} \ldots \partial_n^{\alpha_n} f(zt)
= \sum_{|\alpha| = k} \frac{k!}{\alpha!} z^{\alpha} \partial^\alpha f(zt),
\]
by the multinomial theorem, so
\[
f(z) = \sum_{|\alpha| < m} \frac{\partial^\alpha f(0)}{\alpha!} z^\alpha + \frac{(z_1 \partial_1 + \ldots + z_n \partial_n)^m f(sz)}{m!},
\]
with $0 \leq s \leq 1$. We can estimate the remainder term by

$$|R_m| \leq M\delta^{-m}n^m|z|^m = M\left(\frac{n|z|}{\delta}\right)^m,$$

which tends to 0 if $|z| < \frac{\delta}{n}$. This proves the “if” part of the lemma.

For the other direction, we start by assuming that $f \in C^\omega(\Omega)$. Hence for any given $y \in \Omega$, the Taylor series (76) converges in a neighbourhood of $y$. In particular, this means that for some $\delta = \delta(y) > 0$ possibly depending on $y$, the mentioned series converges for $x$ given by $x = y + (\delta, \delta, \ldots, \delta)$, and since each term of a convergent series must be bounded, there exists a constant $M < \infty$ such that

$$|\partial^\alpha f(y)| \leq M\delta^{-|\alpha|}\alpha! \quad \text{for all } \alpha.$$

This is almost what we want, but we need to remove the possible dependence of $\delta$ on $y$. To address this issue, we consider the power series

$$f(z) = \sum_{\alpha} \frac{\partial^\alpha f(y)}{\alpha!} (z - y)^\alpha,$$

for $z \in \mathbb{C}^n$, which is just (76) extended to the complex domain. Now because of the estimate (82), the complex power series (83) converges (absolutely and uniformly) in an open set containing the closure of the polydisk $D_r(y) = D_r(y_1) \times \ldots \times D_r(y_n) \subset \mathbb{C}^n$ for some $r > 0$, where $D_r(y_k) \subset \mathbb{C}$ is the disk of radius $r$ centred at $y_k$. This means that for each $k \in \{1, \ldots, n\}$ and for each fixed

$$(\zeta_1, \ldots, \zeta_{k-1}, \zeta_{k+1}, \ldots, \zeta_n) \in \overline{D}_r(y_1) \times \ldots \times \overline{D}_r(y_{k-1}) \times \overline{D}_r(y_{k+1}) \times \ldots \times \overline{D}_r(y_n) \subset \mathbb{C}^{n-1},$$

the function $\zeta_k \mapsto f(\zeta)$ is complex analytic in a neighbourhood containing $\overline{D}_r(y_k)$. Let $C_r(y_k)$ be the boundary of $D_r(y_k)$, positively oriented. Then Cauchy’s formula gives

$$f(z) = \frac{1}{2\pi i} \int_{C_r(y_k)} \frac{f(z_1, \ldots, z_{k-1}, \zeta_k, z_{k+1}, \ldots, z_n)}{\zeta_k - z_k} d\zeta_k,$$  (85)

for any $z \in D_r(y_1) \times \ldots \times D_r(y_{k-1}) \times D_r(y_k) \times D_r(y_{k+1}) \times \ldots \times D_r(y_n)$. Hence for any $z \in D_r(y)$, we have

$$f(z) = \frac{1}{2\pi i} \int_{C_r(y_n)} \frac{f(z_1, \ldots, z_{n-1}, \zeta_n)}{\zeta_n - z_n} d\zeta_n,$$  (86)

and by applying the formula (85) recursively, we derive

$$f(z) = \frac{1}{(2\pi i)^n} \int_{C_r(y_n)} \ldots \int_{C_r(y_1)} \frac{f(\zeta)}{\zeta_1 - z_1} \cdots (\zeta_n - z_n) d\zeta_1 \cdots d\zeta_n.$$  (87)

Since $z$ is in the interior of $D_r(y)$, and so the integrand is analytic in an open set containing $\partial D_r(y)$, we can differentiate under the integral sign and get

$$\partial^\alpha f(z) = \frac{1}{(2\pi i)^n} \int_{C_r(y_n)} \ldots \int_{C_r(y_1)} \frac{f(\zeta)}{\zeta - z}^{\alpha + 1} d\zeta_1 \cdots d\zeta_n,$$  (88)

where $\alpha + 1 = (\alpha_1 + 1, \ldots, \alpha_n + 1)$. If $z_k \in D_{r/2}(y_k)$ and $\zeta_k \in C_r(y_k)$, then $|\zeta_k - z_k| \geq r/2$, so we have the estimate

$$|\partial^\alpha f(z)| \leq 2^n\alpha! (2r)^{\alpha n} \|f\|_{L^\infty(D_r(y))},$$  (89)

for $z \in D_{r/2}(y)$. Restricting $z$ to $\mathbb{R}^n$, we get the desired estimate. \hfill $\Box$

The next step is to characterize analyticity by the growth of local Sobolev norms.
Lemma 28. A function \( f \) is real analytic in \( \Omega \) if and only if for any point \( y \in \Omega \) there exist a ball \( B = B_r(y) \) with \( r > 0 \) and \( \bar{B} \subset \Omega \), and constants \( \delta > 0 \) and \( M < \infty \) such that

\[
\|f\|_{H^k(B)} \leq M \frac{k!}{\delta^k} \quad \text{for all } k \in \mathbb{N}.
\]  

(90)

Proof. If \( f \in C^\infty(\Omega) \) then by the previous lemma we have for any point \( y \in \Omega \) there exist a ball \( B = B_r(y) \) with \( r > 0 \) and \( \bar{B} \subset \Omega \), and constants \( \delta > 0 \) and \( M < \infty \) such that

\[
\|f\|_{C^m(B)} \leq M \frac{m!}{\delta^m} \quad \text{for all } m \in \mathbb{N}.
\]  

(91)

Now by using the trivial estimate

\[
\|f\|_{H^m(B)} \leq \|f\|_{C^m(B)} \cdot |B|^\frac{1}{2},
\]  

(92)

we get the “only if” part of the lemma.

To prove the other direction, suppose that we have (90). The ball \( B \) clearly satisfies the cone property, and the parameters \( |\omega| \) and \( h \) depend only on the size of the ball \( B \). Hence for any \( m \in \mathbb{N} \), Sobolev’s lemma gives

\[
\|f\|_{C^m(B)} \leq c \|f\|_{H^{m+p}(B)} \leq cM(m + p)!\delta^{-m-p},
\]  

(93)

where \( p = \left[ \frac{n}{2} \right] + 1 \) and \( c \) is a constant that depends only on \( p, n \), and the size of the ball \( B \). For \( m \leq p \) we have

\[
(m + p)! \leq (2p)! \leq 2^p p^{2p},
\]  

(94)

and for \( m > p \) we have

\[
(m + p)! \leq m!(2m)^p \leq p^p e^m m!.
\]  

(95)

which imply that

\[
\|f\|_{C^m(B)} \leq cM\delta^{-p}p^{2p}p^{2pm}!(\delta/e)^{-m},
\]  

(96)

establishing the lemma. \( \square \)

Finally, we present here the analytic regularity theorem.

Theorem 29. Let \( u \in H^k_{loc}(\Omega) \) be a weak solution of \(-\Delta u + tu = f\), where \( t \in \mathbb{R} \) and \( f \in C^\infty(\Omega) \). Then \( u \in C^\omega(\Omega) \).

Proof. By Theorem 19, we have \( u \in C^\infty(\Omega) \), so we only need to derive suitable estimates on the local Sobolev norms. Let \( B = B_R(y) \) and \( B' = B_{R+\rho}(y) \) with \( R > 0 \), \( \rho > 0 \) and \( \bar{B}' \subset \Omega \). Let \( K_\ell = B_{R+\ell\rho}(y) \) for \( \ell = 0, \ldots, k \) with \( r = \rho/k \). Note that \( K_0 = B \) and \( K_k = B' \). Then the estimate (50) from Theorem 19 yields

\[
|u|_{H^{k-\epsilon}(K_\ell)} \leq |f|_{H^{k-\epsilon-2}(K_{\ell+1})} + (cr)^{-1}|u|_{H^{k-\epsilon-1}(K_{\ell+1})} + (cr)^{-2}|u|_{H^{k-\epsilon-2}(K_{\ell+1})},
\]  

(97)

for \( \ell = 0, \ldots, k-1 \), where \( c \) is a constant that depends only on \( n \) and \( t \). We infer

\[
|u|_{H^k(B)} \leq (cr)^{-k}|u|_{H^1(B')} + \sum_{\ell=0}^{k-2} (cr)^{\ell-k+2} |f|_{H^{\ell}(B')}
\]  

(98)

\[
\leq (cr)^{-k}|u|_{H^1(B')} + \sum_{\ell=0}^{k-2} (cr)^{\ell-k+2} M_\ell \frac{\ell!}{\delta^\ell},
\]  

by analyticity of \( f \). Now by noting that \( k^j \leq j!e^k \) for any \( j \in \mathbb{N} \), we have

\[
|u|_{H^k(B)} \leq (c\rho)^{-k}e^k k!|u|_{H^1(B')} + \sum_{\ell=0}^{k-2} (c\rho)^{\ell-k+2} e^{k-\ell}(k-\ell)!M_\ell \frac{\ell!}{\delta^\ell}
\]  

(99)

\[
\leq (c\rho)^{-k}e^k k!|u|_{H^1(B')} + Ck!(\delta')^{-k},
\]  

for some constants \( C \) and \( \delta' > 0 \), which completes the proof. \( \square \)
Exercise 30. (Gevrey regularity) We say that \( f \in C^\infty(\Omega) \) is in the Gevrey class \( G^\alpha(\Omega) \) with \( \alpha \geq 1 \), if for any ball \( B \) with \( B \subset \Omega \), there exist \( \delta > 0 \) and \( M < \infty \) such that
\[
\|f\|_{C^m(B)} \leq M \frac{(m!)^\alpha}{\delta^m} \quad \text{for all } m \in \mathbb{N}.
\] (100)

We have \( G^\alpha(\Omega) \subset G^\beta(\Omega) \) for \( \alpha \leq \beta \), and \( G^1(\Omega) = C^\omega(\Omega) \). Also, it makes sense to define \( C^\infty = C^\omega \). Hence in some sense, the Gevrey classes fill the gap between \( C^\omega \) and \( C^\infty \). Prove that if \( f \in G^\alpha(\Omega) \) for some \( \alpha \geq 1 \) then any weak solution \( u \in H^1_{\text{loc}}(\Omega) \) of \(-\Delta u + tu = f\) satisfies \( u \in G^\alpha(\Omega) \).

8. Regularity up to the boundary

So far we have been concerned with regularity results that are valid in compact subsets of the domain \( \Omega \). One of the most fundamental theorems in this direction is the fact that \( f \in L^2_{\text{loc}}(\Omega) \) implies \( u \in H^2_{\text{loc}}(\Omega) \). Such results are called interior regularity results, and they depend neither on the smoothness of the boundary nor on the boundary condition. In this section, we want to study the \( H^k \) regularity of \( u \) in sets of the form \( \Omega \cap B \) where \( B \) is a ball centred at a point of \( \partial \Omega \). A typical result we would like to have is the implication \( f \in L^2(\Omega \cap B) \Rightarrow u \in H^2(\Omega \cap B) \), although it will turn out that one needs to impose some smoothness conditions on \( \partial \Omega \).

We start with the half-space case. Note that the Dirichlet and Neumann boundary conditions are treated simultaneously.

Lemma 31. Let \( \mathbb{R}^n_+ = \{ x \in \mathbb{R}^n : x_n > 0 \} \), and let \( V \) be either \( H^1_0(\mathbb{R}^n_+) \) or \( H^1(\mathbb{R}^n_+) \). Suppose that \( u \in V \) and \( f \in L^2(\mathbb{R}^n_+) \) satisfy
\[
\int_{\mathbb{R}^n_+} \nabla u \cdot \nabla v = \int_{\mathbb{R}^n_+} fv \quad \text{for all } v \in V.
\] (101)

Then we have \( u \in H^2(\mathbb{R}^n_+) \) and \( \|u\|_{H^2(\mathbb{R}^n_+)} \leq 2n\|f\|_{L^2(\mathbb{R}^n_+)} \).

Proof. Since \( \tau^*_h v \in V \) for \( v \in V \) and for all \( h \in \mathbb{R}^n \) with \( h_n = 0 \), we have
\[
\int_{\mathbb{R}^n_+} \nabla \tau^*_h u \cdot \nabla v = \int_{\mathbb{R}^n_+} \nabla u \cdot \nabla \tau^*_h v = \int_{\mathbb{R}^n_+} f \tau^*_h v \quad \text{for all } v \in V,
\] (102)

and therefore
\[
\int_{\mathbb{R}^n_+} \nabla \Delta h u \cdot \nabla v = \int_{\mathbb{R}^n_+} f \Delta_{-h} v \quad \text{for all } v \in V.
\] (103)

Then it follows from Lemma 12 that
\[
\left| \int_{\mathbb{R}^n_+} \nabla \Delta h u \cdot \nabla v \right| \leq \|f\|_{L^2(\mathbb{R}^n_+)} \|\Delta_{-h} v\|_{L^2(\mathbb{R}^n_+)} \leq \|h\|_{L^2(\mathbb{R}^n_+)} \|\nabla v\|_{L^2(\mathbb{R}^n_+)} \|
\] (104)

for all \( h \) with \( h_n = 0 \) and for all \( v \in V \). Now we put \( v = \Delta h u \), which is justified because \( \Delta h u \in V \) when \( h_n = 0 \), and get
\[
\|\nabla \Delta h u\|_{L^2(\mathbb{R}^n_+)} \leq \|h\|_{L^2(\mathbb{R}^n_+)} \|f\|_{L^2(\mathbb{R}^n_+)} \|
\] (105)

This in particular implies that
\[
\|\Delta_{-h} \partial_i \partial_j u\|_{L^2(\mathbb{R}^n_+)} \leq \|f\|_{L^2(\mathbb{R}^n_+)} \|
\] (106)

for \( t > 0, i = 1, \ldots, n - 1 \), and \( j = 1, \ldots, n \), which means by Theorem 13 that the weak derivative \( \partial_i \partial_j u \) exists and
\[
\|\partial_i \partial_j u\|_{L^2(\mathbb{R}^n_+)} \leq \|f\|_{L^2(\mathbb{R}^n_+)} \|
\] (107)

for \( i = 1, \ldots, n - 1 \), and \( j = 1, \ldots, n \).
In order to make the conclusion $u \in H^2(\mathbb{R}^+_n)$, the only missing ingredient at this point is to show that $\partial^2_n u \in L^2(\mathbb{R}^+_n)$. Arguing formally, the equation $-\Delta u = f$ implies $-\partial^2_n u = f + \sum_{i=1}^{n-1} \partial^2_i u$, so if all $\partial^2_i u$ for $i = 1, \ldots, n-1$ are in $L^2$, then $\partial^2_n u$ ought to be in $L^2$. We can make sense of this formal argument as follows. The equation (101) implies

$$
\int_{\mathbb{R}^+_n} \partial_n u \cdot \partial_n v = \int_{\mathbb{R}^+_n} f v - \sum_{i=1}^{n-1} \int_{\mathbb{R}^+_n} \partial_i u \cdot \partial_i v \quad \text{for all } v \in \mathcal{D}(\mathbb{R}^+_n).
$$

Then since $\partial_i u \in H^1(\mathbb{R}^+_n)$, by definition of the weak derivative we have

$$
\int_{\mathbb{R}^+_n} \partial_i u \cdot \partial_i v = -\int_{\mathbb{R}^+_n} \partial^2_i u \cdot v,
$$

and therefore

$$
\int_{\mathbb{R}^+_n} \partial_n u \cdot \partial_n v = \int_{\mathbb{R}^+_n} (f + \sum_{i=1}^{n-1} \partial^2_i u) v \quad \text{for all } v \in \mathcal{D}(\mathbb{R}^+_n).
$$

By definition, this means that $\partial^2_n u$ exists in the weak sense and equal to the expression in the brackets (up to a sign). Since the expression in the brackets is in $L^2(\mathbb{R}^+_n)$, we conclude that $\partial^2_n u \in L^2(\mathbb{R}^+_n)$, and thus $u \in H^2(\mathbb{R}^+_n)$.

\textbf{Remark 32.} We observe that the translation invariance of the space $V$ (which is $H^1_0$ or $H^1$) along the boundary $\partial \mathbb{R}^+_n$ was important in making the finite difference argument work.

Next, we would like to extend the result to domains with curved boundaries. To this end, we consider a domain whose boundary is given by the graph of a function.

\textbf{Theorem 33.} Let $\phi \in C^2(\mathbb{R}^{n-1})$, and let $\Omega = \{x \in \mathbb{R}^n : x_n > \phi(x_1, \ldots, x_{n-1})\}$. Let $V$ be either $H^1_0(\Omega)$ or $H^1(\Omega)$. Suppose that $u \in V$ and $f \in L^2(\Omega)$ satisfy

$$
\int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} f v \quad \text{for all } v \in V.
$$

Then we have $u \in H^2(\Omega)$.

\textbf{Proof.} Under the coordinate transformation

$$
\begin{cases}
  y_i = x_i, & i = 1, \ldots, n-1, \\
  y_n = x_n - \phi(x_1, \ldots, x_{n-1}),
\end{cases}
$$

our domain becomes the upper half space $\mathbb{R}^n_+$. However, we cannot apply Lemma 31 directly, because the equation (111) might change under the transform (112). Indeed, the computation

$$
\begin{cases}
  \partial x_i u = \partial y_i u - \partial y_n u \cdot \partial x_i \phi, & i = 1, \ldots, n-1, \\
  \partial x_n u = \partial y_n u,
\end{cases}
$$

shows that the situation is not completely trivial. Let us write it as

$$
\nabla_x u = B \nabla_y u \equiv \begin{pmatrix} I & -\nabla \phi \\ 0 & 1 \end{pmatrix} \nabla_y u,
$$

where $\nabla_x$ and $\nabla_y$ designate gradients with respect to the $x$ and $y$ coordinates, respectively, and $\nabla \phi = (\partial_1 \phi, \ldots, \partial_{n-1} \phi)$. All gradients are understood as column vectors. Note that we have the explicit formula

$$
B^{-1} = \begin{pmatrix} I & \nabla \phi \\ 0 & 1 \end{pmatrix}.
$$
For smooth functions $u$ and $v$, we have
\[ \nabla_x u \cdot \nabla_x v = (\nabla_y u)^T A \nabla_x v \equiv \sum_{i,k} a_{ik} \partial_{y_i} u \cdot \partial_{y_k} v, \]  
(116)
where $a_{ik}$ ($i, k = 1, \ldots, n$) are the elements of the matrix
\[ A = B^T B = \begin{pmatrix} I & -\nabla \phi \\ -(-\nabla \phi)^T & 1 \end{pmatrix}. \]  
(117)
Since the Jacobian determinant of the transformation (112) is 1, we infer
\[ \int_{\Omega} \nabla_x u \cdot \nabla_x v = \int_{\mathbb{R}^n_+} (\nabla_y u)^T A \nabla_y v. \]  
(118)
This in particular implies that
\[ \alpha \int_{\Omega} |\nabla_y u|^2 \leq \int_{\mathbb{R}^n_+} |\nabla_x u|^2 \leq \beta \int_{\Omega} |\nabla y u|^2, \]  
(119)
for some constants $\alpha > 0$ and $\beta < \infty$, because
\[ \xi^T A \xi = |B \xi|^2 \leq \beta |\xi|^2 \quad \text{for} \quad \xi \in \mathbb{R}^n, \]  
(120)
and
\[ |\xi|^2 = |B^{-1} B \xi|^2 \leq \beta' |B \xi|^2 = \beta' \xi^T A \xi, \quad \text{for} \quad \xi \in \mathbb{R}^n, \]  
(121)
where the constants $\beta$ and $\beta'$ depend only on $\|\nabla \phi\|_{L^\infty(\mathbb{R}^{n-1})}$. Hence, a function $u$ is in $H^1(\Omega)$ with respect to the $x$ coordinates if and only if $u$ is in $H^1(\mathbb{R}^n_+)$ with respect to the $y$ coordinates, and an analogous statement holds for the $H_0^1$ spaces. In other words, the pull-back map corresponding to the transformation (112) extends uniquely and continuously to an isomorphism between Sobolev spaces. We are going to reuse the letter $V$ to also denote the same space with $\Omega$ replaced by $\mathbb{R}^n_+$. Then we have
\[ \sum_{i,k} \int_{\mathbb{R}^n_+} a_{ik} \partial_i u \cdot \partial_k v = \int_{\mathbb{R}^n_+} f v \quad \text{for all} \quad v \in V. \]  
(122)
From this point we proceed similarly to the proof of Lemma 31. Let $h \in \mathbb{R}^n$ be an arbitrary vector with $h_n = 0$. Since $\tau^*_h v \in V$ for $v \in V$, we have
\[ \sum_{i,k} \int_{\mathbb{R}^n_+} \tau^*_h (a_{ik} \partial_i u) \partial_k v = \sum_{i,k} \int_{\mathbb{R}^n_+} a_{ik} \partial_i u \cdot \partial_k \tau^*_h v = \int_{\mathbb{R}^n_+} f \tau^*_h v \quad \text{for all} \quad v \in V, \]  
(123)
and therefore
\[ \sum_{i,k} \int_{\mathbb{R}^n_+} \Delta_h (a_{ik} \partial_i u) \partial_k v = \int_{\mathbb{R}^n_+} f \Delta_h v \quad \text{for all} \quad v \in V. \]  
(124)
Now taking into account that
\[ \Delta_h (a_{ik} \partial_i u) = a_{ik} \partial_i \Delta_h u + \Delta_h a_{ik} \cdot \partial_i \tau^*_h u, \]  
(125)
we infer
\[ \sum_{i,k} \int_{\mathbb{R}^n_+} a_{ik} \partial_i \Delta_h u \cdot \partial_k v = \int_{\mathbb{R}^n_+} f \Delta_h v - \sum_{i,k} \int_{\mathbb{R}^n_+} \Delta_h a_{ik} \cdot \partial_i \tau^*_h u \cdot \partial_k v \quad \text{for all} \quad v \in V. \]  
(126)
Then Lemma 12 implies
\[ |\sum_{i,k} \int_{\mathbb{R}^n_+} a_{ik} \partial_i \Delta_h u \cdot \partial_k v| \leq |h| \|f\|_{L^2(\mathbb{R}^n_+)} \|\nabla v\|_{L^2(\mathbb{R}^n_+)} + M|h| \|\nabla u\|_{L^2(\mathbb{R}^n_+)} \|\nabla v\|_{L^2(\mathbb{R}^n_+)}, \]  
(127)
for all \( v \in V \), where \( M \) depends on the Lipschitz norm of \( a_{ik} \). We put \( v = \Delta_h u \), which is justified because \( \Delta_h u \in V \), and get

\[
\alpha \| \nabla \Delta_h u \|_{L^2(\mathbb{R}^n_+)} \leq |h| \| f \|_{L^2(\mathbb{R}^n_+)} + M |h| \| \nabla u \|_{L^2(\mathbb{R}^n_+)},
\]

with \( \alpha > 0 \) a constant. Since \( h \in \mathbb{R}^n \) is an arbitrary vector with \( h_n = 0 \), we conclude by Theorem 13 that the weak derivative \( \partial_i \partial_j u \) exists and

\[
\alpha \| \partial_i \partial_j u \|_{L^2(\mathbb{R}^n_+)} \leq \| f \|_{L^2(\mathbb{R}^n_+)} + M \| \nabla u \|_{L^2(\mathbb{R}^n_+)},
\]

for \( i = 1, \ldots, n-1 \) and \( j = 1, \ldots, n \).

Next, we shall show that \( \partial^2_n u \in L^2(\mathbb{R}^n_+) \). The equation (122) implies

\[
\int_{\mathbb{R}^n_+} a_{nn} \partial_n u \cdot \partial_n v = \int_{\mathbb{R}^n_+} f v - \sum_{i+k<2n} \int_{\mathbb{R}^n_+} a_{ik} \partial_i u \cdot \partial_k v \quad \text{for all } v \in \mathcal{D}(\mathbb{R}^n_+).
\]

Recall that \( a_{nn} = 1 \). Since \( \partial_i \partial_k u \in L^2(\mathbb{R}^n_+) \), we have

\[
\int_{\mathbb{R}^n_+} a_{ik} \partial_i u \cdot \partial_k v = -\int_{\mathbb{R}^n_+} (\partial_k a_{ik} \cdot \partial_i u + a_{ik} \partial_i \partial_k u) v,
\]

and therefore

\[
\int_{\mathbb{R}^n_+} \partial_n u \cdot \partial_n v = \int_{\mathbb{R}^n_+} (f + \sum_{i+k<2n} (\partial_k a_{ik} \cdot \partial_i u + a_{ik} \partial_i \partial_k u)) v \quad \text{for all } v \in \mathcal{D}(\mathbb{R}^n_+).
\]

By definition, this means that \( \partial^2_n u \) exists in the weak sense and equal to the expression in the brackets (up to a sign). Since the expression in the brackets is in \( L^2(\mathbb{R}^n_+) \), we conclude that \( \partial^2_n u \in L^2(\mathbb{R}^n_+) \), and thus \( u \in H^2(\mathbb{R}^n_+) \).

Exercise 34. Complete the proof by showing that \( u \in H^2(\mathbb{R}^n_+) \) in the \( y \)-coordinates implies \( u \in H^2(\Omega) \) in the \( x \)-coordinates.

Exercise 35. Relax the condition \( \phi \in C^2_0(\mathbb{R}^{n-1}) \) in the preceding theorem to \( \phi \in C^{1,1}(\mathbb{R}^{n-1}) \). Recall that the H"older (or Hölder-Lipschitz) space \( C^{k,\beta}(D) \) on a domain \( D \subset \mathbb{R}^d \) is defined as the space of functions \( \phi \in C^k(D) \) for which

\[
\| \phi \|_{C^{k,\beta}(D)} = \sum_{|\beta| \leq k} \sup_{x \in D} |\partial^\beta \phi(x)| + \sum_{|\beta| = k} \sup_{x,y \in D} \frac{|\partial^\beta \phi(x) - \partial^\beta \phi(y)|}{|x-y|^\beta} < \infty.
\]

9. The Newtonian potential

Roughly speaking, what we have learned from the regularity theory so far is that by solving the Poisson equation \( \Delta u = f \), we gain exactly 2 orders of regularity in the \( H^k \) scale: \( f \in H^k \) implies \( u \in H^{k+2} \). A primitive form of such a phenomenon is the following fact for ordinary differential equations: If \( y \) solves \( y'' = f \) and \( f \in C^k \) then \( y \in C^{k+2} \). Now if we want to obtain a regularity result for the Poisson equation in the \( C^k \) scale, as we already saw, one way is to use Sobolev’s lemma to trade Sobolev regularity for classical regularity. Schematically, it would work as follows.

\[
f \in C^k \Rightarrow f \in H^k \Rightarrow u \in H^{k+2} \Rightarrow u \in C^m.
\]

However, this trade is not very efficient, as we need \( k+2 > m + \frac{n}{2} \) in order to have \( H^{k+2} \subset C^m \). For instance, if we want to guarantee \( u \in C^2 \), then we would need \( f \in C^k \) with \( k > \frac{n}{2} \). Already for \( n = 2 \) it means \( k > 1 \), and it gets worse as \( n \) increases. So the route through Sobolev’s lemma in general does not allow any gain of regularity in the \( C^k \) scale, and in fact it even loses regularity in higher dimensions.
In this section, we will study the $C^k$ regularity question by a direct approach that does not rely on the $H^k$ regularity results. As we will see, the answer turns out to be a bit subtle. The subtlety is caused by the fact that in general we do not gain 2 orders of regularity in the $C^k$ scale. It is illustrated by the following example which shows that there is a continuous function $f$ for which the equation $\Delta u = f$ has no $C^2$ solution in any neighbourhood of 0.

**Example 36** (Gilbarg-Trudinger). Let $p(x) = x_1 x_2$, so that we have $\Delta p = 0$ and $\partial_1 \partial_2 p = 1$ in $\mathbb{R}^2$. In addition, let $\eta$ be a smooth nonnegative function such that $\eta \equiv 1$ in $B_1$ and $\text{supp} \eta \subset B_2$, and let $\{c_k\}$ be a sequence satisfying $\sum_k c_k = \infty$ and $c_k \to 0$ as $k \to \infty$. Define

$$u(x) = \sum_{k=0}^{\infty} c_k 2^{-2k} g(2^k x),$$

where $g = \eta p$. It is easy to see that $u \in C^1(\mathbb{R}^2) \cap C^\infty(\mathbb{R}^2 \setminus \{0\})$, but $u$ is not in $C^2(\mathbb{R}^2)$ because

$$\partial_1 \partial_2 u(x) = \sum_{k=0}^{\infty} c_k (\partial_1 \partial_2 g)(2^k x) = \sum_{k=0}^{\infty} c_k,$$

blows up at $x = 0$. Moreover, we have

$$f(x) := \Delta u(x) = \sum_{k=0}^{\infty} c_k (\Delta g)(2^k x) =: \sum_{k=0}^{\infty} f_k(x),$$

for $x \neq 0$. We see that the term $f_k$ is supported in the annulus $\{2^{-k} \leq |x| < 2^{1-k}\}$, and $\|f_k\|_{L^\infty} \to 0$ as $k \to \infty$. Hence $f \in C(\mathbb{R}^2)$. Now assume that $v \in C^2(B_{\varepsilon})$ satisfies $\Delta v = f$ in $B_{\varepsilon}$, for some $\varepsilon > 0$. Then $u - v \in C^2(\{1 \leq |x| \leq 0\})$ is harmonic in $B_{\varepsilon} \setminus \{0\}$. Obviously $u - v$ is bounded in a neighbourhood of 0, which means by the removable singularity theorem that $u = v$ in $B_{\varepsilon}$. However, $u \not\in C^2$, and so no such $v$ exists.

**Exercise 37.** (Yudovich) Show that the function $u \in C^\infty(\mathbb{D} \setminus \{0\})$ given by

$$u(x) = x_1 x_1 \log |x|^{-2},$$

satisfies $u \not\in C^2(\mathbb{D})$ and $\Delta u \in C(\mathbb{D})$.

**Exercise 38.** Let $p(x) = x_1^3 - 3x_1 x_2^2$ in $\mathbb{R}^2$, and let $\eta$ and $\{c_k\}$ be as in Example 36. Let

$$f(x) = \sum_{k=0}^{\infty} c_k 2^{-k} (\Delta g)(2^k x),$$

where $g = \eta p$. Show that $g \in C^1$ but that $\Delta u = f$ does not have a $C^{2,1}$ solution in any neighbourhood of 0.

In retrospect, Example 36 is not so surprising because the condition $\Delta u = f \in C$ means only that a particular combination of the second derivatives of $u$ is continuous, while $u \in C^2$ means that each second derivative of $u$ is continuous. To see that solving a partial differential equation does not always gain regularity, consider the equation $\partial_1^2 u = f$ in $\mathbb{R}^2$. Clearly this equation does not gain any regularity in the $y$-direction, because, intuitively speaking, it does not mix things up in the $y$-direction. That being said, the equations $\Delta u = f$ and $\partial_1^2 u = f$ are completely different in nature (when $n \geq 2$). The equation $\Delta u = f$ does indeed mix things up in all directions, and this is the reason why we have good regularity properties in Sobolev spaces. To contrast, the equation $\partial_1^2 u = f$ in $\mathbb{R}^2$ does not gain regularity in the Sobolev scale (except the obvious smoothing only in the $x$-direction). So one could argue that the real surprise is the Sobolev regularity properties of the Poisson equation. In fact, even in the $C^k$ scale the situation is not so bad. We need to impose on $f$ a condition that is only slightly
stronger than \( f \in C^k \) in order to get \( u \in C^{k+2} \). Moreover, this slight flaw can be “rectified” by working in Hölder spaces: If \( f \in C^{k,\alpha} \) with \( 0 < \alpha < 1 \) then \( u \in C^{k+2,\alpha} \).

Let \( u \in H^1_{\text{loc}}(\Omega) \) be a weak solution of \( \Delta u = f \) in \( \Omega \). Then we observe that if \( v \in H^1_{\text{loc}}(\Omega) \) is another weak solution of \( \Delta v = f \) in \( \Omega \), which we explicitly construct or we know a great deal about, then \( u - v \) is a weak solution of \( \Delta(u - v) = 0 \) in \( \Omega \), hence by Weyl’s lemma \( u - v \in C^\alpha(\Omega) \) and \( u - v \) is harmonic in the classical sense. So the regularity of \( u \) is as good as that of \( v \). A good candidate for \( v \) is the Newtonian potential of \( f \):

\[
v(x) = \int_{\Omega} E(x - y)f(y)\,dy,
\]

where we recall that the fundamental solution \( E \) is given by

\[
E(x) = \begin{cases} \frac{1}{(2-n)|x|^{n-1}}|x|^{2-n} & \text{if } n \neq 2, \\ \frac{1}{2\pi \log|x|} & \text{if } n = 2. \end{cases}
\]

**Remark 39.** If we can show that the function \( v \) satisfies \( v \in C^2(\Omega) \cap C(\bar{\Omega}) \) and \( \Delta v = f \in C(\Omega) \), then it gives a way to solve the Poisson problem

\[
\begin{cases}
\Delta u = f & \text{in } \Omega, \\
u = g & \text{on } \partial \Omega,
\end{cases}
\]

by Perron’s method. The idea is to solve the Dirichlet problem

\[
\begin{cases}
\Delta w = 0 & \text{in } \Omega, \\
w = g - v & \text{on } \partial \Omega,
\end{cases}
\]

first and then put \( u = w + v \).

For convenience, if it is possible, we extend \( f \) continuously to a compactly supported function in \( \mathbb{R}^n \). If it is not possible, we perform such an extension after restricting \( f \) to a ball whose closure is contained in \( \Omega \). Hence in the following, we are going to assume that \( \Omega = \mathbb{R}^n \), and fix some \( f \in C(\mathbb{R}^n) \) with compact support. Note that (139) becomes now

\[
v(x) = \int_{\mathbb{R}^n} E(x - y)f(y)\,dy = (E * f)(x).
\]

We begin by making some simple observations.

**Lemma 40.** We have \( v \in C^1(\mathbb{R}^n) \) and \( \Delta v = f \) in \( \mathbb{R}^n \) in the weak sense.

**Proof.** Since the statements are local, we only consider the restriction of \( v \) to a large ball \( B_r \). So for \( x \in B_r \), we have

\[
v(x) = \int_{\mathbb{R}^n} E(x - y)f(y)\,dy = \int_{\mathbb{R}^n} \tilde{E}(x - y)f(y)\,dy,
\]

where \( \tilde{E}(x) = \rho(x)E(x) \) with \( \rho \in \mathcal{D}(B_{3r}) \) satisfying \( \rho \equiv 1 \) in \( B_{2r} \), and \( 0 \leq \rho \leq 1 \) everywhere. This implies that

\[
\|v\|_{L^\infty(B_r)} \leq \|	ilde{E}\|_{L^1}\|f\|_{L^\infty} \leq c r^2 \|f\|_{L^\infty},
\]

where \( c \) depends only on \( n \). Now let us define \( \tilde{E}_\varepsilon(x) = (1 - \rho(rx/\varepsilon))\tilde{E}(x) \), so that \( \tilde{E}_\varepsilon \equiv 0 \) in \( B_{2\varepsilon} \) and \( \tilde{E}_\varepsilon \equiv \tilde{E} \) in \( \mathbb{R}^n \setminus B_{3\varepsilon} \), and let \( v_\varepsilon = \tilde{E}_\varepsilon * f \). Since \( \tilde{E}_\varepsilon \in \mathcal{D}(\mathbb{R}^n) \), we have \( v_\varepsilon \in \mathcal{D}(\mathbb{R}^n) \). Moreover, \( v_\varepsilon \to v \) uniformly in \( B_r \) because

\[
\|v - v_\varepsilon\|_{L^\infty(B_r)} \leq \|\tilde{E} - \tilde{E}_\varepsilon\|_{L^1}\|f\|_{L^\infty} \leq c \varepsilon^2 \|f\|_{L^\infty},
\]

meaning that \( v \in C(B_r) \). As \( r \) is arbitrary, we get \( v \in C(\mathbb{R}^n) \).
As a preparation to showing that \( v \) is weakly differentiable, for \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) we compute

\[
\int_{\mathbb{R}^n} \hat{E} \partial_i \varphi = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n \setminus B_{\varepsilon}} \hat{E}(x) \partial_i \varphi(x) \, dx \\
= -\lim_{\varepsilon \to 0} \left( \int_{\partial B_{\varepsilon}} E(x) \varphi(x) \frac{x_i}{|x|} \, d^{n-1}x + \int_{\mathbb{R}^n \setminus B_{\varepsilon}} \partial_i \hat{E}(x) \varphi(x) \, dx \right) \\
= -\int_{\mathbb{R}^n} \partial_i \hat{E}(x) \varphi(x) \, dx,
\]

where in the last step we have used the fact that \( \partial_i \hat{E} \in L^1(\mathbb{R}^n) \). Now for \( \varphi \in \mathcal{D}(B_r) \), we have

\[
\int_{B_r} v \partial_i \varphi = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \hat{E}(x-y) f(y) \, dy \right) \partial_i \varphi(x) \, dx \\
= \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \hat{E}(x-y) \partial_i \varphi(x) \, dx \right) f(y) \, dy \\
= -\int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \partial_i \hat{E}(x-y) \varphi(x) \, dx \right) f(y) \, dy \\
= -\int_{B_r} \left( \int_{\mathbb{R}^n} \partial_i \hat{E}(x-y) f(y) \, dy \right) \varphi(x) \, dx,
\]

where the use of the Fubini theorem is easily justified, and we have used the computation (147) in the third step. The expression

\[
w(x) = \int_{\mathbb{R}^n} \partial_i \hat{E}(x-y) f(y) \, dy = \int_{\mathbb{R}^n} \partial_i E(x-y) f(y) \, dy,
\]

defines a function \( w \in L^\infty(B_r) \) because

\[
\|w\|_{L^\infty(B_r)} \leq \|\partial_i \hat{E}\|_{L^1} \|f\|_{L^\infty} \leq c \|f\|_{L^\infty},
\]

where \( c \) depends only on \( n \). Hence it follows from (148) that \( \partial_i v = w \) in \( B_r \) in the weak sense. As \( r \) is arbitrary, the convolution (149) defines a locally bounded function \( w \), and \( \partial_i v = w \) in \( \mathbb{R}^n \). Since \( \partial_i \hat{E} \) is locally integrable, the argument (146) can be adapted to show that \( w \in C(\mathbb{R}^n) \) and therefore that \( v \in C^1(\mathbb{R}^n) \).

It remains to prove that \( \Delta v = f \) in the weak sense. To this end, recall that

\[
\int_{\mathbb{R}^n} E(x-y) \Delta \varphi(x) \, dx = \varphi(y),
\]

for \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) and \( y \in \mathbb{R}^n \). For \( \varphi \in \mathcal{D}(B_r) \) this implies that

\[
-\int_{B_r} \nabla v \cdot \nabla \varphi = \int_{B_r} v \Delta \varphi = \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \hat{E}(x-y) f(y) \, dy \right) \Delta \varphi(x) \, dx \\
= \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \hat{E}(x-y) \Delta \varphi(x) \, dx \right) f(y) \, dy \\
= \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} E(x-y) \Delta \varphi(x) \, dx \right) f(y) \, dy \\
= \int_{B_r} \varphi(y) f(y) \, dy,
\]

and since \( r \) is arbitrary, the proof is complete. \(\square\)

We now start our investigation of the second derivatives of \( v \).
Lemma 41. Let

\[ w_\varepsilon(x) = \int_{\mathbb{R}^n \setminus B_\varepsilon(x)} \partial_i \partial_j E(x - y) f(y) \, dy, \quad x \in \mathbb{R}^n, \quad \varepsilon > 0, \]  

(153)

and suppose that \( w_\varepsilon \to w \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \) as \( \varepsilon \to 0 \). Then we have

\[ \partial_i \partial_j v = \frac{\delta_{ij}}{n} f + w \quad \text{in the weak sense.} \]  

(154)

Proof. Let us do some preparatory computations. For \( \varphi \in \mathcal{D}(\mathbb{R}^n) \) and \( \varepsilon > 0 \), we have

\[ - \int_{\mathbb{R}^n \setminus B_\varepsilon} \partial_i E(x) \partial_j \varphi(x) \, dx = \int_{\partial B_\varepsilon} \partial_i E(x) \varphi(x) \frac{x_j}{|x|} \, d^{n-1}x + \int_{\mathbb{R}^n \setminus B_\varepsilon} \partial_i \partial_j E(x) \varphi(x) \, dx. \]  

(155)

Since \( \partial_i E(x) = x_i / (|S^{n-1}||x|^n) \), the first term on the right hand side is

\[ \int_{\partial B_\varepsilon} \partial_i E(x) \varphi(x) \frac{x_j}{|x|} \, d^{n-1}x = \frac{1}{|S^{n-1}|\varepsilon^{n+1}} \int_{\partial B_\varepsilon} \varphi(x) x_i x_j \, d^{n-1}x. \]  

(156)

We have

\[ \int_{\partial B_\varepsilon} x_i x_j \, d^{n-1}x = 0, \quad \text{for } i \neq j, \]  

(157)

by the mean value property of harmonic functions\(^3\), and

\[ \int_{\partial B_\varepsilon} x_i^2 \, d^{n-1}x = \frac{1}{n} \int_{\partial B_\varepsilon} |x|^2 \, d^{n-1}x = \frac{|S^{n-1}|\varepsilon^{n+1}}{n}. \]  

(158)

Therefore by using \( \varphi(x) - \varphi(0) = O(\varepsilon) \) for \( |x| = \varepsilon \), we get

\[ \int_{\partial B_\varepsilon} \varphi(x) x_i x_j \, d^{n-1}x = \varphi(0) \int_{\partial B_\varepsilon} x_i x_j \, d^{n-1}x + \int_{\partial B_\varepsilon} (\varphi(x) - \varphi(0)) x_i x_j \, d^{n-1}x \]  

\[ = \frac{|S^{n-1}|\varepsilon^{n+1}}{n} \delta_{ij} \varphi(0) + O(\varepsilon^{n+2}), \]  

(159)

leading to the formula

\[ - \int_{\mathbb{R}^n \setminus B_\varepsilon} \partial_i E(x) \partial_j \varphi(x) \, dx = \frac{\delta_{ij}}{n} \varphi(0) + \int_{\mathbb{R}^n \setminus B_\varepsilon} K(x) \varphi(x) \, dx + O(\varepsilon). \]  

(160)

\(^3\)Thanks to Almaz Butaev for this argument
Now we fix a ball $B_r$ with large radius, and let $\hat{E}$ be as in the proof of Lemma 40. Then for $\varphi \in \mathcal{D}(B_r)$ we have
\[
\int_{B_r} v\partial_i \partial_j \varphi = -\int_{B_r} \partial_i v \cdot \partial_j \varphi = -\int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \partial_i \hat{E}(x-y) f(y) \, dy \right) \partial_j \varphi(x) \, dx
\]
\[
= -\int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} \partial_i \hat{E}(x-y) \partial_j \varphi(x) \, dx \right) f(y) \, dy
\]
\[
= -\lim_{\varepsilon \to 0} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n \setminus B_{\varepsilon}(y)} \partial_i E(x-y) \partial_j \varphi(x) \, dx \right) f(y) \, dy
\]
\[
= \int_{\mathbb{R}^n} \frac{\delta_{ij}}{n} \varphi(y) f(y) \, dy + \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n \setminus B_{\varepsilon}(y)} K(x-y) \varphi(x) \, dx \right) f(y) \, dy
\]
\[
= \int_{\mathbb{R}^n} f(y) \varphi(y) \, dy + \lim_{\varepsilon \to 0} \int_{\mathbb{R}^n} w_{\varepsilon}(x) \varphi(x) \, dx
\]
\[
= \int_{\mathbb{R}^n} f(y) \varphi(y) \, dy + \int_{\mathbb{R}^n} w(x) \varphi(x) \, dx,
\]
where we have used (160) in the fourth step. The lemma has been proven. \(\square\)

We see that an important role is played by the kernel $K \in C^\infty(\mathbb{R}^n \setminus \{0\})$ given by
\[
K(x) = \partial_i \partial_j E(x) = \frac{\delta_{ij} |x|^2 - nx_i x_j}{|x|^{n+2}}. \quad (162)
\]

The following properties will be useful.

i) Bounds: $|K(x)| \leq c|x|^{-n}$ and $|\nabla K(x)| \leq c|x|^{-n-1}$.

ii) Cancellation property: $\int_{B_R \setminus B_r} K = 0$ for any $0 < r < R < \infty$.

Proving the bounds is straightforward, and the cancellation property may be shown by applying the mean value property to the function $\delta_{ij} |x|^2 - nx_i x_j$.

We want to get some insight on when the function $w$ from the preceding lemma is well-defined. By a change of variables, we have
\[
w_{\varepsilon}(x) = \int_{\mathbb{R}^n \setminus B_{\varepsilon}(x)} K(x-y) f(y) \, dy = \int_{\mathbb{R}^n \setminus B_{\varepsilon}} K(z) f(x-z) \, dz. \quad (163)
\]

As before, we confine $x$ to a large fixed ball $B_r$. If $R > 0$ is sufficiently large, it holds that
\[
\int_{\mathbb{R}^n \setminus B_{\varepsilon}} K(z) f(x-z) \, dz = \int_{B_R \setminus B_{\varepsilon}} K(z) f(x-z) \, dz,
\]
and then the cancellation property implies that
\[
w_{\varepsilon}(x) = \int_{B_R \setminus B_{\varepsilon}} K(z) f(x-z) \, dz = \int_{B_R \setminus B_{\varepsilon}} K(z) (f(x-z) - f(x)) \, dz. \quad (165)
\]

Introducing the modulus of continuity
\[
\omega(f, t) = \sup_{|h| \leq t} \|\Delta_h f\|_{L^\infty(\mathbb{R}^n)} = \sup_{|x-y| \leq t} |f(x) - f(y)|, \quad (t > 0), \quad (166)
\]
we get a control on $|w_{\varepsilon}(x)|$ as
\[
|w_{\varepsilon}(x)| \leq \int_{B_R \setminus B_{\varepsilon}} |K(z)| \omega(|z|) \, dz \leq c \int_{\varepsilon}^R t^{-n} \omega(f, t) t^{n-1} \, dt = c \int_{\varepsilon}^R \frac{\omega(f, t)}{t} \, dt. \quad (167)
\]
So if
\[ \int_0^1 \frac{\omega(f,t)}{t} \, dt < \infty. \tag{168} \]
then the pointwise limit \( w(x) = \lim_{\varepsilon \to 0} w_\varepsilon(x) \) exists, and in addition, \( \|w_\varepsilon\|_{L^\infty(B_r)} \leq c \) with a constant \( c = c(r) \) independent of \( \varepsilon > 0 \). Hence \( w_\varepsilon \to w \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \) as \( \varepsilon \to 0 \). The condition \eqref{168} is called the Dini condition, and functions satisfying it are called Dini continuous. An example of Dini continuity is Hölder continuity, where we have \( \|w_\varepsilon\|_{L^\infty(B_r)} \leq c \) with \( c = c(r) \) independent of \( \varepsilon > 0 \).

Now that we have a function \( w \in L^1_{\text{loc}}(\mathbb{R}^n) \) satisfying \( \partial_i \partial_j v = \delta_{ij} n^{-1} f + w \), in order to get \( v \in C^2 \) we need to show that \( w \) is continuous.

**Theorem 42.** Let \( f \) be Dini continuous and compactly supported in \( \mathbb{R}^n \). Then \( w \in C(\mathbb{R}^n) \).

**Proof.** Let \( x, x' \in \mathbb{R}^n \) with \( \delta = |x - x'| > 0 \) small. Then we have
\[
|w(x) - w(x')| \leq \left| \int_{|z| < 3\delta} K(z) f(x - z) \, dz \right| + \left| \int_{|z| > 3\delta} K(z) f(x' - z) \, dz \right|
+ \left| \int_{|z| > 3\delta} K(z) (f(x - z) - f(x' - z)) \, dz \right|,
\]
and the first two terms on the right hand side are bounded by a constant multiple of
\[
\int_0^{3\delta} \frac{\omega(f,t)}{t} \, dt, \tag{170}
\]
which goes to 0 as \( \delta \to 0 \). It remains to bound the second term, which we denote by \( I \) henceforth:
\[
I = \int_{|z| > 3\delta} K(z) (f(x - z) - f(x' - z)) \, dz. \tag{171}
\]
By making use of the cancellation property of \( K \), we derive
\[
\int_{|z| > 3\delta} K(z) f(x - z) \, dz = \int_{|z| > 3\delta} K(z) (f(x - z) - f(x)) \, dz
= \int_{\mathbb{R}^n} K_\delta(x - y) (f(y) - f(x)) \, dy, \tag{172}
\]
where \( K_\delta(z) = K(z) \) for \( |z| > 3\delta \) and \( K_\delta(z) = 0 \) otherwise. The same argument gives
\[
\int_{|z| > 3\delta} K(z) f(x' - z) \, dz = \int_{|z| > 3\delta} K(z) (f(x' - z) - f(x)) \, dz
= \int_{\mathbb{R}^n} K_\delta(x' - y) (f(y) - f(x)) \, dy, \tag{173}
\]
and hence, with \( R > 0 \) is large enough so that \( \text{supp} f \subset B_R \),
\[
I = \int_{\mathbb{R}^n} (K_\delta(x - y) - K_\delta(x' - y)) (f(y) - f(x)) \, dy
= \int_{B_R} (K_\delta(x - y) - K_\delta(x' - y)) (f(y) - f(x)) \, dy. \tag{174}
\]
Observe that \( K_\delta(x - y) = 0 \) and \( K_\delta(x' - y) = 0 \) when \( y \in B_{2\delta}(x) \), and that \( K_\delta(x - y) = K(x - y) \) and \( K_\delta(x' - y) = K(x' - y) \) when \( y \notin B_{2\delta}(x) \). So for \( y \in B_{3\delta}(x) \), we use the bound
\[
|K_\delta(x - y) - K_\delta(x' - y)| \leq |K_\delta(x - y)| + |K_\delta(x' - y)| \leq c\delta^{-n}, \tag{175}
\]
and for \( y \not\in B_{4\delta}(x) \), we use
\[
|K_\delta(x - y) - K_\delta(x' - y)| = |K(x - y) - K(x' - y)| \leq \max_{\xi \in [x,x']} |\nabla K(\xi - y)| \cdot |x - x'|
\]
\[
\leq c\delta \max_{\xi \in [x,x']} |\xi - y|^{-n-1} \leq c\delta|x - y|^{-n-1},
\]  
(176)
because \( |x - y| \leq \frac{1}{3}|\xi - y| \) for \( \xi \in [x,x'] \) and \( y \not\in B_{4\delta}(x) \). Note that we are using the letter \( c \) to denote different constants at its different occurrences. The bounds we have yield
\[
|I| \leq c\delta^{-n} \int_{|x-y|<\delta} \omega(f,|x-y|)\,dy + c\delta \int_{\delta<|x-y|<\rho} \omega(f,|x-y|)\,dy
\]
\[
\leq c\delta^{-n} \int_0^{4\delta} t^{n-1} \omega(f,t)\,dt + c\delta \int_{4\delta}^{\rho} \frac{\omega(f,t)}{t^2} \,dt
\]
\[
\leq c \int_0^{4\delta} \frac{\omega(f,t)}{t} \,dt + c\delta \int_{\delta}^{\rho} \frac{\omega(f,t)}{t^2} \,dt.
\]  
(177)
It is clear that the first term on the right hand side goes to 0 as \( \delta \to 0 \). To see that the second term vanishes as \( \delta \to 0 \), write
\[
\delta \int_\delta^{\rho} \frac{\omega(f,t)}{t^2} \,dt \leq \delta \int_\delta^{\rho} \frac{\omega(f,t)}{t^2} \,dt + \delta \int_\rho^{\rho} \frac{\omega(f,t)}{t^2} \,dt \leq \int_\rho^{\rho} \frac{\omega(f,t)}{t} \,dt + \delta \int_\rho^{\rho} \frac{\omega(f,t)}{t} \,dt,
\]
(178)
which is valid for any \( \delta < \rho < R \). For any given \( \varepsilon > 0 \), we choose \( \rho > 0 \) so small that the first term on the right hand side is smaller than \( \varepsilon \). Then we choose \( \delta > 0 \) so small that the second term is smaller than \( \varepsilon \). The proof is established. \( \square \)

**Corollary 43.** Let \( \Omega \subset \mathbb{R}^n \) be an open set, and let \( u \in H^1_{\text{loc}}(\Omega) \) be a weak solution of \( \Delta u = f \), where \( f \) is Dini continuous in \( \Omega \). Then \( u \in C^2(\Omega) \).

**Proof.** Let \( B \) be a (nontrivial) ball whose closure is contained in \( \Omega \), and let \( \phi \in \mathcal{D}(\Omega) \) be such that \( \phi \equiv 1 \) in \( B \). Then \( \phi f \) is a compactly supported Dini function because
\[
\omega(\phi f,t) \leq ||\phi||_{L^\infty(\mathbb{R}^n)} \omega(f,t) + ||f||_{L^\infty(\text{supp}\phi)} \omega(\phi,t).
\]  
(179)
Hence the Newtonian potential \( v = E*(\phi f) \) satisfies \( v \in C^2(\mathbb{R}^n) \) and \( \Delta v = \phi f \) in \( \mathbb{R}^n \). In particular, \( \Delta v = f \) in \( B \), which means that \( u - v \) is a weak solution to \( \Delta(u - v) = 0 \) in \( B \), and so \( u - v \) is analytic in \( B \). This shows that \( u|_B \in C^2(B) \). As \( B \) is arbitrary, we conclude that \( u \in C^2(\Omega) \). \( \square \)