
CRITICAL POINTS

TSOGTGEREL GANTUMUR

Abstract. Let u be a continuously differentiable function. Then we know from the level
surface theorem that near any point x with ∇u(x) 6= 0, the level sets of u are smooth surfaces.
Hence in a certain sense, “interesting things” happen only at or near the critical points, that
is, the points x∗ such that ∇u(x∗) = 0. In fact, in most situations, understanding a function
can be identified with locating its critical points and studying its behaviour near the critical
points. Critical points also arise in optimization problems, where one is tasked to investigate
maximum and minimum values of a function.
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1. Univariate functions

In this section, we collect here some results on critical points of univariate functions, that
have generalization to higher dimensions. Note that there are many results special to 1
dimension, such as Rolle’s theorem, which we omit.

The following fundamental theorem was established by Weierstrass in 1861.

Theorem 1.1 (Extreme value). Let f : [a, b] → R be a continuous function. Then there
exists c ∈ [a, b] such that f(x) ≤ f(c) for all x ∈ [a, b].

The point c with the property given by the preceding theorem is called a maximizer of f
over [a, b], and the value f(c) is called a maximum value, or simply a maximum.

Example 1.2. It is important that we have an interval of the form [a, b] in Theorem 1.1. For
example, the function f(x) = x does not have any maximizers in the interval [0, 1). Moreover,
a discontinuous function may not have maximizers even over an interval of the form [a, b]. An
example would be

f(x) =

{
x, for 0 ≤ x < 1,

0, for x = 1,

over the interval [0, 1].

The following result is called the first derivative test, or Fermat’s theorem.

Date: 2019/10/19.

1



2 TSOGTGEREL GANTUMUR

Theorem 1.3. Let f : (a, b)→ R be a function, and let c ∈ (a, b) be a maximizer of f , in the
sense that f(x) ≤ f(c) for all x ∈ (a, b). Suppose that f is differentiable at c. Then f ′(c) = 0.

Remark 1.4. At least in principle, the first derivative test gives a way to find the maximizers
and minimizers of a differentiable function. Namely, let a continuous function f : [a, b]→ R be
given. Then the extreme value theorem (Theorem 1.1) guarantees the existence of a maximizer
ξ ∈ [a, b]. If ξ ∈ (a, b) and if f is differentiable in (a, b), then f ′(ξ) = 0. In other words, all
maximizers located in the interior (a, b) can be found by comparing the values f(c) at the
critical points, which are by definition the solutions c ∈ (a, b) of the equation f ′(c) = 0.

Example 1.5. Consider f(x) = (x − 1)2 in the interval [0, 3]. By the Weierstrass theorem,
there exists a maximizer (and a minimizer) of f in [0, 3]. By the first derivative test, any
interior maximizer (and minimizer) must satisfy f ′(x) = 2(x − 1) = 0, that is, x = 1. Now
we simply list the values of f at x = 1 and at the boundary points of [0, 3], as

f(0) = 1, f(1) = 0, f(3) = 4,

from which it is clear that the maximum of f over [0, 3] occurs at the boundary point x = 3,
and the minimum of f over [0, 3] occurs at the interior critical point x = 1.

If f : (a, b)→ R is a function differentiable in (a, b), then the derivative g = f ′ is a function
g : (a, b) → R. Hence it makes sense to talk about differentiability of f ′, which leads to the
notion of higher order derivatives.

Definition 1.6. We say that f : (a, b)→ R is twice differentiable at x ∈ (a, b), if there exists
ε > 0 such that f is differentiable in (x− ε, x+ ε), and if f ′ is differentiable at x. We call

f ′′(x) ≡ d2f

dx2
(x) = g′(x), (1)

the second order derivative of f at x.

Example 1.7. For f(x) = x3, we have f ′(x) = 3x2 and f ′′(x) = 6x. Hence f is twice
differentiable at each x ∈ R, i.e., it is twice differentiable in R.

Differentiable functions are well approximated locally by linear functions. Intuitively speak-
ing, twice differentiable functions should be close to quadratic functions.

Theorem 1.8. a) If f : (a, b)→ R is twice differentiable at c ∈ (a, b), then there is a function
ψ : (a, b)→ R that is continuous at c with ψ(c) = 0, such that

f(x) = f(c) + f ′(c)(x− c) +
f ′′(c)

2
(x− c)2 + ψ(x)(x− c)2, x ∈ (a, b). (2)

b) If f : (a, b) → R is twice differentiable in (a, b), and y, c ∈ (a, b), then there exists ξ ∈
(y, c) ∪ (c, y), such that

f(x) = f(c) + f ′(c)(x− c) +
f ′′(ξ)

2
(x− c)2. (3)

Example 1.9. The quadratic approximation of f(x) = ex based at x = 0 is

ex ≈ 1 + x+
x2

2
. (4)

The following result is known as the second derivative test.

Theorem 1.10. Let f : (a, b) → R be a function, and suppose that f is twice differentiable
at c ∈ (a, b). Then the following are true.

a) If c is a maximizer of f over the interval (a, b), in the sense that f(x) ≤ f(c) for all
x ∈ (a, b), then f ′(c) = 0 and f ′′(c) ≤ 0.
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b) If f ′(c) = 0 and f ′′(c) < 0, then there exists ε > 0 such that f(c) > f(x) for all x ∈
(c− ε, c+ ε).

If there exists ε > 0 such that c is a maximizer of f over (c − ε, c + ε), then c is called a
local maximizer of f . Moreover, if f(c) > f(x) for all x ∈ (c− ε, c+ ε) then c is called a strict
maximizer of f over (c − ε, c + ε). Thus, in b) of the preceding theorem, we may say that c
is a local strict maximizer of f .

Example 1.11. The function f(x) = cosx has local strict maximizers at x = 2πn, n ∈ Z,
and local strict minimizers at x = π + 2πn, n ∈ Z.

2. The gradient test

Let K ⊂ Rn, and let u : K → R. We say that u has a (global) maximum at y ∈ K if
u(x) ≤ u(y) for all x ∈ K. In this situation, the point y is called a maximizer of u, while the
value u(y) is called a maximum value, or simply a maximum.

Moreover, we say that u has a local maximum at y ∈ K if there exists δ > 0 such that
u(x) ≤ u(y) for all x ∈ Qδ(y) ∩K. Following the preceding pattern, the point y is called a
local maximizer of u, while the value u(y) is called a local maximum value, or simply a local
maximum. All these notions have their equivalents with regard to minimums.

The following result is called the gradient test, or Fermat’s theorem.

Theorem 2.1. Let U ⊂ Rn be open, and let u : U → R be differentiable. If u has a local
maximum at y ∈ U , then we have

∇u(y) = 0. (5)

Proof. We will show that DV u(y) = 0 for any direction V ∈ Rn, and since V is arbitrary, it
would imply that ∇u(y) = 0.

Let V ∈ Rn, and let γ : (−ε, ε) → Rn be a differentiable curve satisfying γ(0) = y and
γ′(0) = V . Put g(t) = u(γ(t)), and note that g′(0) = DV u(y). Anticipating a contradiction,
suppose that g′(0) > 0. By definition, we have g(t) = g(0) +h(t)t with h(t)→ g′(0) as t→ 0.
Hence by continuity, there exists t > 0 arbitrarily small, such that h(t) > 1

2g
′(0) > 0. This

gives g(t) > g(0)+ 1
2g
′(0)t, meaning that g(0) cannot be a local maximum. The case g′(0) < 0

can be treated similarly, by considering values g(t) with small t < 0. �

Definition 2.2. With u as in the preceding theorem, if ∇u(x) = 0, then x is called a critical
point of u, and the value u(x) ∈ R is called a critical value of u.

Example 2.3. Let f(x, y) = 5x − 7y + 4xy − 7x2 + 4y2 be a function defined in the unit
square 0 ≤ x ≤ 1, 0 ≤ y ≤ 1. Let us try to find the maximum and minimum values of f and
where they occur.

Suppose that there exist a maximizer and a minimizer in the (closed) square

Q̄ = {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ 1}. (6)

This supposition will be justified in the next section. If there is a maximizer (or a minimizer)
in the interior

Q = {(x, y) : 0 < x < 1, 0 < y < 1},
then by Theorem 2.1, it must be a critical point. From the equations

∂

∂x
f(x, y) = 5 + 4y − 14x = 0,

∂

∂y
f(x, y) = −7 + 4x+ 8y = 0,

(7)
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it follows that (x∗, y∗) = (1732 ,
39
64) is the only critical point of f in Q. For later reference, let

us compute

f(x∗, y∗) = f(1732 ,
39
64) = −103

128 . (8)

Let us also compute the values of f at the four corners of the square Q̄:

f(0, 0) = 0, f(0, 1) = −3, f(1, 0) = −2, f(1, 1) = −1. (9)

It remains to check the four sides of Q̄. At the bottom edge `1 = {0 < x < 1, y = 0}, the
values of f are recorded in the single variable function

g1(x) = f(x, 0) = 5x− 7x2. (10)

It is easy to find the critical point x∗1 = 5
14 , which gives

f(x∗1, 0) = g1(x
∗
1) = 25

28 . (11)

At the top edge `2 = {0 < x < 1, y = 1}, we have

g2(x) = f(x, 1) = 5x− 7 + 4x− 7x2 + 4 = −7x2 + 9x− 3, (12)

whose critical point is x∗2 = 9
14 , with the corresponding value

f(x∗2, 1) = g2(x
∗
2) = − 3

28 . (13)

As for the left edge `3 = {x = 0, 0 < y < 1}, we have

g3(y) = f(0, y) = −7y + 4y2. (14)

The critical point is y∗3 = 7
8 , and the function value is

f(0, y∗3) = g3(y
∗
3) = −49

16 . (15)

Finally, at the right edge `4 = {x = 1, 0 < y < 1}, the values of f are

g4(y) = f(1, y) = 5− 7y + 4y − 7 + 4y2 = 4y2 − 3y − 2. (16)

The only critical point of g4 is y∗4 = 3
8 , with the value

f(1, y∗4) = g4(y
∗
4) = −41

16 . (17)

Now, by comparing the values (8), (9), (11), (13), (15), and (17), we conclude that

• If f has a maximum over Q̄, then the maximum value of f over Q̄ is 25
28 , which occurs

at (x∗1, 0) = ( 5
14 , 0).

• If f has a minimum over Q̄, then the minimum value of f over Q̄ is −49
16 , which occurs

at (0, y∗3) = (0, 78).

Example 2.4. Let us try to find the maximum and minimum values of the function

f(x, y) = 5x2 − 22xy + 5y2 + 8,

in the disk x2 + y2 ≤ 25.
Suppose that there exist a maximizer and a minimizer in the (closed) disk

D̄ = {(x, y) : x2 + y2 ≤ 25}. (18)

This supposition will be justified in the next section. If there is a maximizer (or a minimizer)
in the interior

D = {(x, y) : x2 + y2 < 25},
then by Theorem 2.1, it must be a critical point. From the equations

∂

∂x
f(x, y) = 10x− 22y = 0,

∂

∂y
f(x, y) = −22x+ 10y = 0, (19)
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(a) The graph and a colour density plot of
the function f(x, y) from Example 2.3 over the
unit square Q̄ = {0 ≤ x ≤ 1, 0 ≤ y ≤ 1}.

(b) The graph and a colour density plot
of the function f(x, y) from Example 2.4
over the disk D̄ = {x2 + y2 ≤ 25}.

Figure 1. Illustrations for Examples 2.3 and 2.4.

it follows that (x∗, y∗) = (0, 0) is the only critical point of f in D. For later reference, let us
compute

f(x∗, y∗) = f(0, 0) = 8. (20)

Now we parameterize the boundary of D̄ as

(x(t), y(t)) = (5 cos t, 5 sin t), t ∈ R. (21)

Note that for any t1 and t2 satisfying t2 = t1+2πn with some integer n, we have x(t1) = x(t2)
and y(t1) = y(t2), meaning that the parameter values t1 and t2 correspond to the same point
on the boundary (circle) of D̄. The values of f along the boundary gives rise to the function

g(t) = f(x(t), y(t)) = 5 · 25 cos2 t− 22 · 25 sin t cos t+ 5 · 25 sin2 t+ 8

= 125− 22 · 25 sin t cos t+ 8 = 133− 275 sin 2t,
(22)

where we have used the identity sin 2t = 2 sin t cos t. From the properties of sine, we infer
that the minimum of g is obtained at 2t = π

2 + 2πn for integer n, and the maximum of g

is obtained at 2t = 3π
2 + 2πn for integer n. In terms of t, the minimum is at t = π

4 + πn,

which means that there are two minimizers corresponding to t1 = π
4 and to t2 = π

4 + π = 5π
4 .

Similarly, the maximum is obtained at t = 3π
4 + πn, giving two maximizers corresponding to

t3 = 3π
4 and to t4 = 3π

4 + π = 7π
4 . The values of f at these points are

g(t1) = g(t2) = 133− 275 = −142, and g(t3) = g(t4) = 133 + 275 = 408. (23)

A comparison of the preceding values with (20) makes it clear that
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• If f has a minimum over D̄, then the minimum value of f over D̄ is −142, which
occurs at (5 cos t1, 5 sin t1) = ( 5√

2
, 5√

2
) and at (5 cos t2, 5 sin t2) = (− 5√

2
,− 5√

2
).

• If f has a maximum over D̄, then the maximum value of f over D̄ is 408, which occurs
at (5 cos t3, 5 sin t3) = (− 5√

2
, 5√

2
) and at (5 cos t4, 5 sin t4) = ( 5√

2
,− 5√

2
).

3. The Weierstrass existence theorem

The “missing link” we needed in Example 2.3 and Example 2.4 is provided by an extension of
the Weierstrass extreme value theorem (Theorem 1.1) to multi-dimensions. Before presenting
the theorem, let us fix some terminology.

Definition 3.1. A set B ⊂ Rn is said to be bounded if B ⊂ QR(0) for some R > 0.

Intuitively speaking, a bounded set is a set that does not contain a “point at infinity.” For
example, the open unit disk D = {(x, y) : x2 + y2 < 1} and the closed unit disk D̄ = {(x, y) :
x2 + y2 < 1} are both bounded. However, the complement Rn \ D is unbounded.

Definition 3.2. A closed set is by definition the complement of an open set, that is, a set of
the form A = Rn \B, where B is open.

Intuitively, a closed set is a set that includes its boundary. Examples of closed sets are
D̄ = {(x, y) : x2 + y2 < 1} and Q̄ = [0, 1]2. Since the empty set is open, Rn is closed. Note
that Rn is also open.

Remark 3.3. Let g1, . . . , gm be continuous functions of n variables. Then the set defined by
g1(x1, . . . , xn) ≤ 0

. . .

gm(x1, . . . , xn) ≤ 0

is closed. On the other hand, the set defined by
g1(x1, . . . , xn) < 0

. . .

gm(x1, . . . , xn) < 0

is open.

Theorem 3.4 (Weierstrass). Let f : K → R be a continuous function, where K ⊂ Rn is a
closed and bounded set. Then there exists c ∈ K such that f(x) ≤ f(c) for all x ∈ K.

Example 3.5. The suppositions we have made in Example 2.3 and Example 2.4 are now
justified, since each of these examples involves a continuous function f over either the closed
unit square Q̄, or the closed unit disk D̄, which are obviously bounded sets.

Example 3.6. Find the coordinates of the point (x, y, z) on the plane z = x + y + 4 which
is closest to the origin.

The square of the distance from a point (x, y, z) on the plane to the origin (0, 0, 0) is

f(x, y) = x2 + y2 + (x+ y + 4)2. (24)

To find the critical points, we set up the equations

∂

∂x
f(x, y) = 2x+ 2(x+ y + 4) = 4x+ 2y + 8 = 0,

∂

∂y
f(x, y) = 2y + 2(x+ y + 4) = 2x+ 4y + 8 = 0,

(25)
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whose only solution is
x = y = −4

3 . (26)

We infer that the only critical point of f(x, y) is (x∗, y∗) = (−4
3 ,−

4
3), and that

f(x∗, y∗) = 16
3 . (27)

The question is: Is this the minimum value of f? To answer this question, we first try to
show that f(x, y) is large when the point (x, y) is far away from the origin. If (x, y) is outside
the open disk DR = {(x, y) : x2 + y2 < R2} of radius R > 0, that is, if x2 + y2 ≥ R2, then we
have

f(x, y) = x2 + y2 + (x+ y + 4)2 ≥ x2 + y2 ≥ R2. (28)

In particular, fixing R = 4, we get

f(x, y) ≥ 16 > 16
3 = f(x∗, y∗) for x2 + y2 ≥ R2, (29)

and since (x∗, y∗) is in the disk DR, we conclude that any possible minimizer must be contained
in the disk DR. Now we apply the Weierstrass existence theorem in the closed disk D̄R =
{(x, y) : x2 +y2 ≤ R2}, to infer that there exists a minimizer of f over the closed disk D̄R. By
(29), a minimizer cannot be on the boundary of D̄R, so it must be in the open disk DR. This
means that any minimizer must be a critical point of f in DR, but we know that there is only
one critical point, implying that there is only one minimizer of f over D̄R, and the minimizer
is the point (x∗, y∗). Note that at this point all we know is that (x∗, y∗) is the minimizer of f
over D̄R. However, invoking (29) once again, we conclude that (x∗, y∗) is indeed the minimizer
of f over R2. Finally, since we were asked to find the coordinates of the point (x, y, z), we
note that the minimizer (x∗, y∗) corresponds to the point

(x, y, z) = (−4
3 ,−

4
3 ,

4
3), (30)

on the plane z = x+ y + 4.

Example 3.7. Find the maximum and minimum values of

f(x, y) =
x+ y

2 + x2 + y2
.

The critical points of f must satisfy

∂

∂x
f(x, y) =

2 + x2 + y2 − (x+ y) · 2x
(2 + x2 + y2)2

=
2− x2 + y2 − 2xy

(2 + x2 + y2)2
= 0,

∂

∂y
f(x, y) =

2 + x2 + y2 − (x+ y) · 2y
(2 + x2 + y2)2

=
2 + x2 − y2 − 2xy

(2 + x2 + y2)2
= 0,

(31)

which imply the equations

2− x2 + y2 − 2xy = 0,

2 + x2 − y2 − 2xy = 0.
(32)

By adding and subtracting one of the equations from the other, we arrive at

xy = 1, x2 − y2 = 0, (33)

whose only solutions are

(x1, y1) = (1, 1), and (x2, y2) = (−1,−1). (34)

For the values of f at the critical points, we have

f(x1, y1) =
1

2
, and f(x2, y2) = −1

2
. (35)

The question is: Are they the maximum and minimum values of f? To answer this question,
we first try to show that f(x, y) is close to 0 when the point (x, y) is far away from the origin.
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Given (x, y), let r =
√
x2 + y2 be the distance from (x, y) to the origin (0, 0). Then we have

|x| ≤ r and |y| ≤ r, and so

|f(x, y)| = |x+ y|
2 + x2 + y2

≤ |x|+ |y|
2 + x2 + y2

≤ 2r

2 + r2
. (36)

Moreover, if (x, y) is outside the open disk DR = {(x, y) : x2 + y2 < R2} of radius R > 0, that
is, if r ≥ R, then we have

|f(x, y)| ≤ 2r

2 + r2
≤ 2r

r2
=

2

r
≤ 2

R
. (37)

In particular, fixing R = 8, we get

|f(x, y)| ≤ 1

4
for x2 + y2 ≥ R2. (38)

Since both points (x1, y2) are (x2, y2) are in the disk DR, we conclude that any possible
maximizers and minimizers must be contained in the disk DR. Now we apply the Weierstrass
existence theorem in the closed disk D̄R = {(x, y) : x2 + y2 ≤ R2}, to infer that there exist a
maximizer and a minimizer of f over the closed disk D̄R. By (38), neither a maximizer nor a
minimizer can be on the boundary of D̄R, so they must be in the open disk DR. This means
that any maximizer must be a critical point of f in DR, and comparing the values (35), we
infer that there is only one maximizer of f over D̄R, and the maximizer is the point (x1, y1).
Similarly, there is only one minimizer of f over D̄R, and the minimizer is the point (x2, y2).
Note that at this point all we know is that (x1, y1) is the maximizer of f over D̄R and that
(x2, y2) is the minimizer of f over D̄R. However, invoking (38) once again, we conclude that
(x1, y1) is indeed the maximizer of f over R2 and that (x2, y2) is indeed the minimizer of f
over R2. The final answer is that the maximum value of f in R2 is 1

2 , and the minimum value

is −1
2 .

(a) The graph of the function
f(x, y) from Example 3.7, over
a square centred at the origin.

y

x

1
R

1
R

R2

R2

QR

(b) Various regions used in Ex-
ample 3.8.

(c) The function f(x, y) from
Example 3.8.

Figure 2. Illustrations for Examples 3.7 and 3.8.

Example 3.8. Find the most economical dimensions of a closed rectangular box of volume
3 cubic units if the cost of the material per square unit for (i) the top and bottom is 2, (ii)
the front and back is 2 and (iii) the other two sides is 8.
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Let us denote the width of the box by x, the height by z, and the depth by y. Then the
combined area of the top and bottom faces is 2xy, the area of the front and back faces is 2xz,
and the area of the other two sides is 2yz. Thus the problem is to find the minimizer of

F (x, y, z) = 4xy + 4xz + 16yz, subject to xyz = 3. (39)

We look for the solution satisfying x > 0, y > 0, and z > 0, because if one of x, y, and z is 0,
the volume of the box cannot be equal to 3. Then by using the volume constraint xyz = 3, we
can express z in terms of x and y, resulting in the reformulation of the problem as minimizing

f(x, y) = 4xy +
12

y
+

48

x
, (40)

over the quadrant H = {(x, y) : x > 0, y > 0}. First, let us find the critical points of f . The
relevant equations are

∂

∂x
f(x, y) = 4y − 48

x2
= 0,

∂

∂y
f(x, y) = 4x− 12

y2
= 0,

(41)

which lead us to x2y = 12 and xy2 = 3. If we divide one equation by the other, we get x = 4y,
and this in turn yields that

(x∗, y∗) = (
3
√

48, 3

√
3
4), (42)

is the only critical point of f over H. Note that the corresponding z-value is z∗ = y∗ = 3
√

48.
(The variables y and z play indistinguishable roles in the original problem, so for quick
calculations, we could have set y = z from the beginning and could have transformed the
whole problem into a single variable minimization problem.)

The question is now if (x∗, y∗) is indeed a minimizer of f over H. Intuitively, from (40) it
is clear that f(x, y) tends to ∞ if x > 0 and y > 0 are small, or if they are large. To make it
precise, given R > 0, let

QR = {(x, y) :
1

R
< x < R2,

1

R
< y < R2}. (43)

We want to show that if the point (x, y) is outside the square QR with R > 0 large, then
f(x, y) is large. Suppose that x ≤ 1

R (Figure 2(b), blue region). Then we have

f(x, y) = 4xy +
12

y
+

48

x
≥ 48

x
≥ 48R. (44)

Similarly, for y ≤ 1
R (Figure 2(b), green region plus part of the blue region), we have

f(x, y) = 4xy +
12

y
+

48

x
≥ 12

y
≥ 12R. (45)

Now suppose that x > 1
R and y ≥ R2 (Figure 2(b), red region). Then we have

f(x, y) = 4xy +
12

y
+

48

x
≥ 4xy ≥ 4 · 1

R
·R2 = 4R. (46)

Finally, for y > 1
R and x ≥ R2 (Figure 2(b), yellow region plus part of the red region), we

have

f(x, y) = 4xy +
12

y
+

48

x
≥ 4xy ≥ 4 ·R2 · 1

R
= 4R, (47)

and a combination of the last four formulas gives

f(x, y) ≥ 4R, for (x, y) 6∈ QR. (48)
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Therefore, by choosing R > 0 sufficiently large, we can ensure that f(x, y) > f(x∗, y∗) for all
(x, y) outside QR, meaning that any minimizer of f over H must be contained in QR. Let
us fix such a value for R. Then as usual, the Weierstrass existence theorem guarantees the
existence of a minimizer of f over the closed set Q̄R, where

Q̄R = {(x, y) :
1

R
≤ x ≤ R2,

1

R
≤ y ≤ R2}. (49)

We have chosen R > 0 so large that f(x, y) > f(x∗, y∗) for all (x, y) outside QR, which rules
out the possibility that a minimizer over Q̄R is on the boundary of Q̄R. Hence all minimizers
are in QR, and at least one such minimizer exists. Since QR is open, all minimizers must
be critical points, but we have only one critical point, thus we infer that (x∗, y∗) is the only
minimizer of f over Q̄R. Finally, recalling that f(x, y) > f(x∗, y∗) for all (x, y) outside QR,
we conclude that (x∗, y∗) is the only minimizer of f over H.

4. Lagrange multipliers on surfaces

If u is defined in some set U , and we are only interested in the restriction of u to a subset
K ⊂ U , then we indicate it by expressions such as local maximum with respect to K, and
local maximum over K.

Theorem 4.1. Let U ⊂ Rn be open, and let M ⊂ U be a hypersurface. Suppose that
u : U → R is differentiable. If u has a local maximum over M at y ∈M , then we have

DV u(y) = 0 for all V ∈ TyM. (50)

Proof. Let V ∈ TyM , and let γ : (−ε, ε)→M be a differentiable curve satisfying γ(0) = y and
γ′(0) = V . Put g(t) = u(γ(t)), and note that g′(0) = DV u(y). Anticipating a contradiction,
suppose that g′(0) > 0. By definition, we have g(t) = g(0) +h(t)t with h(t)→ g′(0) as t→ 0.
Hence by continuity, there exists t > 0 arbitrarily small, such that h(t) > 1

2g
′(0) > 0. This

gives g(t) > g(0)+ 1
2g
′(0)t, meaning that g(0) cannot be a local maximum. The case g′(0) < 0

can be treated similarly, by considering values g(t) with small t < 0. �

Definition 4.2. Let U ⊂ Rn be open, and let M ⊂ U be a hypersurface. Suppose that
u : U → R is differentiable. If DV u(x) = 0 for all V ∈ TxM , then x ∈ M is called a critical
point of u over M , and the value u(x) ∈ R is called a critical value of u over M .

Remark 4.3. Let Ψ : Ω→ M be a local parameterization of M , and let x = Ψ(ξ) for some
ξ ∈ Ω. Since DV u(x) = Du(x)V and the columns of DΨ(ξ) form a basis of TxM , we infer
that x is a critical point of u over M if and only if Du(x)DΨ(ξ) = 0. Furthermore, noting
that Dv(ξ) = Du(x)DΨ(ξ) for v = u ◦Ψ, we conclude that x is a critical point of u over M
if and only if ξ is a critical point of v in Ω.

Definition 4.4. Given a hypersurface M ⊂ Rn and its point p ∈ M , the conormal space of
M at p is defined as

N∗pM = {α ∈ R1×n : αV = 0 for all V ∈ TpM}. (51)

Remark 4.5. Let Ψ : Ω → M be a local parameterization of M , and let p = Ψ(q), q ∈ Ω.
Then α ∈ N∗pM if and only if αDΨ(q) = 0, that is, α ∈ cokerDΨ(q). So we have

N∗pM = cokerDΨ(q). (52)

Now let U ⊂ Rn be open, and suppose that M ∩ U is described by the equation φ(x) = 0,
where φ : U → R is a continuously differentiable function with ∇φ(x) 6= 0 for all x ∈M ∩ U .
We know that TpM = ker∇φ(p). For any β ∈ R1×k, we have β∇φ(p)DΨ(q) = 0, and hence
β∇φ(p) ∈ N∗pM . In other words,

coran∇φ(p) ⊂ N∗pM. (53)
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By assumption, ∇φ(p) 6= 0, and so the row rank must be 1, that is, dim(coran∇φ(p)) = 1.
On the other hand, the column rank of DΨ(q) is m = n− 1, and so dim(coranDΨ(q)) = m.
Invoking the rank-nullity theorem, the dimension of cokerDΨ(q) is n−m = 1. Since we have
the inclusion coran∇φ(p) ⊂ cokerDΨ(q) with dimensions agreeing, we conclude that

N∗pM = coran∇φ(p) = cokerDΨ(q). (54)

The following result is now straightforward.

Theorem 4.6 (Lagrange multipliers). Let U ⊂ Rn be open, and let M ⊂ U be a hypersurface.
Suppose that u : U → R is differentiable. Then p ∈ M is a critical point of u over M if and
only if ∇u(p) ∈ N∗pM . In addition, suppose that M is described by the equation φ(x) = 0,
where φ : U → R is a continuously differentiable function with ∇φ(x) 6= 0 for all x ∈ M .
Then ∇u(p) ∈ N∗pM if and only if there exists λ ∈ R such that

∇u(p) = λ∇φ(p). (55)

Proof. By definition, p is a critical point if and only if ∇u(p)V = 0 for all V ∈ TpM . The
latter condition is equivalent to ∇u(p) ∈ N∗pM . By (54), we have ∇u(p) ∈ N∗pM if and only
if ∇u(p) is a scalar multiple of ∇φ(p). �

Remark 4.7. If φ is a continuous function, then the set M = {x : φ(x) = 0} is closed. There-
fore in order to apply the Weierstrass existence theorem, one has only to ensure boundedness.
If M is not bounded, an often useful and simple method is to consider the set M ∩ B̄R with
R > 0 large enough, where B̄R is the closed ball of radius R, centred at a suitable point. Then
one needs to deal with the remaining portion M \ B̄R of M in some other way.

Example 4.8. Let us apply the Lagrange multiplier appoach to Example 3.6: Find the
coordinates of the point (x, y, z) on the plane z = x+ y + 4 which is closest to the origin.

We consider the function
f(x, y, z) = x2 + y2 + z2, (56)

on the plane P = {(x, y, z) ∈ R3 : φ(x, y, z) = 0}, where φ(x, y, z) = x + y + 4 − z. By the
Lagrange multipliers theorem, (x, y, z) ∈ P is a critical point of f on P if and only if there
exists λ ∈ R such that Df(x, y, z) = λDφ(x, y, z), that is,

(2x, 2y, 2z) = λ(1, 1,−1). (57)

This yields (x, y, z) = λ
2 (1, 1,−1), and by invoking (x, y, z) ∈ P , we find

λ
2 + λ

2 + 4− (−λ
2 ) = 0. (58)

Hence we have λ = −8
3 , and so (x, y, z) = (−4

3 ,−
4
3 ,

4
3) is the only critical point. From here

on, we can proceed as in Example 3.6.

Example 4.9. Find the maximum and minimum values of f(x, y, z) = 2x − y + 4z on the
sphere x2 + y2 + z2 = 1. Here you can use any type of reasonings, including geometric ones.

Let φ(x, y, z) = x2 + y2 + z2 − 1. the sphere S2 = {(x, y, z) ∈ R3 : φ(x, y, z) = 0} is closed
and bounded, by the Weierstrass theorem, there exist a maximizer and a minimizer of f over
S2, and by the first derivative test, these points must be critical points of f on S2. Then by
the Lagrange multiplier theorem, (x, y, z) ∈ S2 is a critical point if and only if there exists
λ ∈ R such that

Df(x, y, z) = λDφ(x, y, z). (59)

We compute Df(x, y, z) = (2,−1, 4) and Dφ(x, y, z) = (2x, 2y, 2z), and hence (59) becomes
(2,−1, 4) = λ(2x, 2y, 2z). From this, it is clear that λ 6= 0, and so (x, y, z) = λ−1(1,−1

2 , 2).

Invoking (x, y, z) ∈ S2, we infer

1 = x2 + y2 + z2 =
1 + (12)2 + 22

λ2
=

21

4λ
, (60)
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yielding λ = ±
√
21
2 . Now we can find

(x, y, z) = λ−1(1,−1
2 , 2) = (± 2√

21
,∓ 1√

21
,± 4√

21
). (61)

The maximum and the minimum of f on S2 must be among these two points. We evaluate f
at these two points, as

f(± 2√
21
,∓ 1√

21
,± 4√

21
) = ±

√
21, (62)

and compare the values, to conclude that ( 2√
21
,− 1√

21
, 4√

21
) is the maximizer of f on S2, and

(− 2√
21
, 1√

21
,− 4√

21
) is the minimizer of f on S2. The maximum and minimum values of f on

S2 are of course ±
√

21.

5. Lagrange multipliers on curves

Hypersurfaces include curves in R2 and surfaces in R3. These sets are one dimension lower
than the ambient space (i.e., of codimension 1), and we get away with a scalar Lagrange mul-
tiplier, as we have seen in the preceding section. However, as curves in R3 are of codimension
2, they need a 2-dimensional Lagrange multiplier.

Definition 5.1. Given a curve L ⊂ R3 and its point p ∈ L, the conormal space of L at p is
defined as

N∗pL = {α ∈ R1×3 : αV = 0 for all V ∈ TpL}. (63)

Remark 5.2. Let γ : (a, b)→ L be a local parameterization of L, and let p = γ(t), t ∈ (a, b).
Then α ∈ N∗pM if and only if αγ′(t) = 0, that is, α ∈ coker γ(t). So we have

N∗pM = coker γ(t). (64)

Now let U ⊂ R3 be open, and suppose that M ∩ U is described by the equation φ(x) = 0,
where φ : U → R2 is a continuously differentiable function with Dφ(x) surjective for all
x ∈ M ∩ U . We know that TpM = kerDφ(p). For any β ∈ R1×2, we have βDφ(p)γ′(t) = 0,
and hence βDφ(p) ∈ N∗pM . In other words,

coranDφ(p) ⊂ N∗pM. (65)

By assumption, the column rank of Dφ(p) is 2, and so the row rank must also be 2, that
is, dim(coranDφ(p)) = 2. On the other hand, the column rank of γ′(t) is m = 1, and
so dim(coran γ(t)) = 1. Invoking the rank-nullity theorem, the dimension of coker γ′(t) is
3 − 1 = 2. Since we have the inclusion coranDφ(p) ⊂ coker γ′(t) with dimensions agreeing,
we conclude that

N∗pM = coranDφ(p) = coker γ′(t). (66)

The following result is now straightforward.

Theorem 5.3 (Lagrange multipliers). Let U ⊂ R3 be open, and let L ⊂ U be a smooth curve.
Suppose that u : U → R is differentiable. Then p ∈ L is a critical point of u over L if and only
if ∇u(p) ∈ N∗pM . In addition, suppose that L is described by the equation φ(x) = 0, where

φ : U → R2 is a continuously differentiable function with Dφ(x) surjective for all x ∈ L.
Then ∇u(p) ∈ N∗pM if and only if there exists λ1, λ2 ∈ R such that

∇u(p) = λ1∇φ1(p) + λ2∇φ2(p). (67)

Proof. By definition, p is a critical point if and only if ∇u(p)V = 0 for all V ∈ TpM . The
latter condition is equivalent to ∇u(p) ∈ N∗pM . By (66), we have ∇u(p) ∈ N∗pM if and only
if ∇u(p) is a linear combination of the rows of Dφ(p). �

Remark 5.4. Surjectivity of Dφ(x) is equivalent to any (hence both) of the following.
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• ∇φ1(x) and ∇φ2(x) are linearly independent.
• There is a 2× 2 submatrix of Dφ(x) that is nonsingular.

Example 5.5. Let us find the highest points on the curve given by{
4x+ 9y + z = 0,

z = 2x2 + 3y2.
(68)

The curve is the 0-locus of the function

φ(x, y, z) =

(
4x+ 9y + z

2x2 + 3y2 − z

)
, (69)

whose derivative is

Dφ(x, y, z) =

(
4 9 1

4x 6y −1

)
. (70)

The determinants of all 2× 2 submatrices of Dφ are

detDx,yφ(x, y, z) = det

(
4 9

4x 6y

)
= 12(2y − 3x),

detDx,zφ(x, y, z) = det

(
4 1

4x −1

)
= −4(1 + x),

detDy,zφ(x, y, z) = det

(
9 1
6y −1

)
= −3(3 + 2y).

(71)

If x 6= −1 or y 6= −3
2 , then either the second or the third submatrix is nonsingular. If

(x, y) = (−1,−3
2), then 2y − 3x = −2 + 3 · 32 = 5

2 , and so the first submatrix is nonsingular.

This means that Dφ(x, y, z) is surjective at every (x, y, z) ∈ R3. We conclude that

L = {(x, y, z) : φ(x, y, z) = 0} (72)

is a smooth curve in R3.
Our task is to maximize the function

u(x, y, z) = z, (73)

over L. The gradient of u is
∇u(x, y, z) =

(
0 0 1

)
, (74)

meaning that the critical point of u over L must satisfy(
0 0 1

)
= λ1

(
4 9 1

)
+ λ2

(
4x 6y −1

)
, (75)

for some real numbers λ1 and λ2, cf. Theorem 5.3. It is easy to see that λ2 = 0 is not possible,
and hence assuming λ2 6= 0, we get

x = −λ1
λ2
, y = −3λ1

2λ2
=

3x

2
. (76)

Substituting these into (68), we have

z = 2x2 + 3y2 = 2x2 +
27x2

4
=

35x2

4
,

z = −4x− 9y = −4x− 27x

2
= −35x

2
,

(77)

which yield
x2 = −2x. (78)

This leads to the two critical points (x1, y1, z1) and (x2, y2, z2) on L, where

x1 = 0, y1 = 0, z1 = 0, (79)
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and
x2 = −2, y2 = −3, z2 = 35. (80)

Since z2 > z2, the point (−2,−3, 35) is clearly the highest point on L.

6. Diagonalization of symmetric matrices

As a nice application of the theory we have developed so far, in this section, we will prove
that any symmetric matrix A can be written as

A = QΛQ>, (81)

with a diagonal matrix

Λ =


λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λn

 , (82)

and a matrix Q satisfying Q>Q = QQ> = I. The numbers λ1, . . . , λn are called the eigenval-
ues of A, and the columns q1, . . . , qn ∈ Rn of Q are called the eigenvectors of A. Note that
(81) can also be written as

AQ = QΛ, (83)

which is equivalent to
Aqk = λkqk, k = 1, . . . , n. (84)

Now, the condition Q>Q = I means
q>k q` = δk`, (85)

that is, the columns of Q are pairwise orthogonal, and normalized so that their lengths are
all equal to 1. We say that the set {qk} is orthonormal. An arbitrary vector v ∈ Rn can be
written in this orthonormal basis as

v = Iv = QQ>v = (q>1 v)q1 + . . .+ (q>n v)qn, (86)

where the quantities q>k v can be called the coordinates of v with respect to the basis {qk}.
Then the application of A to v becomes

Av = QΛQ>v = (λ1q
>
1 v)q1 + . . .+ (λnq

>
n v)qn. (87)

Thus, the application of A to v is simply the scaling of v by the factors λ1, . . . , λn respectively
in the directions q1, . . . , qn.

Remark 6.1. It is obvious that if Au = λu and Av = λv, then we have

A(αu+ βv) = λ(αu+ βv), (88)

for any α, β ∈ R. This means that the collection of all eigenvectors corresponding to a
particular eigenvalue forms a linear space.

Remark 6.2. If we have numbers λ1, . . . , λn, and orthonormal set of vectors q1, . . . , qn sat-
isfying (84), then we would immediately have the diagonalization (81). The equation (84) is
equivalent to (A− λkI)qk = 0, and as qk 6= 0, this means that the matrix A− λkI is singular.
Hence the eigenvalues satisfy the so-called characteristic equation

det(A− λI) = 0, (89)

which is an n-th degree polynomial equation for λ. After finding the eigenvalues from the
characteristic equation, one may try to find the eigenvectors by solving Aq = λkq for q.
However, in general, one does not obtain n linearly independent eigenvectors. For example, the

matrix A =

(
2 1
0 2

)
has the double eigenvalue λ1 = λ2 = 2, but solving Aq = 2q only yields
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q =

(
1
0

)
and its scalar multiples. Such matrices are called defective. The diagonalization

(81) is possible for symmetric matrices means that symmetric matrices are never defective.

The following lemma answers the question why orthogonality is a natural property of the
eigenvectors of a symmetric matrix.

Lemma 6.3. If A is symmetric, then eigenvectors corresponding to different eigenvalues are
orthogonal to each other. That is, if Au = λu and Av = µv with λ 6= µ, then u>v = 0.

Proof. First, observe that

v>Au = λv>u, and u>Av = µu>v. (90)

Since
v>u = (v>u)> = u>v, (91)

and
v>Au = (v>Au)> = u>A>v = u>Av, (92)

we have
λv>u = µu>v, or (λ− µ)u>v = 0, (93)

which establishes the proof. �

Finally, we state and prove the main result of this section.

Theorem 6.4. Let A be an n× n symmetric matrix. Then A admits an orthonormal set of
n eigenvectors.

Proof. The case n = 1 is trivial: If A = [a] then take λ1 = a and q1 = 1.
In the following, we will treat the cases n = 2 and n = 3 in detail. Let n = 2, and let

A =

(
a b
b c

)
, u =

(
x
y

)
. (94)

Then consider the function

f(u) = f(x, y) = u>Au = ax2 + 2bxy + cy2, (95)

over the unit circle
S1 = {(x, y) ∈ R2 : x2 + y2 = 1}. (96)

As S1 is closed and bounded, by the Weierstrass existence theorem, f takes its maximum at
some point u1 = (x1, y1) ∈ S1. This point u1 must be a critical point of f over S1. Then by
the Lagrange multiplier theorem, there exists a number λ1 ∈ R such that

∇f(x1, y1) = λ1∇g(x1, y1), (97)

where
g(x, y) = x2 + y2 − 1. (98)

Since
∇f(x, y) = (2ax+ 2by, 2bx+ 2cy) = 2Au, (99)

and
∇g(x, y) = (2x, 2y) = 2u, (100)

the equation (97) implies
Au1 = λ1u1, (101)

that is, (λ1, u1) is in fact an eigenpair for A. To find another eigenpair, let u2 ∈ S1 be such
that u2 ⊥ u1, and let v = Au2. Then we have

u>1v = u>1Au2 = (A>u1)
>Au2 = (Au1)

>Au2 = λ1u
>
1u2 = 0, (102)
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meaning that there is some number λ2 ∈ R such that v = λ2u2. Thus

Au2 = λ2u2, (103)

showing that (λ2, u2) is in fact an eigenpair for A.
Now let n = 3, and consider the function

f(u) = u>Au, u ∈ R3, (104)

over the unit sphere
S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}. (105)

As S2 is closed and bounded, by the Weierstrass existence theorem, f takes its maximum at
some point u1 = (x1, y1, z1) ∈ S2. This point must be a critical point of f over S2. Then by
the Lagrange multiplier theorem, there exists a number λ1 ∈ R such that

∇f(u1) = λ1∇g(u1), (106)

where
g(u) = g(x, y, z) = x2 + y2 + z2 − 1. (107)

Since
∇f(x, y) = 2Au, and ∇g(u) = 2u, (108)

the equation (106) implies
Au1 = λ1u1, (109)

that is, (λ1, u1) is in fact an eigenpair for A. To find a second eigenpair, let

L = {u ∈ R3 : u ⊥ u1}, (110)

and consider f over the circle S2 ∩ L. This circle can be described as{
g(x, y, z) = 0,

g1(x, y, z) = 0,
(111)

where
g1(x, y, z) = xx1 + yy1 + zz1. (112)

As S2 ∩L is closed and bounded, by the Weierstrass existence theorem, f takes its maximum
at some point u2 ∈ S2 ∩L. This point must be a critical point of f over S2 ∩L. Then by the
Lagrange multiplier theorem for curves in R3, there exist numbers λ2 and µ such that

∇f(u2) = λ2∇g(u2) + µ∇g1(u2). (113)

which is the same thing as
2Au2 = 2λ2u2 + µu1, (114)

because
∇g1(u) = u1. (115)

If we multiply (114) by u>1 from the left, we get

2u>1Au2 = 2λ2u
>
1u2 + µu>1u1, (116)

and since
u>1Au2 = (A>u1)

>u2 = (Au1)
>u2 = λ1u

>
1u2 = 0, (117)

we conclude that µu>1u1 or µ = 0. Thus (114) becomes

Au2 = λ2u2, (118)

that is, (λ2, u2) is in fact an eigenpair for A. To find a third eigenpair, let u3 ∈ S2 be such
that u3 ⊥ u1 and u3 ⊥ u2, and let v = Au3. Then we have

u>1v = u>1Au3 = (A>u1)
>Au3 = (Au1)

>Au3 = λ1u
>
1u3 = 0, (119)
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and similarly u>2v = 0. This means that v ⊥ u1 and v ⊥ u2, i.e., there is some number λ3 ∈ R
such that v = λ3u3. Thus

Au3 = λ3u3, (120)

showing that (λ3, u3) is in fact an eigenpair for A.
The general case proceeds exactly as above, by looking at the function

f(u) = u>Au, u ∈ Rn, (121)

over the unit sphere

Sn−1 = {u ∈ Rn : u>u = 1}. (122)

We maximize f over Sn−1 to find the first eigenpair (λ1, u1). Then we maximize f over
Sn−1 ∩ L1, where L1 is the plane orthogonal to u1:

L1 = {u ∈ Rn : g1(u) = u>u1 = 0}. (123)

This process gives the second eigenpair (λ2, u2). Next, we maximize f over Sn−1 ∩ L1 ∩ L2,
where L2 is the plane orthogonal to u2:

L2 = {u ∈ Rn : g2(u) = u>u2 = 0}. (124)

We call this maximizer u3 ∈ Sn−1 ∩ L1 ∩ L2, and this must satisfy

∇f(u3) = λ3∇g(u3) + µ1∇g1(u3) + µ2∇g2(u3), (125)

for some numbers λ3, µ1, and µ2, which implies

2Au3 = 2λ3u3 + µ1u1 + µ2u2. (126)

As in (116), we multiply this by u>1 from the left, to get µ1 = 0. Then we multiply by u>2
from the left, to get µ2 = 0, yielding

Au3 = λ3u3. (127)

This process continues until we find n−1 eigenpairs (λ1, u1), . . . , (λn−1, un−1), and in the last
step, we consider a vector un ∈ Sn−1 such that un ⊥ u1, . . . , un ⊥ un−1, and as in (119), show
that v = Aun is also orthonogal to all u1, . . . , un−1. Hence v = λnun for some number λn. �

7. Second order derivatives

Before extending the second derivative test to multi-dimensions, in this section, we shall
generalize the notion of second order derivatives.

Let f : Rn → R be differentiable everywhere in Rn. By the convention that the elements of
Rn are column vectors, it is natural to consider Df(x) as a row vector, that is, Df(x) ∈ R1×n

for x ∈ Rn. Hence, Df can be considered as a function Df : Rn → R1×n, and we can talk
about its differentiability. Then the derivative D2f(y) = DDf(y), if exists, should be a linear
map Λ : Rn → R1×n, satisfying

Df(x) = Df(y) + Λ(x− y) + e(x), (128)

with e(x)→ 0 faster than x− y as x→ y. Now, any such map can be written as

Λ(h) = h>A, h ∈ Rn, (129)

for some matrix A ∈ Rn×n. In view of this, we are going to identify D2f(x) with the matrix
A, and write

Df(x) = Df(y) + (x− y)>D2f(y) + e(x). (130)

Taking the transpose of this equation, we get the equivalent form

Df(x)> = Df(y)> +D2f(y)>(x− y) + e(x), (131)

which means that D2f(y)> corresponds to the Jacobian matrix of the function (Df)> at y.
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Definition 7.1. Let K ⊂ Rn, and let f : K → R be differentiable everywhere in K. If
Df : K → R1×n is differentiable at y ∈ K in the sense (130), then we say that f is twice
differentiable at y, and call D2f ∈ Rn×n the second order derivative of f at y.

Remark 7.2. In light of (131), f is twice differentiable at y if and only if there is a matrix
H ∈ Rn×n such that

B(x) = B(y) +H>(x− y) + e(x), (132)

with e(x) → 0 faster than x − y as x → y, where B(x) = Df(x)> is simply the transpose
of the Jacobian of f . Note that the Jacobian of f is the row vector consisting of the partial
derivatives of f , and so its transpose B(x) is a column vector. Hence H> is given by the
Jacobian matrix of the function B(x), that is,

H> =


∂1∂1f(y) ∂2∂1f(y) . . . ∂n∂1f(y)
∂1∂2f(y) ∂2∂2f(y) . . . ∂n∂2f(y)

. . . . . . . . . . . .
∂1∂nf(y) ∂n∂1f(y) . . . ∂n∂nf(y)

 , (133)

or

H =


∂1∂1f(y) ∂1∂2f(y) . . . ∂1∂nf(y)
∂2∂1f(y) ∂2∂2f(y) . . . ∂2∂nf(y)

. . . . . . . . . . . .
∂n∂1f(y) ∂n∂2f(y) . . . ∂n∂nf(y)

 . (134)

This matrix is called the Hessian of f at y. Note that if D2f(y) exists, then D2f(y) = H, but
without additional assumptions, the existence of H does not imply the existence of D2f(y).

Example 7.3. (a) Let f : R2 → R be defined by f(x, y) = ax2 +2bxy+cy2, where a, b, c ∈ R
are constants. We can compute the Jacobian matrix of f at (x, y) as

Jf (x, y) =
(
2ax+ 2by 2bx+ 2cy

)
∈ R1×2. (135)

Since this depends on (x, y) ∈ R2 continuously, we conclude that f is differentiable every-
where in R2, with Df(x, y) = Jf (x, y). Now, the Jacobian matrix of (Df)> is

J(x, y) =

(
2a 2b
2b 2c

)
, (136)

and since it is continuous in R2, we conclude that f is twice differentiable in R2 with
D2f(x, y) = J> = J .

(b) More generally, let A ∈ Rn×n, and let f : Rn → R be defined by f(x) = x>Ax, i.e.,

f(x) =
n∑

i,k=1

aikxixk, (137)

where aik ∈ R are the elements of A. Note that for i 6= k, the combination xixk appears
in the sum twice, so that we can in fact write

f(x) =
n∑
i=1

aiix
2
i +

n∑
i=1

i−1∑
k=1

(aik + aki)xixk. (138)

In any case, we have

∂jf(x) =
n∑

i,k=1

aik(δkjxi + δijxk) =
n∑
i=1

aijxi +
n∑
k=1

ajkxk, (139)

and hence

Df(x) = x>A+ x>A> = x>(A+A>). (140)
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For the transpose, we would have Df(x)> = (A + A>)x, and the Jacobian of (Df)> is
simply J = A+A>. The Hessian of f is then the transpose of J , which is H = A+A>.
We conclude that f is twice differentiable in Rn with D2f(x) = A + A>. Note that the
Hessian is always symmetric no matter what A is, but this would have been clear from
(138), which shows that replacing A by 1

2(A+A>) does not change f .

The following is a practical criterion on twice differentiability.

Remark 7.4. Let Q = (a1, b1)× . . .× (an, bn) be an n-dimensional rectangular domain, and
let f : Q → R be a function. Assume that the Hessian H(x) exists at every x ∈ Q, and
H(x) depends on x continuously. The existence of the Hessian in particular guarantees the
existence of all first order partial derivatives of f in Q. Let B(x) ∈ Rn be the (column) vector
consisting of all first order partial derivatives of f at x. Then H(x)> is the Jacobian of the
mapping B : Q → Rn at x, and continuity of H implies that B is differentiable in Q, with
DB = H>. In particular, B is continuous in Q. Now, since B(x)> is the Jacobian of f at x,
this implies that f is differentiable in Q, with Df = B>. As we have already established that
B is differentiable in Q, we conclude that Df is differentiable in Q, and that D2f = H.

Differentiable functions are well approximated locally by linear functions. Intuitively speak-
ing, twice differentiable functions should be close to quadratic functions.

Remark 7.5. Let f : K → R with K ⊂ Rn, and for V ∈ Rn fixed, suppose that DV f(x)
exists at each x ∈ K. Then the dependence of DV f(x) on x can naturally be considered
as a function DV f : K → R. Hence one can talk about its directional differentiability, that
is, about whether DWDV f(x) exists for x ∈ K and W ∈ Rn. Now suppose that f is twice
differentiable at y, i.e.,

Df(x) = Df(y) + (x− y)>D2f(y) + e(x). (141)

If we multiply this from the right by V ∈ Rn, we get

DV f(x) = DV f(y) + (x− y)>D2f(y)V + e(x)V, (142)

where we have taken into account that DV f(x) = Df(x)V . Next, we put x = y + tW with
W ∈ Rn and t ∈ R small, and infer

DV f(y + tW ) = DV f(y) + tW>D2f(y)V + e(y + tW )V, (143)

with e(y + tW )→ 0 faster than tW . This implies that

DWDV f(y) = W>D2f(y)V. (144)

Remark 7.6. Let Q ⊂ Rn be an n-dimensional rectangular domain, and let f : Q → R be
twice differentiable everywhere in Q. Fix some y ∈ K and V ∈ Rn, and consider the function
g(t) = f(y + tV ). We know that

g′(t) = DV f(y + tV ) = Df(y + tV )V,

g′′(t) = D2
V f(y + tV ) = V >D2f(y + tV )V,

(145)

provided that D2f(y + tV ) exists. Invoking Theorem 1.8a), we get

f(y + tV ) ≈ f(y) + tDf(y)V +
t2

2
V >D2f(y)V as t→ 0. (146)

So not surprisingly, the existence of D2f(y) guarantees that f(y + tV ) can be well approx-
imated by a quadratic polynomial in t. Supposing that y + V ∈ Q, we can also apply
Theorem 1.8b), which yields

f(y + V ) = f(y) +Df(y)V +
1

2
V >D2f(y + sV )V, (147)
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for some s ∈ (0, 1). This gives a quantitative information on the size of the error of the linear
approximation f(y + V ) ≈ f(y) +Df(y)V .

Exercise 7.7. Introduce the notion of third derivative D3f , and give a quantitative informa-
tion on the error of the quadratic approximation

f(y + V ) ≈ f(y) +Df(y)V +
1

2
V >D2f(y)V, (148)

in the spirit of (147).

The following is a famous theorem which says that directional differentiations commute
with each other. The latter would in particular imply that the Hessian matrix is symmetric.

Theorem 7.8. We have DVDW f = DWDV f wherever the two sides are defined.

Exercise 7.9. Consider the function f : R2 → R defined by

f(x, y) =

{
xy for − |x| < y < |x|,
0 otherwise.

(149)

Check if the partial derivatives ∂2f
∂x∂y and ∂2f

∂y∂x exist at the origin, and if ∂2f
∂x∂y = ∂2f

∂y∂x there.

8. The Hessian test

Let f : U → R be a function twice differentiable at c ∈ U , where U ⊂ Rn is an open set,
and suppose that c is a critical point of f . Then in view of Remark 7.6, the behaviour of f
near c is dictated by the quadratic function

u(x) = f(c+ x)− f(c) = x>Ax, (150)

where A = 1
2D

2f(c) is symmetric. Note that since

Du(x) = x>(A+A>) = 2x>A = 2(Ax)>, (151)

the only critical point of u is at x = 0, provided that A is nonsingular.

Example 8.1. For n = 2, the function under consideration is

u(x, y) =

(
x
y

)>(
a b
c d

)(
x
y

)
= ax2 + (b+ c)xy + dy2. (152)

Since u depends on b and c only through the combination b + c, we can and will assume

that b = c, so that the matrix A =

(
a b
c d

)
=

(
a b
b d

)
is symmetric. Consider the following

matrices

A1 =

(
2 0
0 3

)
, A2 =

(
−2 0
0 −3

)
, A3 =

(
0 0
0 3

)
, A4 =

(
2 0
0 −3

)
, (153)

with the corresponding functions

u1(x, y) = 2x2 + 3y2, u2(x, y) = −2x2 − 3y2,

u3(x, y) = 3y2, u4(x, y) = 2x2 − 3y2.

It is obvious that:

• u1 has its unique global minimum at (0, 0).
• u2 has its unique global maximum at (0, 0).
• u3 has a global minimum at any of the points of the y-axis.
• u4 has its unique point critical at (0, 0), but this point is neither a maximum nor a

minimum. In particular, x = 0 is the unique minimizer of u4(x, 0), while y = 0 is the
unique maximizer of u4(0, y). Such points are called saddle points.
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Remark 8.2. As we proved in Section 6, any symmetric matrix A can be written as

A = Q>ΛQ, (154)

with a diagonal matrix

Λ =


λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λn

 , (155)

and a matrix Q satisfying Q>Q = I. With this at hand, we can write (150) as

u(x) = x>Ax = x>Q>ΛQx = (Qx)>ΛQx. (156)

If we introduce the new coordinates y = Qx, then x = Q>y, and so

u(x) = u(Q>y) = y>Λy = λ1y
2
1 + λ2y

2
2 + . . .+ λny

2
n. (157)

Thus the situation basically reduces to the previous example:

• All λk > 0 if and only if u has a unique minimum at x = 0.
• All λk < 0 if and only if u has a unique maximum at x = 0.
• There exist positive as well as negative eigenvalues iff x = 0 is a saddle point.
• There exists a zero eigenvalue iff u has a degenerate behavior at x = 0.

Definition 8.3. Let K ⊂ Rn, and let u : K → R. We say that u has a local strict maximum
at y ∈ K if there exists δ > 0 such that u(x) < u(y) for all x ∈ Qδ(y) ∩K \ {y}. The notion
of local strict minimum may be defined similarly. A saddle point is a critical point that is not
a local maximum or minimum.

Theorem 8.4. Let f : U → R be a function continuously differentiable in an open set U ⊂ Rn,
and suppose that f is twice differentiable at y ∈ U , where y is a critical point of f .

a) If D2f(y) is positive definite, in the sense that all eigenvalues of D2f(y) are positive, then
y is a local strict minimizer of f .

b) If D2f(y) is negative definite, in the sense that all eigenvalues of D2f(y) are negative,
then y is a local strict maximizer of f .

c) If D2f(y) is indefinite, in the sense that D2f(y) has positive as well as negative eigenvalues,
then y is a saddle point of f .

Proof. Recall from Remark 7.5, namely (143), that

DV f(y + tW ) = DV f(y) + tW>D2f(y)V + e(y + tW )V, (158)

with e(y + tW )→ 0 faster than tW . Putting W = V , let us write it as

DV f(y + tV ) = DV f(y) + tV >D2f(y)V + e(y + tV )V. (159)

Given any ε > 0, we have

|e(y + tV )V | ≤ εt|V |2max, (160)

for all V ∈ Rn sufficiently small and for all 0 ≤ t ≤ 1, where |V |max is the absolute value of
the largest component of V in absolute value:

|V |max = max
k
|Vk|. (161)

Thus taking into account that DV f(y) = 0, we get

|DV f(y + tV )− tV >D2f(y)V | ≤ εt|V |2max, (162)

Recall from Remark 7.6 that if g(t) = f(y + tV ) then

g′(t) = DV f(y + tV ), (163)
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so that

tV >D2f(y)V − εt|V |2max ≤ g′(t) ≤ tV >D2f(y)V + εt|V |2max. (164)

If we integrate this from t = 0 to t = 1, we get

1
2V
>D2f(y)V − 1

2ε|V |
2
max ≤ f(y + V )− f(y) ≤ 1

2V
>D2f(y)V + 1

2ε|V |
2
max, (165)

meaning that for all sufficiently small V ∈ Rn, the difference f(y+V )− f(y) behaves like the
quadratic form 1

2V
>D2f(y)V , up to the small error term 1

2ε|V |
2
max. �

Remark 8.5. Let us perform a more complete analysis of the case n = 2. To this end, let

A =

(
a b
b c

)
, and consider

u(x, y) =

(
x
y

)>(
a b
c d

)(
x
y

)
= ax2 + 2bxy + cy2. (166)

We want to derive a criterion based on the determinant

D = ac− b2, (167)

that would tell us about the nature of the point (x, y) = (0, 0).
First, suppose that a = 0, that is,

u(x, y) = 2bxy + cy2 = y(2bx+ cy). (168)

If b = 0, or equivalently, D = −b2 = 0, then

u(x, y) = cy2, (169)

meaning that (x, y) = (0, 0) has a degenerate behaviour, because the point (x, 0) for each
x is a global minimizer. On the other hand, if b 6= 0, or equivalently, D = −b2 < 0, then
(x, y) = (0, 0) is a saddle point, because u(x, y) would be positive or negative according to
whether y and 2bx+ cy have the same sign.

Now suppose that a 6= 0, and write

u(x, y) = a(x2 + 2
b

a
xy) + cy2 = a

(
x+

b

a
y
)2 − b2

a2
y2 + cy2

= a
(
x+

b

a
y
)2

+
ac− b2

a2
y2 = a

(
x+

b

a
y
)2

+
D

a2
y2.

(170)

From this it is clear that

• A is positive definite iff a > 0 and D > 0.
• A is negative definite iff a < 0 and D > 0.
• A is indefinite iff D < 0. This is regardless of a = 0 or not.

Example 8.6. Consider

f(x, y) = xye−x
2−y2 . (171)

First, not that this function is smooth, meaning that we can take as many derivatives we
want. We can compute the partial derivatives as

∂xf(x, y) = y(1− 2x2)e−x
2−y2 , ∂yf(x, y) = x(1− 2y2)e−x

2−y2 , (172)

which yields the 5 critical points given by

(x, y) = (0, 0), (x, y) = (± 1√
2
,± 1√

2
). (173)

Now we compute the Hessian as

H(x, y) = e−x
2−y2

(
2xy(2x2 − 3) 1− 2x2 − 2y2 + 4x2y2

1− 2x2 − 2y2 + 4x2y2 2xy(2y2 − 3)

)
. (174)
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At (x, y) = (0, 0), this is

H(0, 0) =

(
0 1
1 0

)
, (175)

whose determinant is D = detH(0, 0) = −1. Hence (x, y) = (0, 0) is a saddle point. At any
of the other critical points (x, y) = (± 1√

2
,± 1√

2
), we have

H(x, y) = e−x
2−y2

(
−4xy 0

0 −4xy

)
, (176)

ans so D = detH(x, y) = 16x2y2 > 0. Therefore, the nature of the point (x, y) = (± 1√
2
,± 1√

2
)

will now be determined by the sign of the upper left entry, a = −4xye−x
2−y2 . Thus, the points

±( 1√
2
, 1√

2
) are local strict maximizers, and the points ±( 1√

2
,− 1√

2
) are local strict minimizers.

Remark 8.7. There is a general criterion for n×n matrices that extends what we have done
in Remark 8.5 for 2× 2 matrices. Let A be a symmetric n×n matrix, and let Ak be the k× k
submatrix located in the upper left corner of A. Then we have the following.

• A is positive definite iff detAk > 0 for k = 1, . . . , n.
• A is negative definite iff (−1)k detAk > 0 for k = 1, . . . , n.
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